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Introduction

Data management
Data management comprises all the disciplines related to managing data as a valuable resource.

Overview
The official definition provided by DAMA International, the professional organization for those in the data
management profession, is: "Data Resource Management is the development and execution of architectures, policies,
practices and procedures that properly manage the full data lifecycle needs of an enterprise." {{DAMA
International}} This definition is fairly broad and encompasses a number of professions which may not have direct
technical contact with lower-level aspects of data management, such as relational database management.
Alternatively, the definition provided in the DAMA Data Management Body of Knowledge (DAMA-DMBOK) is:
"Data management is the development, execution and supervision of plans, policies, programs and practices that
control, protect, deliver and enhance the value of data and information assets."[1]

The concept of "Data Management" arose in the 1980s as technology moved from sequential processing (first cards,
then tape) to random access processing. Since it was now technically possible to store a single fact in a single place
and access that using random access disk, those suggesting that "Data Management" was more important than
"Process Management" used arguments such as "a customer's home address is stored in 75 (or some other large
number) places in our computer systems." During this period, random access processing was not competitively fast,
so those suggesting "Process Management" was more important than "Data Management" used batch processing
time as their primary argument. As applications moved more and more into real-time, interactive applications, it
became obvious to most practitioners that both management processes were important. If the data was not well
defined, the data would be mis-used in applications. If the process wasn't well defined, it was impossible to meet
user needs.
Data Management shows manageable of data through specific data source

Corporate Data Quality Management
Corporate Data Quality Management (CDQM) is, according to the European Foundation for Quality Management
and the Competence Center Corporate Data Quality (CC CDQ, University of St. Gallen), the whole set of activities
intended to improve corporate data quality (both reactive and preventive). Main premise of CDQM is the business
relevance of high-quality corporate data. CDQM comprises with following activity areas:[2]

• Strategy for Corporate Data Quality: As CDQM is affected by various business drivers and requires
involvement of multiple divisions in an organization; it must be considered a company-wide endeavor.

• Corporate Data Quality Controlling: Effective CDQM requires compliance with standards, policies, and
procedures. Compliance is monitored according to previously defined metrics and performance indicators and
reported to stakeholders.

• Corporate Data Quality Organization: CDQM requires clear roles and responsibilities for the use of corporate
data. The CDQM organization defines tasks and privileges for decision making for CDQM.

• Corporate Data Quality Processes and Methods: In order to handle corporate data properly and in a
standardized way across the entire organization and to ensure corporate data quality, standard procedures and
guidelines must be embedded in company’s daily processes.

http://en.wikipedia.org/w/index.php?title=List_of_academic_disciplines
http://en.wikipedia.org/w/index.php?title=DAMA
http://en.wikipedia.org/w/index.php?title=DAMA
http://en.wikipedia.org/w/index.php?title=Corporate_Data_Quality_Management
http://en.wikipedia.org/w/index.php?title=EFQM
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• Data Architecture for Corporate Data Quality: The data architecture consists of the data object model - which
comprises the unambiguous definition and the conceptual model of corporate data - and the data storage and
distribution architecture.

• Applications for Corporate Data Quality: Software applications support the activities of Corporate Data
Quality Management. Their use must be planned, monitored, managed and continuously improved.

Topics in Data Management
Topics in Data Management, grouped by the DAMA DMBOK Framework,[3] include:

1.1. Data governance

•• Data asset
•• Data governance
•• Data steward

3.3. Data Architecture, Analysis and Design

•• Data analysis
•• Data architecture
•• Data modeling

5.5. Database Management

•• Data maintenance
•• Database administration
•• Database management system

7.7. Data Security Management

•• Data access
•• Data erasure
•• Data privacy
•• Data security

9.9. Data Quality Management

•• Data cleansing
•• Data integrity
•• Data enrichment
•• Data quality
•• Data quality assurance

1.1. Reference and Master Data Management

•• Data integration
•• Master data management
•• Reference data

3.3. Data Warehousing and Business Intelligence Management

•• Business intelligence
•• Data mart
•• Data mining
• Data movement (extract, transform and load)
•• Data warehousing

5.5. Document, Record and Content Management

•• Document management system
•• Records management

7.7. Meta Data Management

•• Meta-data management
•• Metadata
•• Metadata discovery
•• Metadata publishing
•• Metadata registry

9.9. Contact Data Management

•• Business continuity planning
•• Marketing operations
•• Customer data integration
•• Identity management
•• Identity theft
•• Data theft
•• ERP software
•• CRM software
•• Address (geography)
•• Postal code
•• Email address
•• Telephone number

Body of Knowledge
The DAMA Guide to the Data Management Body of Knowledge" (DAMA-DMBOK Guide), under the guidance of
a new DAMA-DMBOK Editorial Board. This publication is available from April 5, 2009.

Usage
In modern management usage, one can easily discern a trend away from the term 'data' in composite expressions to 
the term information or even knowledge when talking in non-technical context. Thus there exists not only data 
management, but also information management and knowledge management. This is a misleading trend as it 
obscures that traditional data is managed or somehow processed on second looks. The distinction between data and

http://en.wikipedia.org/w/index.php?title=Data_governance
http://en.wikipedia.org/w/index.php?title=Data_asset
http://en.wikipedia.org/w/index.php?title=Data_governance
http://en.wikipedia.org/w/index.php?title=Data_steward
http://en.wikipedia.org/w/index.php?title=Data_analysis
http://en.wikipedia.org/w/index.php?title=Data_architecture
http://en.wikipedia.org/w/index.php?title=Data_maintenance
http://en.wikipedia.org/w/index.php?title=Database_administration
http://en.wikipedia.org/w/index.php?title=Data_access
http://en.wikipedia.org/w/index.php?title=Data_erasure
http://en.wikipedia.org/w/index.php?title=Data_privacy
http://en.wikipedia.org/w/index.php?title=Data_security
http://en.wikipedia.org/w/index.php?title=Data_enrichment
http://en.wikipedia.org/w/index.php?title=Master_data_management
http://en.wikipedia.org/w/index.php?title=Reference_data
http://en.wikipedia.org/w/index.php?title=Data_mining
http://en.wikipedia.org/w/index.php?title=Data_movement
http://en.wikipedia.org/w/index.php?title=Data_warehousing
http://en.wikipedia.org/w/index.php?title=Document_management_system
http://en.wikipedia.org/w/index.php?title=Records_management
http://en.wikipedia.org/w/index.php?title=Business_continuity_planning
http://en.wikipedia.org/w/index.php?title=Marketing_operations
http://en.wikipedia.org/w/index.php?title=Customer_data_integration
http://en.wikipedia.org/w/index.php?title=Identity_management
http://en.wikipedia.org/w/index.php?title=Identity_theft
http://en.wikipedia.org/w/index.php?title=Data_theft
http://en.wikipedia.org/w/index.php?title=ERP_software
http://en.wikipedia.org/w/index.php?title=CRM_software
http://en.wikipedia.org/w/index.php?title=Address_%28geography%29
http://en.wikipedia.org/w/index.php?title=Postal_code
http://en.wikipedia.org/w/index.php?title=Email_address
http://en.wikipedia.org/w/index.php?title=Telephone_number
http://en.wikipedia.org/w/index.php?title=Management_fad
http://en.wikipedia.org/w/index.php?title=Information
http://en.wikipedia.org/w/index.php?title=Knowledge
http://en.wikipedia.org/w/index.php?title=Information_management
http://en.wikipedia.org/w/index.php?title=Knowledge_management
http://en.wikipedia.org/w/index.php?title=Data_processing
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derived values can be seen in the information ladder. While data can exist as such, 'information' and 'knowledge' are
always in the "eye" (or rather the brain) of the beholder and can only be measured in relative units.

Integrated data management
Integrated data management (IDM) is a tools approach to facilitate data management and improve performance.
IDM consists of an integrated, modular environment to manage enterprise application data, and optimize data-driven
applications over its lifetime.[4][5][6][7] IDM's purpose is to
•• Produce enterprise-ready applications faster
•• Improve data access, speed iterative testing
•• Empower collaboration between architects, developers and DBAs
Consistently achieve service level targets
•• Automate and simplify operations
• Provide contextual intelligence across the solution stack
Support business growth
•• Accommodate new initiatives without expanding infrastructure
•• Simplify application upgrades, consolidation and retirement
Facilitate alignment, consistency and governance
•• Define business policies and standards up front; share, extend, and apply throughout the lifecycle

References
[1] http:/ / www. dama. org/ files/ public/ DI_DAMA_DMBOK_Guide_Presentation_2007. pdf "DAMA-DMBOK Guide (Data Management

Body of Knowledge) Introduction & Project Status"
[2][2] EFQM ; IWI-HSG: EFQM Framework for Corporate Data Quality Management. Brussels : EFQM Press, 2011. - Forthcoming.
[3] http:/ / www. dama. org/ i4a/ pages/ index. cfm?pageid=3364 "DAMA-DMBOK Functional Framework"
[4] Integrated Data Management: Managing data across its lifecycle (http:/ / www. ibm. com/ developerworks/ data/ library/ techarticle/

dm-0807hayes/ ?S_TACT=105AGX11& S_CMP=FP#ibm-content) by Holly Hayes
[5] Organizations thrive on Data (http:/ / www. ibmsystemsmagmainframedigital. com/ nxtbooks/ ibmsystemsmag/ mainframe_20090708/ index.

php#/ 34) by Eric Naiburg
[6] Fragmented Management Across The Data Life Cycle Increases Cost And Risk (http:/ / download. boulder. ibm. com/ ibmdl/ pub/ software/

data/ sw-library/ data-management/ optim/ reports/ fragmented. pdf) - A commissioned study conducted by Forrester Consulting on behalf of
IBM October 2008

[7] http:/ / publib. boulder. ibm. com/ infocenter/ idm/ v2r1/ index. jsp ntegrated IBM Data Management information center.

External links
• Data management (http:/ / www. dmoz. org/ Computers/ Software/ Master_Data_Management/ Articles/ ) on the

Open Directory Project

http://en.wikipedia.org/w/index.php?title=Information_ladder
http://en.wikipedia.org/w/index.php?title=Information_Lifecycle_Management
http://en.wikipedia.org/w/index.php?title=Solution_stack
http://www.dama.org/files/public/DI_DAMA_DMBOK_Guide_Presentation_2007.pdf
http://www.dama.org/i4a/pages/index.cfm?pageid=3364
http://www.ibm.com/developerworks/data/library/techarticle/dm-0807hayes/?S_TACT=105AGX11&S_CMP=FP#ibm-content
http://www.ibm.com/developerworks/data/library/techarticle/dm-0807hayes/?S_TACT=105AGX11&S_CMP=FP#ibm-content
http://www.ibmsystemsmagmainframedigital.com/nxtbooks/ibmsystemsmag/mainframe_20090708/index.php#/34
http://www.ibmsystemsmagmainframedigital.com/nxtbooks/ibmsystemsmag/mainframe_20090708/index.php#/34
http://download.boulder.ibm.com/ibmdl/pub/software/data/sw-library/data-management/optim/reports/fragmented.pdf
http://download.boulder.ibm.com/ibmdl/pub/software/data/sw-library/data-management/optim/reports/fragmented.pdf
http://publib.boulder.ibm.com/infocenter/idm/v2r1/index.jsp
http://www.dmoz.org/Computers/Software/Master_Data_Management/Articles/
http://en.wikipedia.org/w/index.php?title=Open_Directory_Project
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Database
A database is an organized collection of data. The data are typically organized to model relevant aspects of reality in
a way that supports processes requiring this information. For example, modeling the availability of rooms in hotels in
a way that supports finding a hotel with vacancies.
Database management systems (DBMSs) are specially designed software applications that interact with the user,
other applications, and the database itself to capture and analyze data. A general-purpose DBMS is a software system
designed to allow the definition, creation, querying, update, and administration of databases. Well-known DBMSs
include MySQL, MariaDB, PostgreSQL, SQLite, Microsoft SQL Server, Oracle, SAP HANA, dBASE, FoxPro,
IBM DB2, LibreOffice Base and FileMaker Pro. A database is not generally portable across different DBMSs, but
different DBMSs can interoperate by using standards such as SQL and ODBC or JDBC to allow a single application
to work with more than one database.

Terminology and overview
Formally, "database" refers to the data themselves and supporting data structures. Databases are created to operate
large quantities of information by inputting, storing, retrieving, and managing that information. Databases are set up
so that one set of software programs provides all users with access to all the data.
A "database management system" (DBMS) is a suite of computer software providing the interface between users and
a database or databases. Because they are so closely related, the term "database" when used casually often refers to
both a DBMS and the data it manipulates.
Outside the world of professional information technology, the term database is sometimes used casually to refer to
any collection of data (perhaps a spreadsheet, maybe even a card index). This article is concerned only with
databases where the size and usage requirements necessitate use of a database management system.[1]

The interactions catered for by most existing DBMSs fall into four main groups:
• Data definition – Defining new data structures for a database, removing data structures from the database,

modifying the structure of existing data.
• Update – Inserting, modifying, and deleting data.
• Retrieval – Obtaining information either for end-user queries and reports or for processing by applications.
• Administration – Registering and monitoring users, enforcing data security, monitoring performance,

maintaining data integrity, dealing with concurrency control, and recovering information if the system fails.
A DBMS is responsible for maintaining the integrity and security of stored data, and for recovering information if
the system fails.
Both a database and its DBMS conform to the principles of a particular database model.[2] "Database system" refers
collectively to the database model, database management system, and database.[3]

Physically, database servers are dedicated computers that hold the actual databases and run only the DBMS and
related software. Database servers are usually multiprocessor computers, with generous memory and RAID disk
arrays used for stable storage. RAID is used for recovery of data if any of the disks fail. Hardware database
accelerators, connected to one or more servers via a high-speed channel, are also used in large volume transaction
processing environments. DBMSs are found at the heart of most database applications. DBMSs may be built around
a custom multitasking kernel with built-in networking support, but modern DBMSs typically rely on a standard
operating system to provide these functions. [citation needed] Since DBMSs comprise a significant economical market,
computer and storage vendors often take into account DBMS requirements in their own development plans.[citation

needed]
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Databases and DBMSs can be categorized according to the database model(s) that they support (such as relational or
XML), the type(s) of computer they run on (from a server cluster to a mobile phone), the query language(s) used to
access the database (such as SQL or XQuery), and their internal engineering, which affects performance, scalability,
resilience, and security.

Applications and roles
Most organizations in developed countries today depend on databases for their business operations. Increasingly,
databases are not only used to support the internal operations of the organization, but also to underpin its online
interactions with customers and suppliers (see Enterprise software). Databases are not used only to hold
administrative information, but are often embedded within applications to hold more specialized data: for example
engineering data or economic models. Examples of database applications include computerized library systems,
flight reservation systems, and computerized parts inventory systems.
Client-server or transactional DBMSs are often complex to maintain high performance, availability and security
when many users are querying and updating the database at the same time. Personal, desktop-based database systems
tend to be less complex. For example, FileMaker and Microsoft Access come with built-in graphical user interfaces.

General-purpose and special-purpose DBMSs
A DBMS has evolved into a complex software system and its development typically requires thousands of
person-years of development effort.[4] Some general-purpose DBMSs such as Adabas, Oracle and DB2 have been
undergoing upgrades since the 1970s. General-purpose DBMSs aim to meet the needs of as many applications as
possible, which adds to the complexity. However, the fact that their development cost can be spread over a large
number of users means that they are often the most cost-effective approach. However, a general-purpose DBMS is
not always the optimal solution: in some cases a general-purpose DBMS may introduce unnecessary overhead.
Therefore, there are many examples of systems that use special-purpose databases. A common example is an email
system: email systems are designed to optimize the handling of email messages, and do not need significant portions
of a general-purpose DBMS functionality.

Many databases have application software that accesses the database on behalf of end-users, without exposing the
DBMS interface directly. Application programmers may use a wire protocol directly, or more likely through an
application programming interface. Database designers and database administrators interact with the DBMS through
dedicated interfaces to build and maintain the applications' databases, and thus need some more knowledge and
understanding about how DBMSs operate and the DBMSs' external interfaces and tuning parameters.
General-purpose databases are usually developed by one organization or community of programmers, while a
different group builds the applications that use it. In many companies, specialized database administrators maintain
databases, run reports, and may work on code that runs on the databases themselves (rather than in the client
application).
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History
Following the technology progress in the areas of processors, computer memory, computer storage and computer
networks, the sizes, capabilities, and performance of databases and their respective DBMSs have grown in orders of
magnitude. The development of database technology can be divided into three eras based on data model or structure:
navigational,[5] SQL/relational, and post-relational.
The two main early navigational data models were the hierarchical model, epitomized by IBM's IMS system, and the
CODASYL model (network model), implemented in a number of products such as IDMS.
The relational model, first proposed in 1970 by Edgar F. Codd, departed from this tradition by insisting that
applications should search for data by content, rather than by following links. The relational model employs sets of
ledger-style tables, each used for a different type of entity. Only in the mid-1980s did computing hardware became
powerful enough to allow the wide deployment of relational systems (DBMSs plus applications). By the early 1990s,
however, relational systems dominated in all large-scale data processing applications, and as of 2014[6] they remain
dominant except in niche areas. The dominant database language, standardised SQL for the relational model, has
influenced database languages for other data models.[citation needed]

Object databases developed in the 1980s to overcome the inconvenience of object-relational impedance mismatch,
which led to the coining of the term "post-relational" and also the development of hybrid object-relational databases.
The next generation of post-relational databases in the late 2000s became known as NoSQL databases, introducing
fast key-value stores and document-oriented databases. A competing "next generation" known as NewSQL databases
attempted new implementations that retained the relational/SQL model while aiming to match the high performance
of NoSQL compared to commercially available relational DBMSs.
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1960s, navigational DBMS

Basic structure of navigational CODASYL database model.

The introduction of the term database coincided with the
availability of direct-access storage (disks and drums) from
the mid-1960s onwards. The term represented a contrast with
the tape-based systems of the past, allowing shared
interactive use rather than daily batch processing. The Oxford
English dictionary cites a 1962 report by the System
Development Corporation of California as the first to use the
term "data-base" in a specific technical sense.

As computers grew in speed and capability, a number of
general-purpose database systems emerged; by the mid-1960s
a number of such systems had come into commercial use.
Interest in a standard began to grow, and Charles Bachman,
author of one such product, the Integrated Data Store (IDS),
founded the "Database Task Group" within CODASYL, the
group responsible for the creation and standardization of
COBOL. In 1971 theDatabase Task Group delivered their
standard, which generally became known as the "CODASYL
approach", and soon a number of commercial products based
on this approach entered the market.

The CODASYL approach relied on the "manual" navigation
of a linked data set which was formed into a large network.
Applications could find records by one of three methods:
•• use of a primary key (known as a CALC key, typically

implemented by hashing)
•• navigating relationships (called sets) from one record to another
•• scanning all the records in a sequential order.
Later systems added B-Trees to provide alternate access paths. Many CODASYL databases also added a very
straightforward query language. However, in the final tally, CODASYL was very complex and required significant
training and effort to produce useful applications.
IBM also had their own DBMS system in 1968, known as IMS. IMS was a development of software written for the
Apollo program on the System/360. IMS was generally similar in concept to CODASYL, but used a strict hierarchy
for its model of data navigation instead of CODASYL's network model. Both concepts later became known as
navigational databases due to the way data was accessed, and Bachman's 1973 Turing Award presentation was The
Programmer as Navigator. IMS is classifiedWikipedia:Manual of Style/Words to watch#Unsupported attributions as
a hierarchical database. IDMS and Cincom Systems' TOTAL database are classified as network databases. IMS
remains in use as of 2014[6].

1970s, relational DBMS
Edgar Codd worked at IBM in San Jose, California, in one of their offshoot offices that was primarily involved in the
development of hard disk systems. He was unhappy with the navigational model of the CODASYL approach,
notably the lack of a "search" facility. In 1970, he wrote a number of papers that outlined a new approach to database
construction that eventually culminated in the groundbreaking A Relational Model of Data for Large Shared Data
Banks.[7]

http://en.wikipedia.org/w/index.php?title=CODASYL
http://en.wikipedia.org/w/index.php?title=File%3ACodasylB.png
http://en.wikipedia.org/w/index.php?title=Batch_processing
http://en.wikipedia.org/w/index.php?title=Oxford_English_dictionary
http://en.wikipedia.org/w/index.php?title=Oxford_English_dictionary
http://en.wikipedia.org/w/index.php?title=Charles_Bachman
http://en.wikipedia.org/w/index.php?title=Integrated_Data_Store
http://en.wikipedia.org/w/index.php?title=CODASYL
http://en.wikipedia.org/w/index.php?title=COBOL
http://en.wikipedia.org/w/index.php?title=International_Business_Machines
http://en.wikipedia.org/w/index.php?title=Information_Management_System
http://en.wikipedia.org/w/index.php?title=Apollo_program
http://en.wikipedia.org/w/index.php?title=System/360
http://en.wikipedia.org/w/index.php?title=Turing_Award
http://en.wikipedia.org/wiki/Manual_of_Style/Words_to_watch#Unsupported_attributions
http://en.wikipedia.org/w/index.php?title=Hierarchical_database
http://en.wikipedia.org/w/index.php?title=Cincom_Systems
http://en.wikipedia.org/w/index.php?title=Cincom_Systems%231970s
http://en.wikipedia.org/w/index.php?title=Database&action=edit
http://en.wikipedia.org/w/index.php?title=Edgar_Codd
http://en.wikipedia.org/w/index.php?title=San_Jose%2C_California
http://en.wikipedia.org/w/index.php?title=Hard_disk


Database 8

In this paper, he described a new system for storing and working with large databases. Instead of records being
stored in some sort of linked list of free-form records as in CODASYL, Codd's idea was to use a "table" of
fixed-length records, with each table used for a different type of entity. A linked-list system would be very
inefficient when storing "sparse" databases where some of the data for any one record could be left empty. The
relational model solved this by splitting the data into a series of normalized tables (or relations), with optional
elements being moved out of the main table to where they would take up room only if needed. Data may be freely
inserted, deleted and edited in these tables, with the DBMS doing whatever maintenance needed to present a table
view to the application/user.

In the relational model, related records are linked together with a "key"

The relational model also allowed the
content of the database to evolve without
constant rewriting of links and pointers. The
relational part comes from entities
referencing other entities in what is known
as one-to-many relationship, like a
traditional hierarchical model, and
many-to-many relationship, like a
navigational (network) model. Thus, a
relational model can express both
hierarchical and navigational models, as
well as its native tabular model, allowing for
pure or combined modeling in terms of
these three models, as the application
requires.
For instance, a common use of a database
system is to track information about users,
their name, login information, various
addresses and phone numbers. In the navigational approach all of these data would be placed in a single record, and
unused items would simply not be placed in the database. In the relational approach, the data would be normalized
into a user table, an address table and a phone number table (for instance). Records would be created in these
optional tables only if the address or phone numbers were actually provided.

Linking the information back together is the key to this system. In the relational model, some bit of information was
used as a "key", uniquely defining a particular record. When information was being collected about a user,
information stored in the optional tables would be found by searching for this key. For instance, if the login name of
a user is unique, addresses and phone numbers for that user would be recorded with the login name as its key. This
simple "re-linking" of related data back into a single collection is something that traditional computer languages are
not designed for.
Just as the navigational approach would require programs to loop in order to collect records, the relational approach
would require loops to collect information about any one record. Codd's solution to the necessary looping was a
set-oriented language, a suggestion that would later spawn the ubiquitous SQL. Using a branch of mathematics
known as tuple calculus, he demonstrated that such a system could support all the operations of normal databases
(inserting, updating etc.) as well as providing a simple system for finding and returning sets of data in a single
operation.
Codd's paper was picked up by two people at Berkeley, Eugene Wong and Michael Stonebraker. They started a 
project known as INGRES using funding that had already been allocated for a geographical database project and 
student programmers to produce code. Beginning in 1973, INGRES delivered its first test products which were 
generally ready for widespread use in 1979. INGRES was similar to System R in a number of ways, including the
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use of a "language" for data access, known as QUEL. Over time, INGRES moved to the emerging SQL standard.
IBM itself did one test implementation of the relational model, PRTV, and a production one, Business System 12,
both now discontinued. Honeywell wrote MRDS for Multics, and now there are two new implementations: Alphora
Dataphor and Rel. Most other DBMS implementations usually called relational are actually SQL DBMSs.
In 1970, the University of Michigan began development of the MICRO Information Management System[8] based on
D.L. Childs' Set-Theoretic Data model.[9][10][11] Micro was used to manage very large data sets by the US
Department of Labor, the U.S. Environmental Protection Agency, and researchers from the University of Alberta,
the University of Michigan, and Wayne State University. It ran on IBM mainframe computers using the Michigan
Terminal System.[12] The system remained in production until 1998.

Integrated approach
In the 1970s and 1980s attempts were made to build database systems with integrated hardware and software. The
underlying philosophy was that such integration would provide higher performance at lower cost. Examples were
IBM System/38, the early offering of Teradata, and the Britton Lee, Inc. database machine.
Another approach to hardware support for database management was ICL's CAFS accelerator, a hardware disk
controller with programmable search capabilities. In the long term, these efforts were generally unsuccessful because
specialized database machines could not keep pace with the rapid development and progress of general-purpose
computers. Thus most database systems nowadays are software systems running on general-purpose hardware, using
general-purpose computer data storage. However this idea is still pursued for certain applications by some
companies like Netezza and Oracle (Exadata).

Late 1970s, SQL DBMS
IBM started working on a prototype system loosely based on Codd's concepts as System R in the early 1970s. The
first version was ready in 1974/5, and work then started on multi-table systems in which the data could be split so
that all of the data for a record (some of which is optional) did not have to be stored in a single large "chunk".
Subsequent multi-user versions were tested by customers in 1978 and 1979, by which time a standardized query
language – SQL[citation needed] – had been added. Codd's ideas were establishing themselves as both workable and
superior to CODASYL, pushing IBM to develop a true production version of System R, known as SQL/DS, and,
later, Database 2 (DB2).
Larry Ellison's Oracle started from a different chain, based on IBM's papers on System R, and beat IBM to market
when the first version was released in 1978.[citation needed]

Stonebraker went on to apply the lessons from INGRES to develop a new database, Postgres, which is now known as
PostgreSQL. PostgreSQL is often used for global mission critical applications (the .org and .info domain name
registries use it as their primary data store, as do many large companies and financial institutions).
In Sweden, Codd's paper was also read and Mimer SQL was developed from the mid-1970s at Uppsala University.
In 1984, this project was consolidated into an independent enterprise. In the early 1980s, Mimer introduced
transaction handling for high robustness in applications, an idea that was subsequently implemented on most other
DBMSs.
Another data model, the entity-relationship model, emerged in 1976 and gained popularity for database design as it
emphasized a more familiar description than the earlier relational model. Later on, entity-relationship constructs
were retrofitted as a data modeling construct for the relational model, and the difference between the two have
become irrelevant.[citation needed]
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1980s, on the desktop
The 1980s ushered in the age of desktop computing. The new computers empowered their users with spreadsheets
like Lotus 1,2,3 and database software like dBASE. The dBASE product was lightweight and easy for any computer
user to understand out of the box. C. Wayne Ratliff the creator of dBASE stated: “dBASE was different from
programs like BASIC, C, FORTRAN, and COBOL in that a lot of the dirty work had already been done. The data
manipulation is done by dBASE instead of by the user, so the user can concentrate on what he is doing, rather than
having to mess with the dirty details of opening, reading, and closing files, and managing space allocation.“ [13]

dBASE was one of the top selling software titles in the 1980s and early 1990s.

1980s, object-oriented
The 1980s, along with a rise in object oriented programming, saw a growth in how data in various databases were
handled. Programmers and designers began to treat the data in their databases as objects. That is to say that if a
person's data were in a database, that person's attributes, such as their address, phone number, and age, were now
considered to belong to that person instead of being extraneous data. This allows for relations between data to be
relations to objects and their attributes and not to individual fields.[14] The term "object-relational impedance
mismatch" described the inconvenience of translating between programmed objects and database tables. Object
databases and object-relational databases attempt to solve this problem by providing an object-oriented language
(sometimes as extensions to SQL) that programmers can use as alternative to purely relational SQL. On the
programming side, libraries known as object-relational mappings (ORMs) attempt to solve the same problem.

2000s, NoSQL and NewSQL
The next generation of post-relational databases in the 2000s became known as NoSQL databases, including fast
key-value stores and document-oriented databases. XML databases are a type of structured document-oriented
database that allows querying based on XML document attributes.
NoSQL databases are often very fast, do not require fixed table schemas, avoid join operations by storing
denormalized data, and are designed to scale horizontally.
In recent years there was a high demand for massively distributed databases with high partition tolerance but
according to the CAP theorem it is impossible for a distributed system to simultaneously provide consistency,
availability and partition tolerance guarantees. A distributed system can satisfy any two of these guarantees at the
same time, but not all three. For that reason many NoSQL databases are using what is called eventual consistency to
provide both availability and partition tolerance guarantees with a maximum level of data consistency.
The most popular NoSQL systems include: MongoDB, Couchbase, Riak, memcached, Redis, CouchDB, Hazelcast,
Apache Cassandra and HBase. Note that all are open-source software products.
A number of new relational databases continuing use of SQL but aiming for performance comparable to NoSQL are
known as NewSQL.
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Research
Database technology has been an active research topic since the 1960s, both in academia and in the research and
development groups of companies (for example IBM Research). Research activity includes theory and development
of prototypes. Notable research topics have included models, the atomic transaction concept and related concurrency
control techniques, query languages and query optimization methods, RAID, and more.
The database research area has several dedicated academic journals (for example, ACM Transactions on Database
Systems-TODS, Data and Knowledge Engineering-DKE) and annual conferences (e.g., ACM SIGMOD, ACM
PODS, VLDB, IEEE ICDE).

Examples
One way to classify databases involves the type of their contents, for example: bibliographic, document-text,
statistical, or multimedia objects. Another way is by their application area, for example: accounting, music
compositions, movies, banking, manufacturing, or insurance. A third way is by some technical aspect, such as the
database structure or interface type. This section lists a few of the adjectives used to characterize different kinds of
databases.
• An in-memory database is a database that primarily resides in main memory, but is typically backed-up by

non-volatile computer data storage. Main memory databases are faster than disk databases, and so are often used
where response time is critical, such as in telecommunications network equipment.SAP HANA platform is a very
hot topic for in-memory database. By May 2012, HANA was able to run on servers with 100TB main memory
powered by IBM. The co founder of the company claimed that the system was big enough to run the 8 largest
SAP customers.

• An active database includes an event-driven architecture which can respond to conditions both inside and outside
the database. Possible uses include security monitoring, alerting, statistics gathering and authorization. Many
databases provide active database features in the form of database triggers.

• A cloud database relies on cloud technology. Both the database and most of its DBMS reside remotely, "in the
cloud", while its applications are both developed by programmers and later maintained and utilized by
(application's) end-users through a web browser and Open APIs.

• Data warehouses archive data from operational databases and often from external sources such as market research
firms. The warehouse becomes the central source of data for use by managers and other end-users who may not
have access to operational data. For example, sales data might be aggregated to weekly totals and converted from
internal product codes to use UPCs so that they can be compared with ACNielsen data. Some basic and essential
components of data warehousing include retrieving, analyzing, and mining data, transforming, loading and
managing data so as to make them available for further use.

• A deductive database combines logic programming with a relational database, for example by using the Datalog
language.

• A distributed database is one in which both the data and the DBMS span multiple computers.
•• A document-oriented database is designed for storing, retrieving, and managing document-oriented, or semi

structured data, information. Document-oriented databases are one of the main categories of NoSQL databases.
• An embedded database system is a DBMS which is tightly integrated with an application software that requires

access to stored data in such a way that the DBMS is hidden from the application’s end-users and requires little or
no ongoing maintenance.[15]

• End-user databases consist of data developed by individual end-users. Examples of these are collections of
documents, spreadsheets, presentations, multimedia, and other files. Several products exist to support such
databases. Some of them are much simpler than full fledged DBMSs, with more elementary DBMS functionality.
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• A federated database system comprises several distinct databases, each with its own DBMS. It is handled as a
single database by a federated database management system (FDBMS), which transparently integrates multiple
autonomous DBMSs, possibly of different types (in which case it would also be a heterogeneous database
system), and provides them with an integrated conceptual view.

• Sometimes the term multi-database is used as a synonym to federated database, though it may refer to a less
integrated (e.g., without an FDBMS and a managed integrated schema) group of databases that cooperate in a
single application. In this case typically middleware is used for distribution, which typically includes an atomic
commit protocol (ACP), e.g., the two-phase commit protocol, to allow distributed (global) transactions across the
participating databases.

• A graph database is a kind of NoSQL database that uses graph structures with nodes, edges, and properties to
represent and store information. General graph databases that can store any graph are distinct from specialized
graph databases such as triplestores and network databases.

• In a hypertext or hypermedia database, any word or a piece of text representing an object, e.g., another piece of
text, an article, a picture, or a film, can be hyperlinked to that object. Hypertext databases are particularly useful
for organizing large amounts of disparate information. For example, they are useful for organizing online
encyclopedias, where users can conveniently jump around the text. The World Wide Web is thus a large
distributed hypertext database.

• A knowledge base (abbreviated KB, kb or Δ[16]) is a special kind of database for knowledge management,
providing the means for the computerized collection, organization, and retrieval of knowledge. Also a collection
of data representing problems with their solutions and related experiences.

• A mobile database can be carried on or synchronized from a mobile computing device.
• Operational databases store detailed data about the operations of an organization. They typically process

relatively high volumes of updates using transactions. Examples include customer databases that record contact,
credit, and demographic information about a business' customers, personnel databases that hold information such
as salary, benefits, skills data about employees, enterprise resource planning systems that record details about
product components, parts inventory, and financial databases that keep track of the organization's money,
accounting and financial dealings.

• A parallel database seeks to improve performance through parallelization for tasks such as loading data, building
indexes and evaluating queries.

The major parallel DBMS architectures which are induced by the underlying hardware architecture are:
• Shared memory architecture, where multiple processors share the main memory space, as well as other

data storage.
• Shared disk architecture, where each processing unit (typically consisting of multiple processors) has its

own main memory, but all units share the other storage.
• Shared nothing architecture, where each processing unit has its own main memory and other storage.

• Probabilistic databases employ fuzzy logic to draw inferences from imprecise data.
• Real-time databases process transactions fast enough for the result to come back and be acted on right away.
• A spatial database can store the data with multidimensional features. The queries on such data include location

based queries, like "Where is the closest hotel in my area?".
• A temporal database has built-in time aspects, for example a temporal data model and a temporal version of SQL.

More specifically the temporal aspects usually include valid-time and transaction-time.
• A terminology-oriented database builds upon an object-oriented database, often customized for a specific field.
• An unstructured data database is intended to store in a manageable and protected way diverse objects that do not 

fit naturally and conveniently in common databases. It may include email messages, documents, journals,
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multimedia objects, etc. The name may be misleading since some objects can be highly structured. However, the
entire possible object collection does not fit into a predefined structured framework. Most established DBMSs
now support unstructured data in various ways, and new dedicated DBMSs are emerging.

Design and modeling
The first task of a database designer is to produce a conceptual data model that reflects the structure of the
information to be held in the database. A common approach to this is to develop an entity-relationship model, often
with the aid of drawing tools. Another popular approach is the Unified Modeling Language. A successful data model
will accurately reflect the possible state of the external world being modeled: for example, if people can have more
than one phone number, it will allow this information to be captured. Designing a good conceptual data model
requires a good understanding of the application domain; it typically involves asking deep questions about the things
of interest to an organisation, like "can a customer also be a supplier?", or "if a product is sold with two different
forms of packaging, are those the same product or different products?", or "if a plane flies from New York to Dubai
via Frankfurt, is that one flight or two (or maybe even three)?". The answers to these questions establish definitions
of the terminology used for entities (customers, products, flights, flight segments) and their relationships and
attributes.
Producing the conceptual data model sometimes involves input from business processes, or the analysis of workflow
in the organization. This can help to establish what information is needed in the database, and what can be left out.
For example, it can help when deciding whether the database needs to hold historic data as well as current data.
Having produced a conceptual data model that users are happy with, the next stage is to translate this into a schema
that implements the relevant data structures within the database. This process is often called logical database design,
and the output is a logical data model expressed in the form of a schema. Whereas the conceptual data model is (in
theory at least) independent of the choice of database technology, the logical data model will be expressed in terms
of a particular database model supported by the chosen DBMS. (The terms data model and database model are often
used interchangeably, but in this article we use data model for the design of a specific database, and database model
for the modelling notation used to express that design.)
The most popular database model for general-purpose databases is the relational model, or more precisely, the
relational model as represented by the SQL language. The process of creating a logical database design using this
model uses a methodical approach known as normalization. The goal of normalization is to ensure that each
elementary "fact" is only recorded in one place, so that insertions, updates, and deletions automatically maintain
consistency.
The final stage of database design is to make the decisions that affect performance, scalability, recovery, security,
and the like. This is often called physical database design. A key goal during this stage is data independence,
meaning that the decisions made for performance optimization purposes should be invisible to end-users and
applications. Physical design is driven mainly by performance requirements, and requires a good knowledge of the
expected workload and access patterns, and a deep understanding of the features offered by the chosen DBMS.
Another aspect of physical database design is security. It involves both defining access control to database objects as
well as defining security levels and methods for the data itself.
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Models

Collage of five types of database models.

A database model is a type of data
model that determines the logical
structure of a database and
fundamentally determines in which
manner data can be stored, organized,
and manipulated. The most popular
example of a database model is the
relational model (or the SQL
approximation of relational), which
uses a table-based format.

Common logical data models for
databases include:
•• Hierarchical database model
•• Network model
•• Relational model
• Entity–relationship model

• Enhanced entity–relationship model
•• Object model
•• Document model
• Entity–attribute–value model
•• Star schema
An object-relational database combines the two related structures.
Physical data models include:
•• Inverted index
•• Flat file
Other models include:
•• Associative model
•• Multidimensional model
•• Multivalue model
•• Semantic model
•• XML database
•• Named graph
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External, conceptual, and internal views

Traditional view of data[17]

A database management system
provides three views of the database
data:
• The external level defines how each

group of end-users sees the
organization of data in the database.
A single database can have any
number of views at the external
level.

• The conceptual level unifies the
various external views into a
compatible global view. It provides
the synthesis of all the external
views. It is out of the scope of the
various database end-users, and is
rather of interest to database
application developers and database administrators.

• The internal level (or physical level) is the internal organization of data inside a DBMS (see Implementation
section below). It is concerned with cost, performance, scalability and other operational matters. It deals with
storage layout of the data, using storage structures such as indexes to enhance performance. Occasionally it stores
data of individual views (materialized views), computed from generic data, if performance justification exists for
such redundancy. It balances all the external views' performance requirements, possibly conflicting, in an attempt
to optimize overall performance across all activities.

While there is typically only one conceptual (or logical) and physical (or internal) view of the data, there can be any
number of different external views. This allows users to see database information in a more business-related way
rather than from a technical, processing viewpoint. For example, a financial department of a company needs the
payment details of all employees as part of the company's expenses, but does not need details about employees that
are the interest of the human resources department. Thus different departments need different views of the company's
database.
The three-level database architecture relates to the concept of data independence which was one of the major initial
driving forces of the relational model. The idea is that changes made at a certain level do not affect the view at a
higher level. For example, changes in the internal level do not affect application programs written using conceptual
level interfaces, which reduces the impact of making physical changes to improve performance.
The conceptual view provides a level of indirection between internal and external. On one hand it provides a
common view of the database, independent of different external view structures, and on the other hand it abstracts
away details of how the data is stored or managed (internal level). In principle every level, and even every external
view, can be presented by a different data model. In practice usually a given DBMS uses the same data model for
both the external and the conceptual levels (e.g., relational model). The internal level, which is hidden inside the
DBMS and depends on its implementation (see Implementation section below), requires a different level of detail
and uses its own types of data structure types.
Separating the external, conceptual and internal levels was a major feature of the relational database model
implementations that dominate 21st century databases.
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Languages
Database languages are special-purpose languages, which do one or more of the following:
• Data definition language – defines data types and the relationships among them
• Data manipulation language – performs tasks such as inserting, updating, or deleting data occurrences
• Query language – allows searching for information and computing derived information
Database languages are specific to a particular data model. Notable examples include:
• SQL combines the roles of data definition, data manipulation, and query in a single language. It was one of the

first commercial languages for the relational model, although it departs in some respects from the relational model
as described by Codd (for example, the rows and columns of a table can be ordered). SQL became a standard of
the American National Standards Institute (ANSI) in 1986, and of the International Organization for
Standardization (ISO) in 1987. The standards have been regularly enhanced since and is supported (with varying
degrees of conformance) by all mainstream commercial relational DBMSs.

• OQL is an object model language standard (from the Object Data Management Group). It has influenced the
design of some of the newer query languages like JDOQL and EJB QL.

• XQuery is a standard XML query language implemented by XML database systems such as MarkLogic and
eXist, by relational databases with XML capability such as Oracle and DB2, and also by in-memory XML
processors such as Saxon.

• SQL/XML combines XQuery with SQL.
A database language may also incorporate features like:
•• DBMS-specific Configuration and storage engine management
•• Computations to modify query results, like counting, summing, averaging, sorting, grouping, and

cross-referencing
•• Constraint enforcement (e.g. in an automotive database, only allowing one engine type per car)
•• Application programming interface version of the query language, for programmer convenience

Performance, security, and availability
Because of the critical importance of database technology to the smooth running of an enterprise, database systems
include complex mechanisms to deliver the required performance, security, and availability, and allow database
administrators to control the use of these features.

Storage
Database storage is the container of the physical materialization of a database. It comprises the internal (physical)
level in the database architecture. It also contains all the information needed (e.g., metadata, "data about the data",
and internal data structures) to reconstruct the conceptual level and external level from the internal level when
needed. Putting data into permanent storage is generally the responsibility of the database engine a.k.a. "storage
engine". Though typically accessed by a DBMS through the underlying operating system (and often utilizing the
operating systems' file systems as intermediates for storage layout), storage properties and configuration setting are
extremely important for the efficient operation of the DBMS, and thus are closely maintained by database
administrators. A DBMS, while in operation, always has its database residing in several types of storage (e.g.,
memory and external storage). The database data and the additional needed information, possibly in very large
amounts, are coded into bits. Data typically reside in the storage in structures that look completely different from the
way the data look in the conceptual and external levels, but in ways that attempt to optimize (the best possible) these
levels' reconstruction when needed by users and programs, as well as for computing additional types of needed
information from the data (e.g., when querying the database).
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Some DBMSs support specifying which character encoding was used to store data, so multiple encodings can be
used in the same database.
Various low-level database storage structures are used by the storage engine to serialize the data model so it can be
written to the medium of choice. Techniques such as indexing may be used to improve performance. Conventional
storage is row-oriented, but there are also column-oriented and correlation databases.

Materialized views

Often storage redundancy is employed to increase performance. A common example is storing materialized views,
which consist of frequently needed external views or query results. Storing such views saves the expensive
computing of them each time they are needed. The downsides of materialized views are the overhead incurred when
updating them to keep them synchronized with their original updated database data, and the cost of storage
redundancy.

Replication

Occasionally a database employs storage redundancy by database objects replication (with one or more copies) to
increase data availability (both to improve performance of simultaneous multiple end-user accesses to a same
database object, and to provide resiliency in a case of partial failure of a distributed database). Updates of a
replicated object need to be synchronized across the object copies. In many cases the entire database is replicated.

Security
Database security deals with all various aspects of protecting the database content, its owners, and its users. It ranges
from protection from intentional unauthorized database uses to unintentional database accesses by unauthorized
entities (e.g., a person or a computer program).
Database access control deals with controlling who (a person or a certain computer program) is allowed to access
what information in the database. The information may comprise specific database objects (e.g., record types,
specific records, data structures), certain computations over certain objects (e.g., query types, or specific queries), or
utilizing specific access paths to the former (e.g., using specific indexes or other data structures to access
information). Database access controls are set by special authorized (by the database owner) personnel that uses
dedicated protected security DBMS interfaces.
This may be managed directly on an individual basis, or by the assignment of individuals and privileges to groups, or
(in the most elaborate models) through the assignment of individuals and groups to roles which are then granted
entitlements. Data security prevents unauthorized users from viewing or updating the database. Using passwords,
users are allowed access to the entire database or subsets of it called "subschemas". For example, an employee
database can contain all the data about an individual employee, but one group of users may be authorized to view
only payroll data, while others are allowed access to only work history and medical data. If the DBMS provides a
way to interactively enter and update the database, as well as interrogate it, this capability allows for managing
personal databases.
Data security in general deals with protecting specific chunks of data, both physically (i.e., from corruption, or
destruction, or removal; e.g., see physical security), or the interpretation of them, or parts of them to meaningful
information (e.g., by looking at the strings of bits that they comprise, concluding specific valid credit-card numbers;
e.g., see data encryption).
Change and access logging records who accessed which attributes, what was changed, and when it was changed.
Logging services allow for a forensic database audit later by keeping a record of access occurrences and changes.
Sometimes application-level code is used to record changes rather than leaving this to the database. Monitoring can
be set up to attempt to detect security breaches.
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Transactions and concurrency
Database transactions can be used to introduce some level of fault tolerance and data integrity after recovery from a
crash. A database transaction is a unit of work, typically encapsulating a number of operations over a database (e.g.,
reading a database object, writing, acquiring lock, etc.), an abstraction supported in database and also other systems.
Each transaction has well defined boundaries in terms of which program/code executions are included in that
transaction (determined by the transaction's programmer via special transaction commands).
The acronym ACID describes some ideal properties of a database transaction: Atomicity, Consistency, Isolation, and
Durability.

Migration
See also section Database migration in article Data migration

A database built with one DBMS is not portable to another DBMS (i.e., the other DBMS cannot run it). However, in
some situations it is desirable to move, migrate a database from one DBMS to another. The reasons are primarily
economical (different DBMSs may have different total costs of ownership or TCOs), functional, and operational
(different DBMSs may have different capabilities). The migration involves the database's transformation from one
DBMS type to another. The transformation should maintain (if possible) the database related application (i.e., all
related application programs) intact. Thus, the database's conceptual and external architectural levels should be
maintained in the transformation. It may be desired that also some aspects of the architecture internal level are
maintained. A complex or large database migration may be a complicated and costly (one-time) project by itself,
which should be factored into the decision to migrate. This in spite of the fact that tools may exist to help migration
between specific DBMSs. Typically a DBMS vendor provides tools to help importing databases from other popular
DBMSs.

Building, maintaining, and tuning
After designing a database for an application, the next stage is building the database. Typically an appropriate
general-purpose DBMS can be selected to be utilized for this purpose. A DBMS provides the needed user interfaces
to be utilized by database administrators to define the needed application's data structures within the DBMS's
respective data model. Other user interfaces are used to select needed DBMS parameters (like security related,
storage allocation parameters, etc.).
When the database is ready (all its data structures and other needed components are defined) it is typically populated
with initial application's data (database initialization, which is typically a distinct project; in many cases using
specialized DBMS interfaces that support bulk insertion) before making it operational. In some cases the database
becomes operational while empty of application data, and data is accumulated during its operation.
After the database is created, initialised and populated it needs to be maintained. Various database parameters may
need changing and the database may need to be tuned (tuning) for better performance; application's data structures
may be changed or added, new related application programs may be written to add to the application's functionality,
etc. Databases are often confused with spreadsheets such as Microsoft Excel (Microsoft Access is a database
management system, Excel is a spreadsheet program). Both can be used to store information, however a database is
more efficient and flexible at storing large amounts of data. Below is a simple comparison of spreadsheets and
databases.
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Spreadsheet strengths Spreadsheet Weaknesses

Very simple data storage Data integrity problems, including inaccurate, inconsistent and out of date data and formulas.

Relatively easy to use Difficult to validate data e.g. an incorrect formula

Require less planning

Database strengths Database Weaknesses

Methods for keeping data up to date and consistent Require more planning and designing

Data is of higher quality than data stored in spreadsheets Harder to change structure once database is built

Good for storing and organizing information. Requires more technical knowledge to administrate

Backup and restore
Sometimes it is desired to bring a database back to a previous state (for many reasons, e.g., cases when the database
is found corrupted due to a software error, or if it has been updated with erroneous data). To achieve this a backup
operation is done occasionally or continuously, where each desired database state (i.e., the values of its data and their
embedding in database's data structures) is kept within dedicated backup files (many techniques exist to do this
effectively). When this state is needed, i.e., when it is decided by a database administrator to bring the database back
to this state (e.g., by specifying this state by a desired point in time when the database was in this state), these files
are utilized to restore that state.

Other
Other DBMS features might include:
• Database logs
•• Graphics component for producing graphs and charts, especially in a data warehouse system
• Query optimizer – Performs query optimization on every query to choose for it the most efficient query plan (a

partial order (tree) of operations) to be executed to compute the query result. May be specific to a particular
storage engine.

•• Tools or hooks for database design, application programming, application program maintenance, database
performance analysis and monitoring, database configuration monitoring, DBMS hardware configuration (a
DBMS and related database may span computers, networks, and storage units) and related database mapping
(especially for a distributed DBMS), storage allocation and database layout monitoring, storage migration, etc.
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Database system
A database is an organized collection of data. The data are typically organized to model relevant aspects of reality in
a way that supports processes requiring this information. For example, modeling the availability of rooms in hotels in
a way that supports finding a hotel with vacancies.
Database management systems (DBMSs) are specially designed software applications that interact with the user,
other applications, and the database itself to capture and analyze data. A general-purpose DBMS is a software system
designed to allow the definition, creation, querying, update, and administration of databases. Well-known DBMSs
include MySQL, MariaDB, PostgreSQL, SQLite, Microsoft SQL Server, Oracle, SAP HANA, dBASE, FoxPro,
IBM DB2, LibreOffice Base and FileMaker Pro. A database is not generally portable across different DBMSs, but
different DBMSs can interoperate by using standards such as SQL and ODBC or JDBC to allow a single application
to work with more than one database.

Terminology and overview
Formally, "database" refers to the data themselves and supporting data structures. Databases are created to operate
large quantities of information by inputting, storing, retrieving, and managing that information. Databases are set up
so that one set of software programs provides all users with access to all the data.
A "database management system" (DBMS) is a suite of computer software providing the interface between users and
a database or databases. Because they are so closely related, the term "database" when used casually often refers to
both a DBMS and the data it manipulates.
Outside the world of professional information technology, the term database is sometimes used casually to refer to
any collection of data (perhaps a spreadsheet, maybe even a card index). This article is concerned only with
databases where the size and usage requirements necessitate use of a database management system.[1]

The interactions catered for by most existing DBMSs fall into four main groups:
• Data definition – Defining new data structures for a database, removing data structures from the database,

modifying the structure of existing data.
• Update – Inserting, modifying, and deleting data.
• Retrieval – Obtaining information either for end-user queries and reports or for processing by applications.
• Administration – Registering and monitoring users, enforcing data security, monitoring performance,

maintaining data integrity, dealing with concurrency control, and recovering information if the system fails.
A DBMS is responsible for maintaining the integrity and security of stored data, and for recovering information if
the system fails.
Both a database and its DBMS conform to the principles of a particular database model.[2] "Database system" refers
collectively to the database model, database management system, and database.[3]

Physically, database servers are dedicated computers that hold the actual databases and run only the DBMS and
related software. Database servers are usually multiprocessor computers, with generous memory and RAID disk
arrays used for stable storage. RAID is used for recovery of data if any of the disks fail. Hardware database
accelerators, connected to one or more servers via a high-speed channel, are also used in large volume transaction
processing environments. DBMSs are found at the heart of most database applications. DBMSs may be built around
a custom multitasking kernel with built-in networking support, but modern DBMSs typically rely on a standard
operating system to provide these functions. [citation needed] Since DBMSs comprise a significant economical market,
computer and storage vendors often take into account DBMS requirements in their own development plans.[citation

needed]
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Databases and DBMSs can be categorized according to the database model(s) that they support (such as relational or
XML), the type(s) of computer they run on (from a server cluster to a mobile phone), the query language(s) used to
access the database (such as SQL or XQuery), and their internal engineering, which affects performance, scalability,
resilience, and security.

Applications and roles
Most organizations in developed countries today depend on databases for their business operations. Increasingly,
databases are not only used to support the internal operations of the organization, but also to underpin its online
interactions with customers and suppliers (see Enterprise software). Databases are not used only to hold
administrative information, but are often embedded within applications to hold more specialized data: for example
engineering data or economic models. Examples of database applications include computerized library systems,
flight reservation systems, and computerized parts inventory systems.
Client-server or transactional DBMSs are often complex to maintain high performance, availability and security
when many users are querying and updating the database at the same time. Personal, desktop-based database systems
tend to be less complex. For example, FileMaker and Microsoft Access come with built-in graphical user interfaces.

General-purpose and special-purpose DBMSs
A DBMS has evolved into a complex software system and its development typically requires thousands of
person-years of development effort.[4] Some general-purpose DBMSs such as Adabas, Oracle and DB2 have been
undergoing upgrades since the 1970s. General-purpose DBMSs aim to meet the needs of as many applications as
possible, which adds to the complexity. However, the fact that their development cost can be spread over a large
number of users means that they are often the most cost-effective approach. However, a general-purpose DBMS is
not always the optimal solution: in some cases a general-purpose DBMS may introduce unnecessary overhead.
Therefore, there are many examples of systems that use special-purpose databases. A common example is an email
system: email systems are designed to optimize the handling of email messages, and do not need significant portions
of a general-purpose DBMS functionality.

Many databases have application software that accesses the database on behalf of end-users, without exposing the
DBMS interface directly. Application programmers may use a wire protocol directly, or more likely through an
application programming interface. Database designers and database administrators interact with the DBMS through
dedicated interfaces to build and maintain the applications' databases, and thus need some more knowledge and
understanding about how DBMSs operate and the DBMSs' external interfaces and tuning parameters.
General-purpose databases are usually developed by one organization or community of programmers, while a
different group builds the applications that use it. In many companies, specialized database administrators maintain
databases, run reports, and may work on code that runs on the databases themselves (rather than in the client
application).
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History
Following the technology progress in the areas of processors, computer memory, computer storage and computer
networks, the sizes, capabilities, and performance of databases and their respective DBMSs have grown in orders of
magnitude. The development of database technology can be divided into three eras based on data model or structure:
navigational,[5] SQL/relational, and post-relational.
The two main early navigational data models were the hierarchical model, epitomized by IBM's IMS system, and the
CODASYL model (network model), implemented in a number of products such as IDMS.
The relational model, first proposed in 1970 by Edgar F. Codd, departed from this tradition by insisting that
applications should search for data by content, rather than by following links. The relational model employs sets of
ledger-style tables, each used for a different type of entity. Only in the mid-1980s did computing hardware became
powerful enough to allow the wide deployment of relational systems (DBMSs plus applications). By the early 1990s,
however, relational systems dominated in all large-scale data processing applications, and as of 2014[6] they remain
dominant except in niche areas. The dominant database language, standardised SQL for the relational model, has
influenced database languages for other data models.[citation needed]

Object databases developed in the 1980s to overcome the inconvenience of object-relational impedance mismatch,
which led to the coining of the term "post-relational" and also the development of hybrid object-relational databases.
The next generation of post-relational databases in the late 2000s became known as NoSQL databases, introducing
fast key-value stores and document-oriented databases. A competing "next generation" known as NewSQL databases
attempted new implementations that retained the relational/SQL model while aiming to match the high performance
of NoSQL compared to commercially available relational DBMSs.
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1960s, navigational DBMS

Basic structure of navigational CODASYL database model.

The introduction of the term database coincided with the
availability of direct-access storage (disks and drums) from
the mid-1960s onwards. The term represented a contrast with
the tape-based systems of the past, allowing shared
interactive use rather than daily batch processing. The Oxford
English dictionary cites a 1962 report by the System
Development Corporation of California as the first to use the
term "data-base" in a specific technical sense.

As computers grew in speed and capability, a number of
general-purpose database systems emerged; by the mid-1960s
a number of such systems had come into commercial use.
Interest in a standard began to grow, and Charles Bachman,
author of one such product, the Integrated Data Store (IDS),
founded the "Database Task Group" within CODASYL, the
group responsible for the creation and standardization of
COBOL. In 1971 theDatabase Task Group delivered their
standard, which generally became known as the "CODASYL
approach", and soon a number of commercial products based
on this approach entered the market.

The CODASYL approach relied on the "manual" navigation
of a linked data set which was formed into a large network.
Applications could find records by one of three methods:
•• use of a primary key (known as a CALC key, typically

implemented by hashing)
•• navigating relationships (called sets) from one record to another
•• scanning all the records in a sequential order.
Later systems added B-Trees to provide alternate access paths. Many CODASYL databases also added a very
straightforward query language. However, in the final tally, CODASYL was very complex and required significant
training and effort to produce useful applications.
IBM also had their own DBMS system in 1968, known as IMS. IMS was a development of software written for the
Apollo program on the System/360. IMS was generally similar in concept to CODASYL, but used a strict hierarchy
for its model of data navigation instead of CODASYL's network model. Both concepts later became known as
navigational databases due to the way data was accessed, and Bachman's 1973 Turing Award presentation was The
Programmer as Navigator. IMS is classifiedWikipedia:Manual of Style/Words to watch#Unsupported attributions as
a hierarchical database. IDMS and Cincom Systems' TOTAL database are classified as network databases. IMS
remains in use as of 2014[6].

1970s, relational DBMS
Edgar Codd worked at IBM in San Jose, California, in one of their offshoot offices that was primarily involved in the
development of hard disk systems. He was unhappy with the navigational model of the CODASYL approach,
notably the lack of a "search" facility. In 1970, he wrote a number of papers that outlined a new approach to database
construction that eventually culminated in the groundbreaking A Relational Model of Data for Large Shared Data
Banks.[6]
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In this paper, he described a new system for storing and working with large databases. Instead of records being
stored in some sort of linked list of free-form records as in CODASYL, Codd's idea was to use a "table" of
fixed-length records, with each table used for a different type of entity. A linked-list system would be very
inefficient when storing "sparse" databases where some of the data for any one record could be left empty. The
relational model solved this by splitting the data into a series of normalized tables (or relations), with optional
elements being moved out of the main table to where they would take up room only if needed. Data may be freely
inserted, deleted and edited in these tables, with the DBMS doing whatever maintenance needed to present a table
view to the application/user.

In the relational model, related records are linked together with a "key"

The relational model also allowed the
content of the database to evolve without
constant rewriting of links and pointers. The
relational part comes from entities
referencing other entities in what is known
as one-to-many relationship, like a
traditional hierarchical model, and
many-to-many relationship, like a
navigational (network) model. Thus, a
relational model can express both
hierarchical and navigational models, as
well as its native tabular model, allowing for
pure or combined modeling in terms of
these three models, as the application
requires.
For instance, a common use of a database
system is to track information about users,
their name, login information, various
addresses and phone numbers. In the navigational approach all of these data would be placed in a single record, and
unused items would simply not be placed in the database. In the relational approach, the data would be normalized
into a user table, an address table and a phone number table (for instance). Records would be created in these
optional tables only if the address or phone numbers were actually provided.

Linking the information back together is the key to this system. In the relational model, some bit of information was
used as a "key", uniquely defining a particular record. When information was being collected about a user,
information stored in the optional tables would be found by searching for this key. For instance, if the login name of
a user is unique, addresses and phone numbers for that user would be recorded with the login name as its key. This
simple "re-linking" of related data back into a single collection is something that traditional computer languages are
not designed for.
Just as the navigational approach would require programs to loop in order to collect records, the relational approach
would require loops to collect information about any one record. Codd's solution to the necessary looping was a
set-oriented language, a suggestion that would later spawn the ubiquitous SQL. Using a branch of mathematics
known as tuple calculus, he demonstrated that such a system could support all the operations of normal databases
(inserting, updating etc.) as well as providing a simple system for finding and returning sets of data in a single
operation.
Codd's paper was picked up by two people at Berkeley, Eugene Wong and Michael Stonebraker. They started a 
project known as INGRES using funding that had already been allocated for a geographical database project and 
student programmers to produce code. Beginning in 1973, INGRES delivered its first test products which were 
generally ready for widespread use in 1979. INGRES was similar to System R in a number of ways, including the
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use of a "language" for data access, known as QUEL. Over time, INGRES moved to the emerging SQL standard.
IBM itself did one test implementation of the relational model, PRTV, and a production one, Business System 12,
both now discontinued. Honeywell wrote MRDS for Multics, and now there are two new implementations: Alphora
Dataphor and Rel. Most other DBMS implementations usually called relational are actually SQL DBMSs.
In 1970, the University of Michigan began development of the MICRO Information Management System[7] based on
D.L. Childs' Set-Theoretic Data model.[8][9][10] Micro was used to manage very large data sets by the US Department
of Labor, the U.S. Environmental Protection Agency, and researchers from the University of Alberta, the University
of Michigan, and Wayne State University. It ran on IBM mainframe computers using the Michigan Terminal
System.[11] The system remained in production until 1998.

Integrated approach
In the 1970s and 1980s attempts were made to build database systems with integrated hardware and software. The
underlying philosophy was that such integration would provide higher performance at lower cost. Examples were
IBM System/38, the early offering of Teradata, and the Britton Lee, Inc. database machine.
Another approach to hardware support for database management was ICL's CAFS accelerator, a hardware disk
controller with programmable search capabilities. In the long term, these efforts were generally unsuccessful because
specialized database machines could not keep pace with the rapid development and progress of general-purpose
computers. Thus most database systems nowadays are software systems running on general-purpose hardware, using
general-purpose computer data storage. However this idea is still pursued for certain applications by some
companies like Netezza and Oracle (Exadata).

Late 1970s, SQL DBMS
IBM started working on a prototype system loosely based on Codd's concepts as System R in the early 1970s. The
first version was ready in 1974/5, and work then started on multi-table systems in which the data could be split so
that all of the data for a record (some of which is optional) did not have to be stored in a single large "chunk".
Subsequent multi-user versions were tested by customers in 1978 and 1979, by which time a standardized query
language – SQL[citation needed] – had been added. Codd's ideas were establishing themselves as both workable and
superior to CODASYL, pushing IBM to develop a true production version of System R, known as SQL/DS, and,
later, Database 2 (DB2).
Larry Ellison's Oracle started from a different chain, based on IBM's papers on System R, and beat IBM to market
when the first version was released in 1978.[citation needed]

Stonebraker went on to apply the lessons from INGRES to develop a new database, Postgres, which is now known as
PostgreSQL. PostgreSQL is often used for global mission critical applications (the .org and .info domain name
registries use it as their primary data store, as do many large companies and financial institutions).
In Sweden, Codd's paper was also read and Mimer SQL was developed from the mid-1970s at Uppsala University.
In 1984, this project was consolidated into an independent enterprise. In the early 1980s, Mimer introduced
transaction handling for high robustness in applications, an idea that was subsequently implemented on most other
DBMSs.
Another data model, the entity-relationship model, emerged in 1976 and gained popularity for database design as it
emphasized a more familiar description than the earlier relational model. Later on, entity-relationship constructs
were retrofitted as a data modeling construct for the relational model, and the difference between the two have
become irrelevant.[citation needed]
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1980s, on the desktop
The 1980s ushered in the age of desktop computing. The new computers empowered their users with spreadsheets
like Lotus 1,2,3 and database software like dBASE. The dBASE product was lightweight and easy for any computer
user to understand out of the box. C. Wayne Ratliff the creator of dBASE stated: “dBASE was different from
programs like BASIC, C, FORTRAN, and COBOL in that a lot of the dirty work had already been done. The data
manipulation is done by dBASE instead of by the user, so the user can concentrate on what he is doing, rather than
having to mess with the dirty details of opening, reading, and closing files, and managing space allocation.“ [12]

dBASE was one of the top selling software titles in the 1980s and early 1990s.

1980s, object-oriented
The 1980s, along with a rise in object oriented programming, saw a growth in how data in various databases were
handled. Programmers and designers began to treat the data in their databases as objects. That is to say that if a
person's data were in a database, that person's attributes, such as their address, phone number, and age, were now
considered to belong to that person instead of being extraneous data. This allows for relations between data to be
relations to objects and their attributes and not to individual fields.[13] The term "object-relational impedance
mismatch" described the inconvenience of translating between programmed objects and database tables. Object
databases and object-relational databases attempt to solve this problem by providing an object-oriented language
(sometimes as extensions to SQL) that programmers can use as alternative to purely relational SQL. On the
programming side, libraries known as object-relational mappings (ORMs) attempt to solve the same problem.

2000s, NoSQL and NewSQL
The next generation of post-relational databases in the 2000s became known as NoSQL databases, including fast
key-value stores and document-oriented databases. XML databases are a type of structured document-oriented
database that allows querying based on XML document attributes.
NoSQL databases are often very fast, do not require fixed table schemas, avoid join operations by storing
denormalized data, and are designed to scale horizontally.
In recent years there was a high demand for massively distributed databases with high partition tolerance but
according to the CAP theorem it is impossible for a distributed system to simultaneously provide consistency,
availability and partition tolerance guarantees. A distributed system can satisfy any two of these guarantees at the
same time, but not all three. For that reason many NoSQL databases are using what is called eventual consistency to
provide both availability and partition tolerance guarantees with a maximum level of data consistency.
The most popular NoSQL systems include: MongoDB, Couchbase, Riak, memcached, Redis, CouchDB, Hazelcast,
Apache Cassandra and HBase. Note that all are open-source software products.
A number of new relational databases continuing use of SQL but aiming for performance comparable to NoSQL are
known as NewSQL.
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Research
Database technology has been an active research topic since the 1960s, both in academia and in the research and
development groups of companies (for example IBM Research). Research activity includes theory and development
of prototypes. Notable research topics have included models, the atomic transaction concept and related concurrency
control techniques, query languages and query optimization methods, RAID, and more.
The database research area has several dedicated academic journals (for example, ACM Transactions on Database
Systems-TODS, Data and Knowledge Engineering-DKE) and annual conferences (e.g., ACM SIGMOD, ACM
PODS, VLDB, IEEE ICDE).

Examples
One way to classify databases involves the type of their contents, for example: bibliographic, document-text,
statistical, or multimedia objects. Another way is by their application area, for example: accounting, music
compositions, movies, banking, manufacturing, or insurance. A third way is by some technical aspect, such as the
database structure or interface type. This section lists a few of the adjectives used to characterize different kinds of
databases.
• An in-memory database is a database that primarily resides in main memory, but is typically backed-up by

non-volatile computer data storage. Main memory databases are faster than disk databases, and so are often used
where response time is critical, such as in telecommunications network equipment.SAP HANA platform is a very
hot topic for in-memory database. By May 2012, HANA was able to run on servers with 100TB main memory
powered by IBM. The co founder of the company claimed that the system was big enough to run the 8 largest
SAP customers.

• An active database includes an event-driven architecture which can respond to conditions both inside and outside
the database. Possible uses include security monitoring, alerting, statistics gathering and authorization. Many
databases provide active database features in the form of database triggers.

• A cloud database relies on cloud technology. Both the database and most of its DBMS reside remotely, "in the
cloud", while its applications are both developed by programmers and later maintained and utilized by
(application's) end-users through a web browser and Open APIs.

• Data warehouses archive data from operational databases and often from external sources such as market research
firms. The warehouse becomes the central source of data for use by managers and other end-users who may not
have access to operational data. For example, sales data might be aggregated to weekly totals and converted from
internal product codes to use UPCs so that they can be compared with ACNielsen data. Some basic and essential
components of data warehousing include retrieving, analyzing, and mining data, transforming, loading and
managing data so as to make them available for further use.

• A deductive database combines logic programming with a relational database, for example by using the Datalog
language.

• A distributed database is one in which both the data and the DBMS span multiple computers.
•• A document-oriented database is designed for storing, retrieving, and managing document-oriented, or semi

structured data, information. Document-oriented databases are one of the main categories of NoSQL databases.
• An embedded database system is a DBMS which is tightly integrated with an application software that requires

access to stored data in such a way that the DBMS is hidden from the application’s end-users and requires little or
no ongoing maintenance.[14]

• End-user databases consist of data developed by individual end-users. Examples of these are collections of
documents, spreadsheets, presentations, multimedia, and other files. Several products exist to support such
databases. Some of them are much simpler than full fledged DBMSs, with more elementary DBMS functionality.
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• A federated database system comprises several distinct databases, each with its own DBMS. It is handled as a
single database by a federated database management system (FDBMS), which transparently integrates multiple
autonomous DBMSs, possibly of different types (in which case it would also be a heterogeneous database
system), and provides them with an integrated conceptual view.

• Sometimes the term multi-database is used as a synonym to federated database, though it may refer to a less
integrated (e.g., without an FDBMS and a managed integrated schema) group of databases that cooperate in a
single application. In this case typically middleware is used for distribution, which typically includes an atomic
commit protocol (ACP), e.g., the two-phase commit protocol, to allow distributed (global) transactions across the
participating databases.

• A graph database is a kind of NoSQL database that uses graph structures with nodes, edges, and properties to
represent and store information. General graph databases that can store any graph are distinct from specialized
graph databases such as triplestores and network databases.

• In a hypertext or hypermedia database, any word or a piece of text representing an object, e.g., another piece of
text, an article, a picture, or a film, can be hyperlinked to that object. Hypertext databases are particularly useful
for organizing large amounts of disparate information. For example, they are useful for organizing online
encyclopedias, where users can conveniently jump around the text. The World Wide Web is thus a large
distributed hypertext database.

• A knowledge base (abbreviated KB, kb or Δ[15]) is a special kind of database for knowledge management,
providing the means for the computerized collection, organization, and retrieval of knowledge. Also a collection
of data representing problems with their solutions and related experiences.

• A mobile database can be carried on or synchronized from a mobile computing device.
• Operational databases store detailed data about the operations of an organization. They typically process

relatively high volumes of updates using transactions. Examples include customer databases that record contact,
credit, and demographic information about a business' customers, personnel databases that hold information such
as salary, benefits, skills data about employees, enterprise resource planning systems that record details about
product components, parts inventory, and financial databases that keep track of the organization's money,
accounting and financial dealings.

• A parallel database seeks to improve performance through parallelization for tasks such as loading data, building
indexes and evaluating queries.

The major parallel DBMS architectures which are induced by the underlying hardware architecture are:
• Shared memory architecture, where multiple processors share the main memory space, as well as other

data storage.
• Shared disk architecture, where each processing unit (typically consisting of multiple processors) has its

own main memory, but all units share the other storage.
• Shared nothing architecture, where each processing unit has its own main memory and other storage.

• Probabilistic databases employ fuzzy logic to draw inferences from imprecise data.
• Real-time databases process transactions fast enough for the result to come back and be acted on right away.
• A spatial database can store the data with multidimensional features. The queries on such data include location

based queries, like "Where is the closest hotel in my area?".
• A temporal database has built-in time aspects, for example a temporal data model and a temporal version of SQL.

More specifically the temporal aspects usually include valid-time and transaction-time.
• A terminology-oriented database builds upon an object-oriented database, often customized for a specific field.
• An unstructured data database is intended to store in a manageable and protected way diverse objects that do not 

fit naturally and conveniently in common databases. It may include email messages, documents, journals,
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multimedia objects, etc. The name may be misleading since some objects can be highly structured. However, the
entire possible object collection does not fit into a predefined structured framework. Most established DBMSs
now support unstructured data in various ways, and new dedicated DBMSs are emerging.

Design and modeling
The first task of a database designer is to produce a conceptual data model that reflects the structure of the
information to be held in the database. A common approach to this is to develop an entity-relationship model, often
with the aid of drawing tools. Another popular approach is the Unified Modeling Language. A successful data model
will accurately reflect the possible state of the external world being modeled: for example, if people can have more
than one phone number, it will allow this information to be captured. Designing a good conceptual data model
requires a good understanding of the application domain; it typically involves asking deep questions about the things
of interest to an organisation, like "can a customer also be a supplier?", or "if a product is sold with two different
forms of packaging, are those the same product or different products?", or "if a plane flies from New York to Dubai
via Frankfurt, is that one flight or two (or maybe even three)?". The answers to these questions establish definitions
of the terminology used for entities (customers, products, flights, flight segments) and their relationships and
attributes.
Producing the conceptual data model sometimes involves input from business processes, or the analysis of workflow
in the organization. This can help to establish what information is needed in the database, and what can be left out.
For example, it can help when deciding whether the database needs to hold historic data as well as current data.
Having produced a conceptual data model that users are happy with, the next stage is to translate this into a schema
that implements the relevant data structures within the database. This process is often called logical database design,
and the output is a logical data model expressed in the form of a schema. Whereas the conceptual data model is (in
theory at least) independent of the choice of database technology, the logical data model will be expressed in terms
of a particular database model supported by the chosen DBMS. (The terms data model and database model are often
used interchangeably, but in this article we use data model for the design of a specific database, and database model
for the modelling notation used to express that design.)
The most popular database model for general-purpose databases is the relational model, or more precisely, the
relational model as represented by the SQL language. The process of creating a logical database design using this
model uses a methodical approach known as normalization. The goal of normalization is to ensure that each
elementary "fact" is only recorded in one place, so that insertions, updates, and deletions automatically maintain
consistency.
The final stage of database design is to make the decisions that affect performance, scalability, recovery, security,
and the like. This is often called physical database design. A key goal during this stage is data independence,
meaning that the decisions made for performance optimization purposes should be invisible to end-users and
applications. Physical design is driven mainly by performance requirements, and requires a good knowledge of the
expected workload and access patterns, and a deep understanding of the features offered by the chosen DBMS.
Another aspect of physical database design is security. It involves both defining access control to database objects as
well as defining security levels and methods for the data itself.
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Models

Collage of five types of database models.

A database model is a type of data
model that determines the logical
structure of a database and
fundamentally determines in which
manner data can be stored, organized,
and manipulated. The most popular
example of a database model is the
relational model (or the SQL
approximation of relational), which
uses a table-based format.

Common logical data models for
databases include:
•• Hierarchical database model
•• Network model
•• Relational model
• Entity–relationship model

• Enhanced entity–relationship model
•• Object model
•• Document model
• Entity–attribute–value model
•• Star schema
An object-relational database combines the two related structures.
Physical data models include:
•• Inverted index
•• Flat file
Other models include:
•• Associative model
•• Multidimensional model
•• Multivalue model
•• Semantic model
•• XML database
•• Named graph
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External, conceptual, and internal views

Traditional view of data[16]

A database management system
provides three views of the database
data:
• The external level defines how each

group of end-users sees the
organization of data in the database.
A single database can have any
number of views at the external
level.

• The conceptual level unifies the
various external views into a
compatible global view. It provides
the synthesis of all the external
views. It is out of the scope of the
various database end-users, and is
rather of interest to database
application developers and database administrators.

• The internal level (or physical level) is the internal organization of data inside a DBMS (see Implementation
section below). It is concerned with cost, performance, scalability and other operational matters. It deals with
storage layout of the data, using storage structures such as indexes to enhance performance. Occasionally it stores
data of individual views (materialized views), computed from generic data, if performance justification exists for
such redundancy. It balances all the external views' performance requirements, possibly conflicting, in an attempt
to optimize overall performance across all activities.

While there is typically only one conceptual (or logical) and physical (or internal) view of the data, there can be any
number of different external views. This allows users to see database information in a more business-related way
rather than from a technical, processing viewpoint. For example, a financial department of a company needs the
payment details of all employees as part of the company's expenses, but does not need details about employees that
are the interest of the human resources department. Thus different departments need different views of the company's
database.
The three-level database architecture relates to the concept of data independence which was one of the major initial
driving forces of the relational model. The idea is that changes made at a certain level do not affect the view at a
higher level. For example, changes in the internal level do not affect application programs written using conceptual
level interfaces, which reduces the impact of making physical changes to improve performance.
The conceptual view provides a level of indirection between internal and external. On one hand it provides a
common view of the database, independent of different external view structures, and on the other hand it abstracts
away details of how the data is stored or managed (internal level). In principle every level, and even every external
view, can be presented by a different data model. In practice usually a given DBMS uses the same data model for
both the external and the conceptual levels (e.g., relational model). The internal level, which is hidden inside the
DBMS and depends on its implementation (see Implementation section below), requires a different level of detail
and uses its own types of data structure types.
Separating the external, conceptual and internal levels was a major feature of the relational database model
implementations that dominate 21st century databases.
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Languages
Database languages are special-purpose languages, which do one or more of the following:
• Data definition language – defines data types and the relationships among them
• Data manipulation language – performs tasks such as inserting, updating, or deleting data occurrences
• Query language – allows searching for information and computing derived information
Database languages are specific to a particular data model. Notable examples include:
• SQL combines the roles of data definition, data manipulation, and query in a single language. It was one of the

first commercial languages for the relational model, although it departs in some respects from the relational model
as described by Codd (for example, the rows and columns of a table can be ordered). SQL became a standard of
the American National Standards Institute (ANSI) in 1986, and of the International Organization for
Standardization (ISO) in 1987. The standards have been regularly enhanced since and is supported (with varying
degrees of conformance) by all mainstream commercial relational DBMSs.

• OQL is an object model language standard (from the Object Data Management Group). It has influenced the
design of some of the newer query languages like JDOQL and EJB QL.

• XQuery is a standard XML query language implemented by XML database systems such as MarkLogic and
eXist, by relational databases with XML capability such as Oracle and DB2, and also by in-memory XML
processors such as Saxon.

• SQL/XML combines XQuery with SQL.
A database language may also incorporate features like:
•• DBMS-specific Configuration and storage engine management
•• Computations to modify query results, like counting, summing, averaging, sorting, grouping, and

cross-referencing
•• Constraint enforcement (e.g. in an automotive database, only allowing one engine type per car)
•• Application programming interface version of the query language, for programmer convenience

Performance, security, and availability
Because of the critical importance of database technology to the smooth running of an enterprise, database systems
include complex mechanisms to deliver the required performance, security, and availability, and allow database
administrators to control the use of these features.

Storage
Database storage is the container of the physical materialization of a database. It comprises the internal (physical)
level in the database architecture. It also contains all the information needed (e.g., metadata, "data about the data",
and internal data structures) to reconstruct the conceptual level and external level from the internal level when
needed. Putting data into permanent storage is generally the responsibility of the database engine a.k.a. "storage
engine". Though typically accessed by a DBMS through the underlying operating system (and often utilizing the
operating systems' file systems as intermediates for storage layout), storage properties and configuration setting are
extremely important for the efficient operation of the DBMS, and thus are closely maintained by database
administrators. A DBMS, while in operation, always has its database residing in several types of storage (e.g.,
memory and external storage). The database data and the additional needed information, possibly in very large
amounts, are coded into bits. Data typically reside in the storage in structures that look completely different from the
way the data look in the conceptual and external levels, but in ways that attempt to optimize (the best possible) these
levels' reconstruction when needed by users and programs, as well as for computing additional types of needed
information from the data (e.g., when querying the database).
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Some DBMSs support specifying which character encoding was used to store data, so multiple encodings can be
used in the same database.
Various low-level database storage structures are used by the storage engine to serialize the data model so it can be
written to the medium of choice. Techniques such as indexing may be used to improve performance. Conventional
storage is row-oriented, but there are also column-oriented and correlation databases.

Materialized views

Often storage redundancy is employed to increase performance. A common example is storing materialized views,
which consist of frequently needed external views or query results. Storing such views saves the expensive
computing of them each time they are needed. The downsides of materialized views are the overhead incurred when
updating them to keep them synchronized with their original updated database data, and the cost of storage
redundancy.

Replication

Occasionally a database employs storage redundancy by database objects replication (with one or more copies) to
increase data availability (both to improve performance of simultaneous multiple end-user accesses to a same
database object, and to provide resiliency in a case of partial failure of a distributed database). Updates of a
replicated object need to be synchronized across the object copies. In many cases the entire database is replicated.

Security
Database security deals with all various aspects of protecting the database content, its owners, and its users. It ranges
from protection from intentional unauthorized database uses to unintentional database accesses by unauthorized
entities (e.g., a person or a computer program).
Database access control deals with controlling who (a person or a certain computer program) is allowed to access
what information in the database. The information may comprise specific database objects (e.g., record types,
specific records, data structures), certain computations over certain objects (e.g., query types, or specific queries), or
utilizing specific access paths to the former (e.g., using specific indexes or other data structures to access
information). Database access controls are set by special authorized (by the database owner) personnel that uses
dedicated protected security DBMS interfaces.
This may be managed directly on an individual basis, or by the assignment of individuals and privileges to groups, or
(in the most elaborate models) through the assignment of individuals and groups to roles which are then granted
entitlements. Data security prevents unauthorized users from viewing or updating the database. Using passwords,
users are allowed access to the entire database or subsets of it called "subschemas". For example, an employee
database can contain all the data about an individual employee, but one group of users may be authorized to view
only payroll data, while others are allowed access to only work history and medical data. If the DBMS provides a
way to interactively enter and update the database, as well as interrogate it, this capability allows for managing
personal databases.
Data security in general deals with protecting specific chunks of data, both physically (i.e., from corruption, or
destruction, or removal; e.g., see physical security), or the interpretation of them, or parts of them to meaningful
information (e.g., by looking at the strings of bits that they comprise, concluding specific valid credit-card numbers;
e.g., see data encryption).
Change and access logging records who accessed which attributes, what was changed, and when it was changed.
Logging services allow for a forensic database audit later by keeping a record of access occurrences and changes.
Sometimes application-level code is used to record changes rather than leaving this to the database. Monitoring can
be set up to attempt to detect security breaches.
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Transactions and concurrency
Database transactions can be used to introduce some level of fault tolerance and data integrity after recovery from a
crash. A database transaction is a unit of work, typically encapsulating a number of operations over a database (e.g.,
reading a database object, writing, acquiring lock, etc.), an abstraction supported in database and also other systems.
Each transaction has well defined boundaries in terms of which program/code executions are included in that
transaction (determined by the transaction's programmer via special transaction commands).
The acronym ACID describes some ideal properties of a database transaction: Atomicity, Consistency, Isolation, and
Durability.

Migration
See also section Database migration in article Data migration

A database built with one DBMS is not portable to another DBMS (i.e., the other DBMS cannot run it). However, in
some situations it is desirable to move, migrate a database from one DBMS to another. The reasons are primarily
economical (different DBMSs may have different total costs of ownership or TCOs), functional, and operational
(different DBMSs may have different capabilities). The migration involves the database's transformation from one
DBMS type to another. The transformation should maintain (if possible) the database related application (i.e., all
related application programs) intact. Thus, the database's conceptual and external architectural levels should be
maintained in the transformation. It may be desired that also some aspects of the architecture internal level are
maintained. A complex or large database migration may be a complicated and costly (one-time) project by itself,
which should be factored into the decision to migrate. This in spite of the fact that tools may exist to help migration
between specific DBMSs. Typically a DBMS vendor provides tools to help importing databases from other popular
DBMSs.

Building, maintaining, and tuning
After designing a database for an application, the next stage is building the database. Typically an appropriate
general-purpose DBMS can be selected to be utilized for this purpose. A DBMS provides the needed user interfaces
to be utilized by database administrators to define the needed application's data structures within the DBMS's
respective data model. Other user interfaces are used to select needed DBMS parameters (like security related,
storage allocation parameters, etc.).
When the database is ready (all its data structures and other needed components are defined) it is typically populated
with initial application's data (database initialization, which is typically a distinct project; in many cases using
specialized DBMS interfaces that support bulk insertion) before making it operational. In some cases the database
becomes operational while empty of application data, and data is accumulated during its operation.
After the database is created, initialised and populated it needs to be maintained. Various database parameters may
need changing and the database may need to be tuned (tuning) for better performance; application's data structures
may be changed or added, new related application programs may be written to add to the application's functionality,
etc. Databases are often confused with spreadsheets such as Microsoft Excel (Microsoft Access is a database
management system, Excel is a spreadsheet program). Both can be used to store information, however a database is
more efficient and flexible at storing large amounts of data. Below is a simple comparison of spreadsheets and
databases.
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Spreadsheet strengths Spreadsheet Weaknesses

Very simple data storage Data integrity problems, including inaccurate, inconsistent and out of date data and formulas.

Relatively easy to use Difficult to validate data e.g. an incorrect formula

Require less planning

Database strengths Database Weaknesses

Methods for keeping data up to date and consistent Require more planning and designing

Data is of higher quality than data stored in spreadsheets Harder to change structure once database is built

Good for storing and organizing information. Requires more technical knowledge to administrate

Backup and restore
Sometimes it is desired to bring a database back to a previous state (for many reasons, e.g., cases when the database
is found corrupted due to a software error, or if it has been updated with erroneous data). To achieve this a backup
operation is done occasionally or continuously, where each desired database state (i.e., the values of its data and their
embedding in database's data structures) is kept within dedicated backup files (many techniques exist to do this
effectively). When this state is needed, i.e., when it is decided by a database administrator to bring the database back
to this state (e.g., by specifying this state by a desired point in time when the database was in this state), these files
are utilized to restore that state.

Other
Other DBMS features might include:
• Database logs
•• Graphics component for producing graphs and charts, especially in a data warehouse system
• Query optimizer – Performs query optimization on every query to choose for it the most efficient query plan (a

partial order (tree) of operations) to be executed to compute the query result. May be specific to a particular
storage engine.

•• Tools or hooks for database design, application programming, application program maintenance, database
performance analysis and monitoring, database configuration monitoring, DBMS hardware configuration (a
DBMS and related database may span computers, networks, and storage units) and related database mapping
(especially for a distributed DBMS), storage allocation and database layout monitoring, storage migration, etc.
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Database management system
A database is an organized collection of data. The data are typically organized to model relevant aspects of reality in
a way that supports processes requiring this information. For example, modeling the availability of rooms in hotels in
a way that supports finding a hotel with vacancies.
Database management systems (DBMSs) are specially designed software applications that interact with the user,
other applications, and the database itself to capture and analyze data. A general-purpose DBMS is a software system
designed to allow the definition, creation, querying, update, and administration of databases. Well-known DBMSs
include MySQL, MariaDB, PostgreSQL, SQLite, Microsoft SQL Server, Oracle, SAP HANA, dBASE, FoxPro,
IBM DB2, LibreOffice Base and FileMaker Pro. A database is not generally portable across different DBMSs, but
different DBMSs can interoperate by using standards such as SQL and ODBC or JDBC to allow a single application
to work with more than one database.

Terminology and overview
Formally, "database" refers to the data themselves and supporting data structures. Databases are created to operate
large quantities of information by inputting, storing, retrieving, and managing that information. Databases are set up
so that one set of software programs provides all users with access to all the data.
A "database management system" (DBMS) is a suite of computer software providing the interface between users and
a database or databases. Because they are so closely related, the term "database" when used casually often refers to
both a DBMS and the data it manipulates.
Outside the world of professional information technology, the term database is sometimes used casually to refer to
any collection of data (perhaps a spreadsheet, maybe even a card index). This article is concerned only with
databases where the size and usage requirements necessitate use of a database management system.[1]

The interactions catered for by most existing DBMSs fall into four main groups:
• Data definition – Defining new data structures for a database, removing data structures from the database,

modifying the structure of existing data.
• Update – Inserting, modifying, and deleting data.
• Retrieval – Obtaining information either for end-user queries and reports or for processing by applications.
• Administration – Registering and monitoring users, enforcing data security, monitoring performance,

maintaining data integrity, dealing with concurrency control, and recovering information if the system fails.
A DBMS is responsible for maintaining the integrity and security of stored data, and for recovering information if
the system fails.
Both a database and its DBMS conform to the principles of a particular database model.[2] "Database system" refers
collectively to the database model, database management system, and database.[3]

Physically, database servers are dedicated computers that hold the actual databases and run only the DBMS and
related software. Database servers are usually multiprocessor computers, with generous memory and RAID disk
arrays used for stable storage. RAID is used for recovery of data if any of the disks fail. Hardware database
accelerators, connected to one or more servers via a high-speed channel, are also used in large volume transaction
processing environments. DBMSs are found at the heart of most database applications. DBMSs may be built around
a custom multitasking kernel with built-in networking support, but modern DBMSs typically rely on a standard
operating system to provide these functions. [citation needed] Since DBMSs comprise a significant economical market,
computer and storage vendors often take into account DBMS requirements in their own development plans.[citation

needed]
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Databases and DBMSs can be categorized according to the database model(s) that they support (such as relational or
XML), the type(s) of computer they run on (from a server cluster to a mobile phone), the query language(s) used to
access the database (such as SQL or XQuery), and their internal engineering, which affects performance, scalability,
resilience, and security.

Applications and roles
Most organizations in developed countries today depend on databases for their business operations. Increasingly,
databases are not only used to support the internal operations of the organization, but also to underpin its online
interactions with customers and suppliers (see Enterprise software). Databases are not used only to hold
administrative information, but are often embedded within applications to hold more specialized data: for example
engineering data or economic models. Examples of database applications include computerized library systems,
flight reservation systems, and computerized parts inventory systems.
Client-server or transactional DBMSs are often complex to maintain high performance, availability and security
when many users are querying and updating the database at the same time. Personal, desktop-based database systems
tend to be less complex. For example, FileMaker and Microsoft Access come with built-in graphical user interfaces.

General-purpose and special-purpose DBMSs
A DBMS has evolved into a complex software system and its development typically requires thousands of
person-years of development effort.[4] Some general-purpose DBMSs such as Adabas, Oracle and DB2 have been
undergoing upgrades since the 1970s. General-purpose DBMSs aim to meet the needs of as many applications as
possible, which adds to the complexity. However, the fact that their development cost can be spread over a large
number of users means that they are often the most cost-effective approach. However, a general-purpose DBMS is
not always the optimal solution: in some cases a general-purpose DBMS may introduce unnecessary overhead.
Therefore, there are many examples of systems that use special-purpose databases. A common example is an email
system: email systems are designed to optimize the handling of email messages, and do not need significant portions
of a general-purpose DBMS functionality.

Many databases have application software that accesses the database on behalf of end-users, without exposing the
DBMS interface directly. Application programmers may use a wire protocol directly, or more likely through an
application programming interface. Database designers and database administrators interact with the DBMS through
dedicated interfaces to build and maintain the applications' databases, and thus need some more knowledge and
understanding about how DBMSs operate and the DBMSs' external interfaces and tuning parameters.
General-purpose databases are usually developed by one organization or community of programmers, while a
different group builds the applications that use it. In many companies, specialized database administrators maintain
databases, run reports, and may work on code that runs on the databases themselves (rather than in the client
application).
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History
Following the technology progress in the areas of processors, computer memory, computer storage and computer
networks, the sizes, capabilities, and performance of databases and their respective DBMSs have grown in orders of
magnitude. The development of database technology can be divided into three eras based on data model or structure:
navigational,[5] SQL/relational, and post-relational.
The two main early navigational data models were the hierarchical model, epitomized by IBM's IMS system, and the
CODASYL model (network model), implemented in a number of products such as IDMS.
The relational model, first proposed in 1970 by Edgar F. Codd, departed from this tradition by insisting that
applications should search for data by content, rather than by following links. The relational model employs sets of
ledger-style tables, each used for a different type of entity. Only in the mid-1980s did computing hardware became
powerful enough to allow the wide deployment of relational systems (DBMSs plus applications). By the early 1990s,
however, relational systems dominated in all large-scale data processing applications, and as of 2014[6] they remain
dominant except in niche areas. The dominant database language, standardised SQL for the relational model, has
influenced database languages for other data models.[citation needed]

Object databases developed in the 1980s to overcome the inconvenience of object-relational impedance mismatch,
which led to the coining of the term "post-relational" and also the development of hybrid object-relational databases.
The next generation of post-relational databases in the late 2000s became known as NoSQL databases, introducing
fast key-value stores and document-oriented databases. A competing "next generation" known as NewSQL databases
attempted new implementations that retained the relational/SQL model while aiming to match the high performance
of NoSQL compared to commercially available relational DBMSs.
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1960s, navigational DBMS

Basic structure of navigational CODASYL database model.

The introduction of the term database coincided with the
availability of direct-access storage (disks and drums) from
the mid-1960s onwards. The term represented a contrast with
the tape-based systems of the past, allowing shared
interactive use rather than daily batch processing. The Oxford
English dictionary cites a 1962 report by the System
Development Corporation of California as the first to use the
term "data-base" in a specific technical sense.

As computers grew in speed and capability, a number of
general-purpose database systems emerged; by the mid-1960s
a number of such systems had come into commercial use.
Interest in a standard began to grow, and Charles Bachman,
author of one such product, the Integrated Data Store (IDS),
founded the "Database Task Group" within CODASYL, the
group responsible for the creation and standardization of
COBOL. In 1971 theDatabase Task Group delivered their
standard, which generally became known as the "CODASYL
approach", and soon a number of commercial products based
on this approach entered the market.

The CODASYL approach relied on the "manual" navigation
of a linked data set which was formed into a large network.
Applications could find records by one of three methods:
•• use of a primary key (known as a CALC key, typically

implemented by hashing)
•• navigating relationships (called sets) from one record to another
•• scanning all the records in a sequential order.
Later systems added B-Trees to provide alternate access paths. Many CODASYL databases also added a very
straightforward query language. However, in the final tally, CODASYL was very complex and required significant
training and effort to produce useful applications.
IBM also had their own DBMS system in 1968, known as IMS. IMS was a development of software written for the
Apollo program on the System/360. IMS was generally similar in concept to CODASYL, but used a strict hierarchy
for its model of data navigation instead of CODASYL's network model. Both concepts later became known as
navigational databases due to the way data was accessed, and Bachman's 1973 Turing Award presentation was The
Programmer as Navigator. IMS is classifiedWikipedia:Manual of Style/Words to watch#Unsupported attributions as
a hierarchical database. IDMS and Cincom Systems' TOTAL database are classified as network databases. IMS
remains in use as of 2014[6].

1970s, relational DBMS
Edgar Codd worked at IBM in San Jose, California, in one of their offshoot offices that was primarily involved in the
development of hard disk systems. He was unhappy with the navigational model of the CODASYL approach,
notably the lack of a "search" facility. In 1970, he wrote a number of papers that outlined a new approach to database
construction that eventually culminated in the groundbreaking A Relational Model of Data for Large Shared Data
Banks.[6]
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In this paper, he described a new system for storing and working with large databases. Instead of records being
stored in some sort of linked list of free-form records as in CODASYL, Codd's idea was to use a "table" of
fixed-length records, with each table used for a different type of entity. A linked-list system would be very
inefficient when storing "sparse" databases where some of the data for any one record could be left empty. The
relational model solved this by splitting the data into a series of normalized tables (or relations), with optional
elements being moved out of the main table to where they would take up room only if needed. Data may be freely
inserted, deleted and edited in these tables, with the DBMS doing whatever maintenance needed to present a table
view to the application/user.

In the relational model, related records are linked together with a "key"

The relational model also allowed the
content of the database to evolve without
constant rewriting of links and pointers. The
relational part comes from entities
referencing other entities in what is known
as one-to-many relationship, like a
traditional hierarchical model, and
many-to-many relationship, like a
navigational (network) model. Thus, a
relational model can express both
hierarchical and navigational models, as
well as its native tabular model, allowing for
pure or combined modeling in terms of
these three models, as the application
requires.
For instance, a common use of a database
system is to track information about users,
their name, login information, various
addresses and phone numbers. In the navigational approach all of these data would be placed in a single record, and
unused items would simply not be placed in the database. In the relational approach, the data would be normalized
into a user table, an address table and a phone number table (for instance). Records would be created in these
optional tables only if the address or phone numbers were actually provided.

Linking the information back together is the key to this system. In the relational model, some bit of information was
used as a "key", uniquely defining a particular record. When information was being collected about a user,
information stored in the optional tables would be found by searching for this key. For instance, if the login name of
a user is unique, addresses and phone numbers for that user would be recorded with the login name as its key. This
simple "re-linking" of related data back into a single collection is something that traditional computer languages are
not designed for.
Just as the navigational approach would require programs to loop in order to collect records, the relational approach
would require loops to collect information about any one record. Codd's solution to the necessary looping was a
set-oriented language, a suggestion that would later spawn the ubiquitous SQL. Using a branch of mathematics
known as tuple calculus, he demonstrated that such a system could support all the operations of normal databases
(inserting, updating etc.) as well as providing a simple system for finding and returning sets of data in a single
operation.
Codd's paper was picked up by two people at Berkeley, Eugene Wong and Michael Stonebraker. They started a 
project known as INGRES using funding that had already been allocated for a geographical database project and 
student programmers to produce code. Beginning in 1973, INGRES delivered its first test products which were 
generally ready for widespread use in 1979. INGRES was similar to System R in a number of ways, including the
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use of a "language" for data access, known as QUEL. Over time, INGRES moved to the emerging SQL standard.
IBM itself did one test implementation of the relational model, PRTV, and a production one, Business System 12,
both now discontinued. Honeywell wrote MRDS for Multics, and now there are two new implementations: Alphora
Dataphor and Rel. Most other DBMS implementations usually called relational are actually SQL DBMSs.
In 1970, the University of Michigan began development of the MICRO Information Management System[7] based on
D.L. Childs' Set-Theoretic Data model.[8][9][10] Micro was used to manage very large data sets by the US Department
of Labor, the U.S. Environmental Protection Agency, and researchers from the University of Alberta, the University
of Michigan, and Wayne State University. It ran on IBM mainframe computers using the Michigan Terminal
System.[11] The system remained in production until 1998.

Integrated approach
In the 1970s and 1980s attempts were made to build database systems with integrated hardware and software. The
underlying philosophy was that such integration would provide higher performance at lower cost. Examples were
IBM System/38, the early offering of Teradata, and the Britton Lee, Inc. database machine.
Another approach to hardware support for database management was ICL's CAFS accelerator, a hardware disk
controller with programmable search capabilities. In the long term, these efforts were generally unsuccessful because
specialized database machines could not keep pace with the rapid development and progress of general-purpose
computers. Thus most database systems nowadays are software systems running on general-purpose hardware, using
general-purpose computer data storage. However this idea is still pursued for certain applications by some
companies like Netezza and Oracle (Exadata).

Late 1970s, SQL DBMS
IBM started working on a prototype system loosely based on Codd's concepts as System R in the early 1970s. The
first version was ready in 1974/5, and work then started on multi-table systems in which the data could be split so
that all of the data for a record (some of which is optional) did not have to be stored in a single large "chunk".
Subsequent multi-user versions were tested by customers in 1978 and 1979, by which time a standardized query
language – SQL[citation needed] – had been added. Codd's ideas were establishing themselves as both workable and
superior to CODASYL, pushing IBM to develop a true production version of System R, known as SQL/DS, and,
later, Database 2 (DB2).
Larry Ellison's Oracle started from a different chain, based on IBM's papers on System R, and beat IBM to market
when the first version was released in 1978.[citation needed]

Stonebraker went on to apply the lessons from INGRES to develop a new database, Postgres, which is now known as
PostgreSQL. PostgreSQL is often used for global mission critical applications (the .org and .info domain name
registries use it as their primary data store, as do many large companies and financial institutions).
In Sweden, Codd's paper was also read and Mimer SQL was developed from the mid-1970s at Uppsala University.
In 1984, this project was consolidated into an independent enterprise. In the early 1980s, Mimer introduced
transaction handling for high robustness in applications, an idea that was subsequently implemented on most other
DBMSs.
Another data model, the entity-relationship model, emerged in 1976 and gained popularity for database design as it
emphasized a more familiar description than the earlier relational model. Later on, entity-relationship constructs
were retrofitted as a data modeling construct for the relational model, and the difference between the two have
become irrelevant.[citation needed]
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1980s, on the desktop
The 1980s ushered in the age of desktop computing. The new computers empowered their users with spreadsheets
like Lotus 1,2,3 and database software like dBASE. The dBASE product was lightweight and easy for any computer
user to understand out of the box. C. Wayne Ratliff the creator of dBASE stated: “dBASE was different from
programs like BASIC, C, FORTRAN, and COBOL in that a lot of the dirty work had already been done. The data
manipulation is done by dBASE instead of by the user, so the user can concentrate on what he is doing, rather than
having to mess with the dirty details of opening, reading, and closing files, and managing space allocation.“ [12]

dBASE was one of the top selling software titles in the 1980s and early 1990s.

1980s, object-oriented
The 1980s, along with a rise in object oriented programming, saw a growth in how data in various databases were
handled. Programmers and designers began to treat the data in their databases as objects. That is to say that if a
person's data were in a database, that person's attributes, such as their address, phone number, and age, were now
considered to belong to that person instead of being extraneous data. This allows for relations between data to be
relations to objects and their attributes and not to individual fields.[13] The term "object-relational impedance
mismatch" described the inconvenience of translating between programmed objects and database tables. Object
databases and object-relational databases attempt to solve this problem by providing an object-oriented language
(sometimes as extensions to SQL) that programmers can use as alternative to purely relational SQL. On the
programming side, libraries known as object-relational mappings (ORMs) attempt to solve the same problem.

2000s, NoSQL and NewSQL
The next generation of post-relational databases in the 2000s became known as NoSQL databases, including fast
key-value stores and document-oriented databases. XML databases are a type of structured document-oriented
database that allows querying based on XML document attributes.
NoSQL databases are often very fast, do not require fixed table schemas, avoid join operations by storing
denormalized data, and are designed to scale horizontally.
In recent years there was a high demand for massively distributed databases with high partition tolerance but
according to the CAP theorem it is impossible for a distributed system to simultaneously provide consistency,
availability and partition tolerance guarantees. A distributed system can satisfy any two of these guarantees at the
same time, but not all three. For that reason many NoSQL databases are using what is called eventual consistency to
provide both availability and partition tolerance guarantees with a maximum level of data consistency.
The most popular NoSQL systems include: MongoDB, Couchbase, Riak, memcached, Redis, CouchDB, Hazelcast,
Apache Cassandra and HBase. Note that all are open-source software products.
A number of new relational databases continuing use of SQL but aiming for performance comparable to NoSQL are
known as NewSQL.
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Research
Database technology has been an active research topic since the 1960s, both in academia and in the research and
development groups of companies (for example IBM Research). Research activity includes theory and development
of prototypes. Notable research topics have included models, the atomic transaction concept and related concurrency
control techniques, query languages and query optimization methods, RAID, and more.
The database research area has several dedicated academic journals (for example, ACM Transactions on Database
Systems-TODS, Data and Knowledge Engineering-DKE) and annual conferences (e.g., ACM SIGMOD, ACM
PODS, VLDB, IEEE ICDE).

Examples
One way to classify databases involves the type of their contents, for example: bibliographic, document-text,
statistical, or multimedia objects. Another way is by their application area, for example: accounting, music
compositions, movies, banking, manufacturing, or insurance. A third way is by some technical aspect, such as the
database structure or interface type. This section lists a few of the adjectives used to characterize different kinds of
databases.
• An in-memory database is a database that primarily resides in main memory, but is typically backed-up by

non-volatile computer data storage. Main memory databases are faster than disk databases, and so are often used
where response time is critical, such as in telecommunications network equipment.SAP HANA platform is a very
hot topic for in-memory database. By May 2012, HANA was able to run on servers with 100TB main memory
powered by IBM. The co founder of the company claimed that the system was big enough to run the 8 largest
SAP customers.

• An active database includes an event-driven architecture which can respond to conditions both inside and outside
the database. Possible uses include security monitoring, alerting, statistics gathering and authorization. Many
databases provide active database features in the form of database triggers.

• A cloud database relies on cloud technology. Both the database and most of its DBMS reside remotely, "in the
cloud", while its applications are both developed by programmers and later maintained and utilized by
(application's) end-users through a web browser and Open APIs.

• Data warehouses archive data from operational databases and often from external sources such as market research
firms. The warehouse becomes the central source of data for use by managers and other end-users who may not
have access to operational data. For example, sales data might be aggregated to weekly totals and converted from
internal product codes to use UPCs so that they can be compared with ACNielsen data. Some basic and essential
components of data warehousing include retrieving, analyzing, and mining data, transforming, loading and
managing data so as to make them available for further use.

• A deductive database combines logic programming with a relational database, for example by using the Datalog
language.

• A distributed database is one in which both the data and the DBMS span multiple computers.
•• A document-oriented database is designed for storing, retrieving, and managing document-oriented, or semi

structured data, information. Document-oriented databases are one of the main categories of NoSQL databases.
• An embedded database system is a DBMS which is tightly integrated with an application software that requires

access to stored data in such a way that the DBMS is hidden from the application’s end-users and requires little or
no ongoing maintenance.[14]

• End-user databases consist of data developed by individual end-users. Examples of these are collections of
documents, spreadsheets, presentations, multimedia, and other files. Several products exist to support such
databases. Some of them are much simpler than full fledged DBMSs, with more elementary DBMS functionality.
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• A federated database system comprises several distinct databases, each with its own DBMS. It is handled as a
single database by a federated database management system (FDBMS), which transparently integrates multiple
autonomous DBMSs, possibly of different types (in which case it would also be a heterogeneous database
system), and provides them with an integrated conceptual view.

• Sometimes the term multi-database is used as a synonym to federated database, though it may refer to a less
integrated (e.g., without an FDBMS and a managed integrated schema) group of databases that cooperate in a
single application. In this case typically middleware is used for distribution, which typically includes an atomic
commit protocol (ACP), e.g., the two-phase commit protocol, to allow distributed (global) transactions across the
participating databases.

• A graph database is a kind of NoSQL database that uses graph structures with nodes, edges, and properties to
represent and store information. General graph databases that can store any graph are distinct from specialized
graph databases such as triplestores and network databases.

• In a hypertext or hypermedia database, any word or a piece of text representing an object, e.g., another piece of
text, an article, a picture, or a film, can be hyperlinked to that object. Hypertext databases are particularly useful
for organizing large amounts of disparate information. For example, they are useful for organizing online
encyclopedias, where users can conveniently jump around the text. The World Wide Web is thus a large
distributed hypertext database.

• A knowledge base (abbreviated KB, kb or Δ[15]) is a special kind of database for knowledge management,
providing the means for the computerized collection, organization, and retrieval of knowledge. Also a collection
of data representing problems with their solutions and related experiences.

• A mobile database can be carried on or synchronized from a mobile computing device.
• Operational databases store detailed data about the operations of an organization. They typically process

relatively high volumes of updates using transactions. Examples include customer databases that record contact,
credit, and demographic information about a business' customers, personnel databases that hold information such
as salary, benefits, skills data about employees, enterprise resource planning systems that record details about
product components, parts inventory, and financial databases that keep track of the organization's money,
accounting and financial dealings.

• A parallel database seeks to improve performance through parallelization for tasks such as loading data, building
indexes and evaluating queries.

The major parallel DBMS architectures which are induced by the underlying hardware architecture are:
• Shared memory architecture, where multiple processors share the main memory space, as well as other

data storage.
• Shared disk architecture, where each processing unit (typically consisting of multiple processors) has its

own main memory, but all units share the other storage.
• Shared nothing architecture, where each processing unit has its own main memory and other storage.

• Probabilistic databases employ fuzzy logic to draw inferences from imprecise data.
• Real-time databases process transactions fast enough for the result to come back and be acted on right away.
• A spatial database can store the data with multidimensional features. The queries on such data include location

based queries, like "Where is the closest hotel in my area?".
• A temporal database has built-in time aspects, for example a temporal data model and a temporal version of SQL.

More specifically the temporal aspects usually include valid-time and transaction-time.
• A terminology-oriented database builds upon an object-oriented database, often customized for a specific field.
• An unstructured data database is intended to store in a manageable and protected way diverse objects that do not 

fit naturally and conveniently in common databases. It may include email messages, documents, journals,
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multimedia objects, etc. The name may be misleading since some objects can be highly structured. However, the
entire possible object collection does not fit into a predefined structured framework. Most established DBMSs
now support unstructured data in various ways, and new dedicated DBMSs are emerging.

Design and modeling
The first task of a database designer is to produce a conceptual data model that reflects the structure of the
information to be held in the database. A common approach to this is to develop an entity-relationship model, often
with the aid of drawing tools. Another popular approach is the Unified Modeling Language. A successful data model
will accurately reflect the possible state of the external world being modeled: for example, if people can have more
than one phone number, it will allow this information to be captured. Designing a good conceptual data model
requires a good understanding of the application domain; it typically involves asking deep questions about the things
of interest to an organisation, like "can a customer also be a supplier?", or "if a product is sold with two different
forms of packaging, are those the same product or different products?", or "if a plane flies from New York to Dubai
via Frankfurt, is that one flight or two (or maybe even three)?". The answers to these questions establish definitions
of the terminology used for entities (customers, products, flights, flight segments) and their relationships and
attributes.
Producing the conceptual data model sometimes involves input from business processes, or the analysis of workflow
in the organization. This can help to establish what information is needed in the database, and what can be left out.
For example, it can help when deciding whether the database needs to hold historic data as well as current data.
Having produced a conceptual data model that users are happy with, the next stage is to translate this into a schema
that implements the relevant data structures within the database. This process is often called logical database design,
and the output is a logical data model expressed in the form of a schema. Whereas the conceptual data model is (in
theory at least) independent of the choice of database technology, the logical data model will be expressed in terms
of a particular database model supported by the chosen DBMS. (The terms data model and database model are often
used interchangeably, but in this article we use data model for the design of a specific database, and database model
for the modelling notation used to express that design.)
The most popular database model for general-purpose databases is the relational model, or more precisely, the
relational model as represented by the SQL language. The process of creating a logical database design using this
model uses a methodical approach known as normalization. The goal of normalization is to ensure that each
elementary "fact" is only recorded in one place, so that insertions, updates, and deletions automatically maintain
consistency.
The final stage of database design is to make the decisions that affect performance, scalability, recovery, security,
and the like. This is often called physical database design. A key goal during this stage is data independence,
meaning that the decisions made for performance optimization purposes should be invisible to end-users and
applications. Physical design is driven mainly by performance requirements, and requires a good knowledge of the
expected workload and access patterns, and a deep understanding of the features offered by the chosen DBMS.
Another aspect of physical database design is security. It involves both defining access control to database objects as
well as defining security levels and methods for the data itself.
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Models

Collage of five types of database models.

A database model is a type of data
model that determines the logical
structure of a database and
fundamentally determines in which
manner data can be stored, organized,
and manipulated. The most popular
example of a database model is the
relational model (or the SQL
approximation of relational), which
uses a table-based format.

Common logical data models for
databases include:
•• Hierarchical database model
•• Network model
•• Relational model
• Entity–relationship model

• Enhanced entity–relationship model
•• Object model
•• Document model
• Entity–attribute–value model
•• Star schema
An object-relational database combines the two related structures.
Physical data models include:
•• Inverted index
•• Flat file
Other models include:
•• Associative model
•• Multidimensional model
•• Multivalue model
•• Semantic model
•• XML database
•• Named graph
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External, conceptual, and internal views

Traditional view of data[16]

A database management system
provides three views of the database
data:
• The external level defines how each

group of end-users sees the
organization of data in the database.
A single database can have any
number of views at the external
level.

• The conceptual level unifies the
various external views into a
compatible global view. It provides
the synthesis of all the external
views. It is out of the scope of the
various database end-users, and is
rather of interest to database
application developers and database administrators.

• The internal level (or physical level) is the internal organization of data inside a DBMS (see Implementation
section below). It is concerned with cost, performance, scalability and other operational matters. It deals with
storage layout of the data, using storage structures such as indexes to enhance performance. Occasionally it stores
data of individual views (materialized views), computed from generic data, if performance justification exists for
such redundancy. It balances all the external views' performance requirements, possibly conflicting, in an attempt
to optimize overall performance across all activities.

While there is typically only one conceptual (or logical) and physical (or internal) view of the data, there can be any
number of different external views. This allows users to see database information in a more business-related way
rather than from a technical, processing viewpoint. For example, a financial department of a company needs the
payment details of all employees as part of the company's expenses, but does not need details about employees that
are the interest of the human resources department. Thus different departments need different views of the company's
database.
The three-level database architecture relates to the concept of data independence which was one of the major initial
driving forces of the relational model. The idea is that changes made at a certain level do not affect the view at a
higher level. For example, changes in the internal level do not affect application programs written using conceptual
level interfaces, which reduces the impact of making physical changes to improve performance.
The conceptual view provides a level of indirection between internal and external. On one hand it provides a
common view of the database, independent of different external view structures, and on the other hand it abstracts
away details of how the data is stored or managed (internal level). In principle every level, and even every external
view, can be presented by a different data model. In practice usually a given DBMS uses the same data model for
both the external and the conceptual levels (e.g., relational model). The internal level, which is hidden inside the
DBMS and depends on its implementation (see Implementation section below), requires a different level of detail
and uses its own types of data structure types.
Separating the external, conceptual and internal levels was a major feature of the relational database model
implementations that dominate 21st century databases.
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Languages
Database languages are special-purpose languages, which do one or more of the following:
• Data definition language – defines data types and the relationships among them
• Data manipulation language – performs tasks such as inserting, updating, or deleting data occurrences
• Query language – allows searching for information and computing derived information
Database languages are specific to a particular data model. Notable examples include:
• SQL combines the roles of data definition, data manipulation, and query in a single language. It was one of the

first commercial languages for the relational model, although it departs in some respects from the relational model
as described by Codd (for example, the rows and columns of a table can be ordered). SQL became a standard of
the American National Standards Institute (ANSI) in 1986, and of the International Organization for
Standardization (ISO) in 1987. The standards have been regularly enhanced since and is supported (with varying
degrees of conformance) by all mainstream commercial relational DBMSs.

• OQL is an object model language standard (from the Object Data Management Group). It has influenced the
design of some of the newer query languages like JDOQL and EJB QL.

• XQuery is a standard XML query language implemented by XML database systems such as MarkLogic and
eXist, by relational databases with XML capability such as Oracle and DB2, and also by in-memory XML
processors such as Saxon.

• SQL/XML combines XQuery with SQL.
A database language may also incorporate features like:
•• DBMS-specific Configuration and storage engine management
•• Computations to modify query results, like counting, summing, averaging, sorting, grouping, and

cross-referencing
•• Constraint enforcement (e.g. in an automotive database, only allowing one engine type per car)
•• Application programming interface version of the query language, for programmer convenience

Performance, security, and availability
Because of the critical importance of database technology to the smooth running of an enterprise, database systems
include complex mechanisms to deliver the required performance, security, and availability, and allow database
administrators to control the use of these features.

Storage
Database storage is the container of the physical materialization of a database. It comprises the internal (physical)
level in the database architecture. It also contains all the information needed (e.g., metadata, "data about the data",
and internal data structures) to reconstruct the conceptual level and external level from the internal level when
needed. Putting data into permanent storage is generally the responsibility of the database engine a.k.a. "storage
engine". Though typically accessed by a DBMS through the underlying operating system (and often utilizing the
operating systems' file systems as intermediates for storage layout), storage properties and configuration setting are
extremely important for the efficient operation of the DBMS, and thus are closely maintained by database
administrators. A DBMS, while in operation, always has its database residing in several types of storage (e.g.,
memory and external storage). The database data and the additional needed information, possibly in very large
amounts, are coded into bits. Data typically reside in the storage in structures that look completely different from the
way the data look in the conceptual and external levels, but in ways that attempt to optimize (the best possible) these
levels' reconstruction when needed by users and programs, as well as for computing additional types of needed
information from the data (e.g., when querying the database).
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Some DBMSs support specifying which character encoding was used to store data, so multiple encodings can be
used in the same database.
Various low-level database storage structures are used by the storage engine to serialize the data model so it can be
written to the medium of choice. Techniques such as indexing may be used to improve performance. Conventional
storage is row-oriented, but there are also column-oriented and correlation databases.

Materialized views

Often storage redundancy is employed to increase performance. A common example is storing materialized views,
which consist of frequently needed external views or query results. Storing such views saves the expensive
computing of them each time they are needed. The downsides of materialized views are the overhead incurred when
updating them to keep them synchronized with their original updated database data, and the cost of storage
redundancy.

Replication

Occasionally a database employs storage redundancy by database objects replication (with one or more copies) to
increase data availability (both to improve performance of simultaneous multiple end-user accesses to a same
database object, and to provide resiliency in a case of partial failure of a distributed database). Updates of a
replicated object need to be synchronized across the object copies. In many cases the entire database is replicated.

Security
Database security deals with all various aspects of protecting the database content, its owners, and its users. It ranges
from protection from intentional unauthorized database uses to unintentional database accesses by unauthorized
entities (e.g., a person or a computer program).
Database access control deals with controlling who (a person or a certain computer program) is allowed to access
what information in the database. The information may comprise specific database objects (e.g., record types,
specific records, data structures), certain computations over certain objects (e.g., query types, or specific queries), or
utilizing specific access paths to the former (e.g., using specific indexes or other data structures to access
information). Database access controls are set by special authorized (by the database owner) personnel that uses
dedicated protected security DBMS interfaces.
This may be managed directly on an individual basis, or by the assignment of individuals and privileges to groups, or
(in the most elaborate models) through the assignment of individuals and groups to roles which are then granted
entitlements. Data security prevents unauthorized users from viewing or updating the database. Using passwords,
users are allowed access to the entire database or subsets of it called "subschemas". For example, an employee
database can contain all the data about an individual employee, but one group of users may be authorized to view
only payroll data, while others are allowed access to only work history and medical data. If the DBMS provides a
way to interactively enter and update the database, as well as interrogate it, this capability allows for managing
personal databases.
Data security in general deals with protecting specific chunks of data, both physically (i.e., from corruption, or
destruction, or removal; e.g., see physical security), or the interpretation of them, or parts of them to meaningful
information (e.g., by looking at the strings of bits that they comprise, concluding specific valid credit-card numbers;
e.g., see data encryption).
Change and access logging records who accessed which attributes, what was changed, and when it was changed.
Logging services allow for a forensic database audit later by keeping a record of access occurrences and changes.
Sometimes application-level code is used to record changes rather than leaving this to the database. Monitoring can
be set up to attempt to detect security breaches.
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Transactions and concurrency
Database transactions can be used to introduce some level of fault tolerance and data integrity after recovery from a
crash. A database transaction is a unit of work, typically encapsulating a number of operations over a database (e.g.,
reading a database object, writing, acquiring lock, etc.), an abstraction supported in database and also other systems.
Each transaction has well defined boundaries in terms of which program/code executions are included in that
transaction (determined by the transaction's programmer via special transaction commands).
The acronym ACID describes some ideal properties of a database transaction: Atomicity, Consistency, Isolation, and
Durability.

Migration
See also section Database migration in article Data migration

A database built with one DBMS is not portable to another DBMS (i.e., the other DBMS cannot run it). However, in
some situations it is desirable to move, migrate a database from one DBMS to another. The reasons are primarily
economical (different DBMSs may have different total costs of ownership or TCOs), functional, and operational
(different DBMSs may have different capabilities). The migration involves the database's transformation from one
DBMS type to another. The transformation should maintain (if possible) the database related application (i.e., all
related application programs) intact. Thus, the database's conceptual and external architectural levels should be
maintained in the transformation. It may be desired that also some aspects of the architecture internal level are
maintained. A complex or large database migration may be a complicated and costly (one-time) project by itself,
which should be factored into the decision to migrate. This in spite of the fact that tools may exist to help migration
between specific DBMSs. Typically a DBMS vendor provides tools to help importing databases from other popular
DBMSs.

Building, maintaining, and tuning
After designing a database for an application, the next stage is building the database. Typically an appropriate
general-purpose DBMS can be selected to be utilized for this purpose. A DBMS provides the needed user interfaces
to be utilized by database administrators to define the needed application's data structures within the DBMS's
respective data model. Other user interfaces are used to select needed DBMS parameters (like security related,
storage allocation parameters, etc.).
When the database is ready (all its data structures and other needed components are defined) it is typically populated
with initial application's data (database initialization, which is typically a distinct project; in many cases using
specialized DBMS interfaces that support bulk insertion) before making it operational. In some cases the database
becomes operational while empty of application data, and data is accumulated during its operation.
After the database is created, initialised and populated it needs to be maintained. Various database parameters may
need changing and the database may need to be tuned (tuning) for better performance; application's data structures
may be changed or added, new related application programs may be written to add to the application's functionality,
etc. Databases are often confused with spreadsheets such as Microsoft Excel (Microsoft Access is a database
management system, Excel is a spreadsheet program). Both can be used to store information, however a database is
more efficient and flexible at storing large amounts of data. Below is a simple comparison of spreadsheets and
databases.
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Spreadsheet strengths Spreadsheet Weaknesses

Very simple data storage Data integrity problems, including inaccurate, inconsistent and out of date data and formulas.

Relatively easy to use Difficult to validate data e.g. an incorrect formula

Require less planning

Database strengths Database Weaknesses

Methods for keeping data up to date and consistent Require more planning and designing

Data is of higher quality than data stored in spreadsheets Harder to change structure once database is built

Good for storing and organizing information. Requires more technical knowledge to administrate

Backup and restore
Sometimes it is desired to bring a database back to a previous state (for many reasons, e.g., cases when the database
is found corrupted due to a software error, or if it has been updated with erroneous data). To achieve this a backup
operation is done occasionally or continuously, where each desired database state (i.e., the values of its data and their
embedding in database's data structures) is kept within dedicated backup files (many techniques exist to do this
effectively). When this state is needed, i.e., when it is decided by a database administrator to bring the database back
to this state (e.g., by specifying this state by a desired point in time when the database was in this state), these files
are utilized to restore that state.

Other
Other DBMS features might include:
• Database logs
•• Graphics component for producing graphs and charts, especially in a data warehouse system
• Query optimizer – Performs query optimization on every query to choose for it the most efficient query plan (a

partial order (tree) of operations) to be executed to compute the query result. May be specific to a particular
storage engine.

•• Tools or hooks for database design, application programming, application program maintenance, database
performance analysis and monitoring, database configuration monitoring, DBMS hardware configuration (a
DBMS and related database may span computers, networks, and storage units) and related database mapping
(especially for a distributed DBMS), storage allocation and database layout monitoring, storage migration, etc.
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Types of DBMS
There are four main types of database management systems (DBMS) and these are based upon their management of
database structures. In other words, the types of DBMS are entirely dependent upon how the database is structured
by that particular DBMS.

Hierarchical DBMS
A DBMS is said to be hierarchical if the relationships among data in the database are established in such a way that
one data item is present as the subordinate of another one or a sub unit. Here subordinate means that items have
"parent-child" relationships among them. Direct relationships exist between any two records that are stored
consecutively. The data structure "tree" is followed by the DBMS to structure the database. No backward movement
is possible/allowed in the hierarchical database.
The hierarchical data model was developed by IBM in 1968 and introduced in information management systems.
This model is like a structure of a tree with the records forming the nodes and fields forming the branches of the tree.
In the hierarchical model, records are linked in the form of an organization chart. A tree structure may establish
one-to-many relationship.....

Network DBMS
A DBMS is said to be a Network DBMS if the relationships among data in the database are of type many-to-many.
The relationships among many-to-many appears in the form of a network. Thus the structure of a network database is
extremely complicated because of these many-to-many relationships in which one record can be used as a key of the
entire database. A network database is structured in the form of a graph that is also a data structure. Though the
structure of such a DBMS is highly complicated however it has two basic elements i.e. records and sets to designate
many-to-many relationships. Mainly high-level languages such as Pascal, C++, COBOL and FORTRAN etc. were
used to implement the records and set structures.

Relational DBMS
A DBMS is said to be a Relational DBMS or RDBMS if the database relationships are treated in the form of a table.
There are three keys on relational DBMS: relation, domain and attributes. A network means it contains a
fundamental constructs sets or records sets contains one to many relationship,records contains fields statical table
that is composed of rows and columns is used to organize the database and its structure and is actually a two
dimension array in the computer memory. A number of RDBMSs are available, some popular examples are Oracle,
Sybase, Ingress, Informix, Microsoft SQL Server, and Microsoft Access.

Object-oriented DBMS
Able to handle many new data types, including graphics, photographs, audio, and video, object-oriented databases
represent a significant advance over their other database cousins. Hierarchical and network databases are all designed
to handle structured data; that is, data that fits nicely into fields, rows, and columns. They are useful for handling
small snippets of information such as names, addresses, zip codes, product numbers, and any kind of statistic or
number you can think of. On the other hand, an object-oriented database can be used to store data from a variety of
media sources, such as photographs and text, and produce work, as output, in a multimedia format.[1]

•• Object-oriented databases use small, reusable chunks of software called objects. The objects themselves are stored
in the object-oriented database. Each object consists of two elements: 1) a piece of data (e.g., sound, video, text,
or graphics), and 2) the instructions, or software programs called methods, for what to do with the data. Part two
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of this definition requires a little more explanation. The instructions contained within the object are used to do
something with the data in the object. For example, test scores would be within the object as would the
instructions for calculating average test score.

•• Object-oriented databases have two disadvantages. First, they are more costly to develop. Second, most
organizations are reluctant to abandon or convert from those databases that they have already invested money in
developing and implementing. However, the benefits to object-oriented databases are compelling. The ability to
mix and match reusable objects provides incredible multimedia capability. Healthcare organizations, for example,
can store, track, and recall CAT scans, X-rays, electrocardiograms and many other forms of crucial data.

References
[1] http:/ / www. personal. psu. edu/ glh10/ ist110/ topic/ topic07/ topic07_06. html

Data store
A data store is a data repository of a set of integrated objects. These objects are modeled using classes defined in
database schemas. Data store includes not only data repositories like databases, it is a more general concept that
includes also flat files that can store data.
Some data stores do represent data in only one schema, while other data stores use several schemas for this task. An
example are RDBMS-based data stores like MySQL or PostgreSQL.

Types
Data stores can be of different types, including:
• Paper files
• Simple files like a spreadsheet
• File systems
• Databases

• Relational databases are the most common type of database in the 2000s. Examples include MySQL,
PostgreSQL, Microsoft SQL Server, and Oracle Database.

• Object-oriented databases, like Caché or ConceptBase. They can save objects of an object-oriented design.
• Distributed data stores, like Apache Cassandra, Druid (open-source data store) or Dynamo
• Directory services
• VMware uses "datastore" to refer to a file that stores a virtual machine[1]
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Technical Information Project
The Technical Information Project (TIP) was an early database project. TIP included over 25,000 records and was
used to explore bibliographic coupling between works.
Developed by Meyer Mike Kessler at MIT around 1964, some of the innovations in TIP included the use of wild
cards, and boolean searching.

References
• Chronology of Information Science [1]

• Bourne, C.P. and Hahn, T. B. A History of Online Information Services, 1963-1976. Cambridge, MA: MIT Press,
2003.

References
[1] http:/ / www. libsci. sc. edu/ bob/ istchron/ ISCNET/ ISCHRON. HTM

http://en.wikipedia.org/w/index.php?title=Bibliographic_coupling
http://en.wikipedia.org/w/index.php?title=MIT
http://www.libsci.sc.edu/bob/istchron/ISCNET/ISCHRON.HTM
http://www.libsci.sc.edu/bob/istchron/ISCNET/ISCHRON.HTM


58

Introduction to Data Modeling

Data modeling

The data modeling process. The figure illustrates the way data models are developed and
used today. A conceptual data model is developed based on the data requirements for the
application that is being developed, perhaps in the context of an activity model. The data
model will normally consist of entity types, attributes, relationships, integrity rules, and

the definitions of those objects. This is then used as the start point for interface or
database design.

Data modeling in software
engineering is the process of creating a
data model for an information system
by applying formal data modeling
techniques.

Overview

Data modeling is a process used to
define and analyze data requirements
needed to support the business
processes within the scope of
corresponding information systems in
organizations. Therefore, the process
of data modeling involves professional
data modelers working closely with
business stakeholders, as well as
potential users of the information
system.

There are three different types of data
models produced while progressing
from requirements to the actual database to be used for the information system.[1] The data requirements are initially
recorded as a conceptual data model which is essentially a set of technology independent specifications about the
data and is used to discuss initial requirements with the business stakeholders. The conceptual model is then
translated into a logical data model, which documents structures of the data that can be implemented in databases.
Implementation of one conceptual data model may require multiple logical data models. The last step in data
modeling is transforming the logical data model to a physical data model that organizes the data into tables, and
accounts for access, performance and storage details. Data modeling defines not just data elements, but also their
structures and the relationships between them.[2]

Data modeling techniques and methodologies are used to model data in a standard, consistent, predictable manner in
order to manage it as a resource. The use of data modeling standards is strongly recommended for all projects
requiring a standard means of defining and analyzing data within an organization, e.g., using data modeling:
•• to assist business analysts, programmers, testers, manual writers, IT package selectors, engineers, managers,

related organizations and clients to understand and use an agreed semi-formal model the concepts of the
organization and how they relate to one another

•• to manage data as a resource
•• for the integration of information systems
•• for designing databases/data warehouses (aka data repositories)

http://en.wikipedia.org/w/index.php?title=Requirement
http://en.wikipedia.org/w/index.php?title=Activity_diagram
http://en.wikipedia.org/w/index.php?title=File%3A4-3_Data_Modelling_Today.svg
http://en.wikipedia.org/w/index.php?title=Software_engineering
http://en.wikipedia.org/w/index.php?title=Software_engineering
http://en.wikipedia.org/w/index.php?title=Information_system
http://en.wikipedia.org/w/index.php?title=Software_development_process
http://en.wikipedia.org/w/index.php?title=Requirement
http://en.wikipedia.org/w/index.php?title=Business_process
http://en.wikipedia.org/w/index.php?title=Business_process
http://en.wikipedia.org/w/index.php?title=Conceptual_modeling


Data modeling 59

Data modeling may be performed during various types of projects and in multiple phases of projects. Data models
are progressive; there is no such thing as the final data model for a business or application. Instead a data model
should be considered a living document that will change in response to a changing business. The data models should
ideally be stored in a repository so that they can be retrieved, expanded, and edited over time. Whitten et al. (2004)
determined two types of data modeling:
• Strategic data modeling: This is part of the creation of an information systems strategy, which defines an overall

vision and architecture for information systems is defined. Information engineering is a methodology that
embraces this approach.

• Data modeling during systems analysis: In systems analysis logical data models are created as part of the
development of new databases.

Data modeling is also used as a technique for detailing business requirements for specific databases. It is sometimes
called database modeling because a data model is eventually implemented in a database.[]

Data modeling topics

Data models

How data models deliver benefit.

Data models provide a structure for data
used within information systems by
providing specific definition and
format. If a data model is used
consistently across systems then
compatibility of data can be achieved. If
the same data structures are used to
store and access data then different
applications can share data seamlessly.
The results of this are indicated in the
diagram. However, systems and
interfaces often cost more than they
should, to build, operate, and maintain.
They may also constrain the business
rather than support it. This may occur
when the quality of the data models implemented in systems and interfaces is poor.[]

•• Business rules, specific to how things are done in a particular place, are often fixed in the structure of a data
model. This means that small changes in the way business is conducted lead to large changes in computer systems
and interfaces. So, business rules need to be implemented in a flexible way that does not result in complicated
dependencies, rather the data model should be flexible enough so that changes in the business can be implemented
within the data model in a relatively quick and efficient way.

•• Entity types are often not identified, or are identified incorrectly. This can lead to replication of data, data
structure and functionality, together with the attendant costs of that duplication in development and
maintenance.Therefore, data definitions should be made as explicit and easy to understand as possible to
minimize misinterpretation and duplication.

•• Data models for different systems are arbitrarily different. The result of this is that complex interfaces are
required between systems that share data. These interfaces can account for between 25-70% of the cost of current
systems. Required interfaces should be considered inherently while designing a data model, as a data model on its
own would not be usable without interfaces within different systems.
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•• Data cannot be shared electronically with customers and suppliers, because the structure and meaning of data has
not been standardised. To obtain optimal value from an implemented data model, it is very important to define
standards that will ensure that data models will both meet business needs and be consistent.

Conceptual, logical and physical schemas

The ANSI/SPARC three level architecture. This shows that a data model can be an
external model (or view), a conceptual model, or a physical model. This is not the only
way to look at data models, but it is a useful way, particularly when comparing models.

In 1975 ANSI described three kinds of
data-model instance:[3]

• Conceptual schema: describes the
semantics of a domain (the scope of
the model). For example, it may be a
model of the interest area of an
organization or of an industry. This
consists of entity classes,
representing kinds of things of
significance in the domain, and
relationships assertions about
associations between pairs of entity
classes. A conceptual schema
specifies the kinds of facts or
propositions that can be expressed
using the model. In that sense, it
defines the allowed expressions in an
artificial "language" with a scope that is limited by the scope of the model. Simply described, a conceptual
schema is the first step in organizing the data requirements.

• Logical schema: describes the structure of some domain of information. This consists of descriptions of (for
example) tables, columns, object-oriented classes, and XML tags. The logical schema and conceptual schema are
sometimes implemented as one and the same.

• Physical schema: describes the physical means used to store data. This is concerned with partitions, CPUs,
tablespaces, and the like.

According to ANSI, this approach allows the three perspectives to be relatively independent of each other. Storage
technology can change without affecting either the logical or the conceptual schema. The table/column structure can
change without (necessarily) affecting the conceptual schema. In each case, of course, the structures must remain
consistent across all schemas of the same data model.
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Data modeling process

Data modeling in the context of Business Process Integration.[4]

In the context of business process
integration (see figure), data modeling
complements business process
modeling, and ultimately results in
database generation.

The process of designing a database
involves producing the previously
described three types of schemas -
conceptual, logical, and physical. The
database design documented in these
schemas are converted through a Data
Definition Language, which can then
be used to generate a database. A fully
attributed data model contains detailed
attributes (descriptions) for every
entity within it. The term "database
design" can describe many different
parts of the design of an overall
database system. Principally, and most correctly, it can be thought of as the logical design of the base data structures
used to store the data. In the relational model these are the tables and views. In an object database the entities and
relationships map directly to object classes and named relationships. However, the term "database design" could also
be used to apply to the overall process of designing, not just the base data structures, but also the forms and queries
used as part of the overall database application within the Database Management System or DBMS.

In the process, system interfaces account for 25% to 70% of the development and support costs of current systems.
The primary reason for this cost is that these systems do not share a common data model. If data models are
developed on a system by system basis, then not only is the same analysis repeated in overlapping areas, but further
analysis must be performed to create the interfaces between them. Most systems within an organization contain the
same basic data, redeveloped for a specific purpose. Therefore, an efficiently designed basic data model can
minimize rework with minimal modifications for the purposes of different systems within the organization

Modeling methodologies
Data models represent information areas of interest. While there are many ways to create data models, according to
Len Silverston (1997)[5] only two modeling methodologies stand out, top-down and bottom-up:
• Bottom-up models or View Integration models are often the result of a reengineering effort. They usually start

with existing data structures forms, fields on application screens, or reports. These models are usually physical,
application-specific, and incomplete from an enterprise perspective. They may not promote data sharing,
especially if they are built without reference to other parts of the organization.

• Top-down logical data models, on the other hand, are created in an abstract way by getting information from
people who know the subject area. A system may not implement all the entities in a logical model, but the model
serves as a reference point or template.

Sometimes models are created in a mixture of the two methods: by considering the data needs and structure of an
application and by consistently referencing a subject-area model. Unfortunately, in many environments the
distinction between a logical data model and a physical data model is blurred. In addition, some CASE tools don’t
make a distinction between logical and physical data models.
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Entity relationship diagrams

Example of an IDEF1X Entity relationship diagrams used to model IDEF1X itself. The
name of the view is mm. The domain hierarchy and constraints are also given. The
constraints are expressed as sentences in the formal theory of the meta model.[6]

There are several notations for data
modeling. The actual model is
frequently called "Entity relationship
model", because it depicts data in
terms of the entities and relationships
described in the data. An
entity-relationship model (ERM) is an
abstract conceptual representation of
structured data. Entity-relationship
modeling is a relational schema
database modeling method, used in
software engineering to produce a type
of conceptual data model (or semantic
data model) of a system, often a
relational database, and its
requirements in a top-down fashion.

These models are being used in the
first stage of information system
design during the requirements
analysis to describe information needs
or the type of information that is to be
stored in a database. The data
modeling technique can be used to
describe any ontology (i.e. an overview and classifications of used terms and their relationships) for a certain
universe of discourse i.e. area of interest.

Several techniques have been developed for the design of data models. While these methodologies guide data
modelers in their work, two different people using the same methodology will often come up with very different
results. Most notable are:
• Bachman diagrams
•• Barker's Notation
•• Chen's Notation
•• Data Vault Modeling
• Extended Backus–Naur form
•• IDEF1X
•• Object-relational mapping
•• Object-Role Modeling
•• Relational Model
•• Relational Model/Tasmania
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Generic data modeling

Example of a Generic data model.[7]

Generic data models are generalizations
of conventional data models. They
define standardized general relation
types, together with the kinds of things
that may be related by such a relation
type. The definition of generic data
model is similar to the definition of a
natural language. For example, a
generic data model may define relation
types such as a 'classification relation',
being a binary relation between an
individual thing and a kind of thing (a
class) and a 'part-whole relation', being
a binary relation between two things,
one with the role of part, the other with
the role of whole, regardless the kind of
things that are related.

Given an extensible list of classes, this allows the classification of any individual thing and to specify part-whole
relations for any individual object. By standardization of an extensible list of relation types, a generic data model
enables the expression of an unlimited number of kinds of facts and will approach the capabilities of natural
languages. Conventional data models, on the other hand, have a fixed and limited domain scope, because the
instantiation (usage) of such a model only allows expressions of kinds of facts that are predefined in the model.

Semantic data modeling
The logical data structure of a DBMS, whether hierarchical, network, or relational, cannot totally satisfy the
requirements for a conceptual definition of data because it is limited in scope and biased toward the implementation
strategy employed by the DBMS.

Semantic data models.

Therefore, the need to define data from
a conceptual view has led to the
development of semantic data modeling
techniques. That is, techniques to define
the meaning of data within the context
of its interrelationships with other data.
As illustrated in the figure the real
world, in terms of resources, ideas,
events, etc., are symbolically defined
within physical data stores. A semantic
data model is an abstraction which
defines how the stored symbols relate to
the real world. Thus, the model must be
a true representation of the real world.

A semantic data model can be used to serve many purposes, such as:
•• planning of data resources
•• building of shareable databases
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•• evaluation of vendor software
•• integration of existing databases
The overall goal of semantic data models is to capture more meaning of data by integrating relational concepts with
more powerful abstraction concepts known from the Artificial Intelligence field. The idea is to provide high level
modeling primitives as integral part of a data model in order to facilitate the representation of real world situations.[8]
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Data model
In software engineering, the term data model is used in two related senses. In the sense covered by this article, it is a
description of the objects represented by a computer system together with their properties and relationships; these are
typically "real world" objects such as products, suppliers, customers, and orders. In the second sense, covered by the
article database model, it means a collection of concepts and rules used in defining data models: for example the
relational model uses relations and tuples, while the network model uses records, sets, and fields.

Overview of data modeling context: Data model is based on Data, Data relationship, Data
semantic and Data constraint. A data model provides the details of information to be

stored, and is of primary use when the final product is the generation of computer
software code for an application or the preparation of a functional specification to aid a
computer software make-or-buy decision. The figure is an example of the interaction

between process and data models.[1]

Data models are often used as an aid to
communication between the business
people defining the requirements for a
computer system and the technical
people defining the design in response
to those requirements. They are used to
show the data needed and created by
business processes.
According to Hoberman (2009), "A
data model is a wayfinding tool for
both business and IT professionals,
which uses a set of symbols and text to
precisely explain a subset of real
information to improve communication
within the organization and thereby
lead to a more flexible and stable
application environment."[2]

A data model explicitly determines the
structure of data. Data models are
specified in a data modeling notation,
which is often graphical in form.[3]

A data model can be sometimes referred to as a data structure, especially in the context of programming languages.
Data models are often complemented by function models, especially in the context of enterprise models.
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Overview
Managing large quantities of structured and unstructured data is a primary function of information systems. Data
models describe structured data for storage in data management systems such as relational databases. They typically
do not describe unstructured data, such as word processing documents, email messages, pictures, digital audio, and
video.

The role of data models

How data models deliver benefit.[4]

The main aim of data models is to
support the development of information
systems by providing the definition and
format of data. According to West and
Fowler (1999) "if this is done
consistently across systems then
compatibility of data can be achieved. If
the same data structures are used to
store and access data then different
applications can share data. The results
of this are indicated above. However,
systems and interfaces often cost more
than they should, to build, operate, and
maintain. They may also constrain the
business rather than support it. A major
cause is that the quality of the data models implemented in systems and interfaces is poor".

•• "Business rules, specific to how things are done in a particular place, are often fixed in the structure of a data
model. This means that small changes in the way business is conducted lead to large changes in computer systems
and interfaces".

•• "Entity types are often not identified, or incorrectly identified. This can lead to replication of data, data structure,
and functionality, together with the attendant costs of that duplication in development and maintenance".

•• "Data models for different systems are arbitrarily different. The result of this is that complex interfaces are
required between systems that share data. These interfaces can account for between 25-70% of the cost of current
systems".

•• "Data cannot be shared electronically with customers and suppliers, because the structure and meaning of data has
not been standardised. For example, engineering design data and drawings for process plant are still sometimes
exchanged on paper".

The reason for these problems is a lack of standards that will ensure that data models will both meet business needs
and be consistent. According to Hoberman (2009), "A data model is a wayfinding tool for both business and IT
professionals, which uses a set of symbols and text to precisely explain a subset of real information to improve
communication within the organization and thereby lead to a more flexible and stable application environment."[2]
A data model explicitly determines the structure of data or structured data. Typical applications of data models
include database models, design of information systems, and enabling exchange of data. Usually data models are
specified in a data modeling language.[3]
Communication and precision are the two key benefits that make a data model important to applications that use and
exchange data. A data model is the medium which project team members from different backgrounds and with
different levels of experience can communicate with one another. Precision means that the terms and rules on a data
model can be interpreted only one way and are not ambiguous.[2]
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A data model can be sometimes referred to as a data structure, especially in the context of programming languages.
Data models are often complemented by function models, especially in the context of enterprise models.

Three perspectives

The ANSI/SPARC three level architecture. This shows that a data model can be an
external model (or view), a conceptual model, or a physical model. This is not the only
way to look at data models, but it is a useful way, particularly when comparing models.

A data model instance may be one of
three kinds according to ANSI in
1975:[5]

• Conceptual data model : describes
the semantics of a domain, being the
scope of the model. For example, it
may be a model of the interest area
of an organization or industry. This
consists of entity classes,
representing kinds of things of
significance in the domain, and
relationships assertions about
associations between pairs of entity
classes. A conceptual schema
specifies the kinds of facts or
propositions that can be expressed
using the model. In that sense, it
defines the allowed expressions in an artificial 'language' with a scope that is limited by the scope of the model.
The use of conceptual schema has evolved to become a powerful communication tool with business users. Often
called a subject area model (SAM) or high-level data model (HDM), this model is used to communicate core data
concepts, rules, and definitions to a business user as part of an overall application development or enterprise
initiative. The number of objects should be very small and focused on key concepts. Try to limit this model to one
page, although for extremely large organizations or complex projects, the model might span two or more pages.[6]

• Logical data model : describes the semantics, as represented by a particular data manipulation technology. This
consists of descriptions of tables and columns, object oriented classes, and XML tags, among other things.

• Physical data model : describes the physical means by which data are stored. This is concerned with partitions,
CPUs, tablespaces, and the like.

The significance of this approach, according to ANSI, is that it allows the three perspectives to be relatively
independent of each other. Storage technology can change without affecting either the logical or the conceptual
model. The table/column structure can change without (necessarily) affecting the conceptual model. In each case, of
course, the structures must remain consistent with the other model. The table/column structure may be different from
a direct translation of the entity classes and attributes, but it must ultimately carry out the objectives of the
conceptual entity class structure. Early phases of many software development projects emphasize the design of a
conceptual data model. Such a design can be detailed into a logical data model. In later stages, this model may be
translated into physical data model. However, it is also possible to implement a conceptual model directly.

http://en.wikipedia.org/w/index.php?title=File%3A4-2_ANSI-SPARC_three_level_architecture.svg
http://en.wikipedia.org/w/index.php?title=ANSI
http://en.wikipedia.org/w/index.php?title=Conceptual_data_model


Data model 68

History
One of the earliest pioneering works in modelling information systems was done by Young and Kent (1958),[7][8]

who argued for "a precise and abstract way of specifying the informational and time characteristics of a data
processing problem". They wanted to create "a notation that should enable the analyst to organize the problem
around any piece of hardware". Their work was a first effort to create an abstract specification and invariant basis for
designing different alternative implementations using different hardware components. A next step in IS modelling
was taken by CODASYL, an IT industry consortium formed in 1959, who essentially aimed at the same thing as
Young and Kent: the development of "a proper structure for machine independent problem definition language, at
the system level of data processing". This led to the development of a specific IS information algebra.
In the 1960s data modeling gained more significance with the initiation of the management information system
(MIS) concept. According to Leondes (2002), "during that time, the information system provided the data and
information for management purposes. The first generation database system, called Integrated Data Store (IDS), was
designed by Charles Bachman at General Electric. Two famous database models, the network data model and the
hierarchical data model, were proposed during this period of time".[9] Towards the end of the 1960s Edgar F. Codd
worked out his theories of data arrangement, and proposed the relational model for database management based on
first-order predicate logic.[10]

In the 1970s entity relationship modeling emerged as a new type of conceptual data modeling, originally proposed in
1976 by Peter Chen. Entity relationship models were being used in the first stage of information system design
during the requirements analysis to describe information needs or the type of information that is to be stored in a
database. This technique can describe any ontology, i.e., an overview and classification of concepts and their
relationships, for a certain area of interest.
In the 1970s G.M. Nijssen developed "Natural Language Information Analysis Method" (NIAM) method, and
developed this in the 1980s in cooperation with Terry Halpin into Object-Role Modeling (ORM).
Bill Kent, in his 1978 book Data and Reality compared a data model to a map of a territory, emphasizing that in the
real world, "highways are not painted red, rivers don't have county lines running down the middle, and you can't see
contour lines on a mountain". In contrast to other researchers who tried to create models that were mathematically
clean and elegant, Kent emphasized the essential messiness of the real world, and the task of the data modeller to
create order out of chaos without excessively distorting the truth.
In the 1980s according to Jan L. Harrington (2000) "the development of the object-oriented paradigm brought about
a fundamental change in the way we look at data and the procedures that operate on data. Traditionally, data and
procedures have been stored separately: the data and their relationship in a database, the procedures in an application
program. Object orientation, however, combined an entity's procedure with its data."[11]

Types of data models

Database model
A database model is a specification describing how a database is structured and used. Several such models
have been suggested. Common models include:

Flat model Hierarchical model Network model Relational model
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• Flat model: This may not strictly qualify as a data model. The flat (or table) model consists of a single,
two-dimensional array of data elements, where all members of a given column are assumed to be similar values,
and all members of a row are assumed to be related to one another.

• Hierarchical model: In this model data is organized into a tree-like structure, implying a single upward link in
each record to describe the nesting, and a sort field to keep the records in a particular order in each same-level list.

• Network model: This model organizes data using two fundamental constructs, called records and sets. Records
contain fields, and sets define one-to-many relationships between records: one owner, many members.

• Relational model: is a database model based on first-order predicate logic. Its core idea is to describe a database
as a collection of predicates over a finite set of predicate variables, describing constraints on the possible values
and combinations of values.

Concept-oriented model Star schema

• Object-relational model: Similar to a relational database model, but objects, classes and inheritance are directly
supported in database schemas and in the query language.

• Star schema is the simplest style of data warehouse schema. The star schema consists of a few "fact tables"
(possibly only one, justifying the name) referencing any number of "dimension tables". The star schema is
considered an important special case of the snowflake schema.
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Data Structure Diagram

Example of a Data Structure Diagram.

A data structure diagram (DSD) is a diagram and data model
used to describe conceptual data models by providing
graphical notations which document entities and their
relationships, and the constraints that bind them. The basic
graphic elements of DSDs are boxes, representing entities,
and arrows, representing relationships. Data structure
diagrams are most useful for documenting complex data
entities.

Data structure diagrams are an extension of the
entity-relationship model (ER model). In DSDs, attributes are
specified inside the entity boxes rather than outside of them,
while relationships are drawn as boxes composed of attributes
which specify the constraints that bind entities together. The
E-R model, while robust, doesn't provide a way to specify the
constraints between relationships, and becomes visually
cumbersome when representing entities with several
attributes. DSDs differ from the ER model in that the ER
model focuses on the relationships between different entities,
whereas DSDs focus on the relationships of the elements
within an entity and enable users to fully see the links and
relationships between each entity.

There are several styles for representing data structure
diagrams, with the notable difference in the manner of
defining cardinality. The choices are between arrow heads,
inverted arrow heads (crow's feet), or numerical representation of the cardinality.

Example of an IDEF1X Entity relationship diagrams used to
model IDEF1X itself.[12]

Entity-relationship model

An entity-relationship model (ERM) is an abstract
conceptual data model (or semantic data model) used in
software engineering to represent structured data. There
are several notations used for ERMs.

Geographic data model

A data model in Geographic information systems is a
mathematical construct for representing geographic
objects or surfaces as data. For example,

• the vector data model represents geography as
collections of points, lines, and polygons;

• the raster data model represent geography as cell
matrixes that store numeric values;

• and the Triangulated irregular network (TIN) data
model represents geography as sets of contiguous,

nonoverlapping triangles.[13]
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Groups relate to process of
making a map[1]

NGMDB data model
applications[2]

NGMDB databases linked
together[3]

Representing
3D map

information[4]

Generic data model
Generic data models are generalizations of conventional data models. They define standardised general relation
types, together with the kinds of things that may be related by such a relation type. Generic data models are
developed as an approach to solve some shortcomings of conventional data models. For example, different modelers
usually produce different conventional data models of the same domain. This can lead to difficulty in bringing the
models of different people together and is an obstacle for data exchange and data integration. Invariably, however,
this difference is attributable to different levels of abstraction in the models and differences in the kinds of facts that
can be instantiated (the semantic expression capabilities of the models). The modelers need to communicate and
agree on certain elements which are to be rendered more concretely, in order to make the differences less significant.

Semantic data model

Semantic data models.

A semantic data model in software
engineering is a technique to define the
meaning of data within the context of
its interrelationships with other data. A
semantic data model is an abstraction
which defines how the stored symbols
relate to the real world. A semantic data
model is sometimes called a conceptual
data model.

The logical data structure of a database
management system (DBMS), whether
hierarchical, network, or relational,
cannot totally satisfy the requirements
for a conceptual definition of data because it is limited in scope and biased toward the implementation strategy
employed by the DBMS. Therefore, the need to define data from a conceptual view has led to the development of
semantic data modeling techniques. That is, techniques to define the meaning of data within the context of its
interrelationships with other data. As illustrated in the figure. The real world, in terms of resources, ideas, events,
etc., are symbolically defined within physical data stores. A semantic data model is an abstraction which defines how
the stored symbols relate to the real world. Thus, the model must be a true representation of the real world.
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Data model topics

Data architecture
Data architecture is the design of data for use in defining the target state and the subsequent planning needed to hit
the target state. It is usually one of several architecture domains that form the pillars of an enterprise architecture or
solution architecture.
A data architecture describes the data structures used by a business and/or its applications. There are descriptions of
data in storage and data in motion; descriptions of data stores, data groups and data items; and mappings of those
data artifacts to data qualities, applications, locations etc.
Essential to realizing the target state, Data architecture describes how data is processed, stored, and utilized in a
given system. It provides criteria for data processing operations that make it possible to design data flows and also
control the flow of data in the system.

Data modeling

The data modeling process.

Data modeling in software engineering
is the process of creating a data model
by applying formal data model
descriptions using data modeling
techniques. Data modeling is a
technique for defining business
requirements for a database. It is
sometimes called database modeling
because a data model is eventually
implemented in a database.[14]

The figure illustrates the way data
models are developed and used today.
A conceptual data model is developed
based on the data requirements for the
application that is being developed,
perhaps in the context of an activity
model. The data model will normally consist of entity types, attributes, relationships, integrity rules, and the
definitions of those objects. This is then used as the start point for interface or database design.

Data properties
Some important properties of data for which requirements need to be met are:
•• definition-related properties

• relevance: the usefulness of the data in the context of your business.
• clarity: the availability of a clear and shared definition for the data.
• consistency: the compatibility of the same type of data from different sources.
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Some important properties of data.

•• content-related properties
• timeliness: the availability of data

at the time required and how up to
date that data is.

• accuracy: how close to the truth
the data is.

•• properties related to both definition
and content
• completeness: how much of the

required data is available.
• accessibility: where, how, and to

whom the data is available or not
available (e.g. security).

• cost: the cost incurred in obtaining the data, and making it available for use.

Data organization
Another kind of data model describes how to organize data using a database management system or other data
management technology. It describes, for example, relational tables and columns or object-oriented classes and
attributes. Such a data model is sometimes referred to as the physical data model, but in the original ANSI three
schema architecture, it is called "logical". In that architecture, the physical model describes the storage media
(cylinders, tracks, and tablespaces). Ideally, this model is derived from the more conceptual data model described
above. It may differ, however, to account for constraints like processing capacity and usage patterns.
While data analysis is a common term for data modeling, the activity actually has more in common with the ideas
and methods of synthesis (inferring general concepts from particular instances) than it does with analysis (identifying
component concepts from more general ones). {Presumably we call ourselves systems analysts because no one can
say systems synthesists.} Data modeling strives to bring the data structures of interest together into a cohesive,
inseparable, whole by eliminating unnecessary data redundancies and by relating data structures with relationships.
A different approach is to use adaptive systems such as artificial neural networks that can autonomously create
implicit models of data.
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Data structure

A binary tree, a simple type of branching linked data structure.

A data structure is a way of storing data in a computer so
that it can be used efficiently. It is an organization of
mathematical and logical concepts of data. Often a
carefully chosen data structure will allow the most
efficient algorithm to be used. The choice of the data
structure often begins from the choice of an abstract data
type.

A data model describes the structure of the data within a
given domain and, by implication, the underlying
structure of that domain itself. This means that a data
model in fact specifies a dedicated grammar for a
dedicated artificial language for that domain. A data
model represents classes of entities (kinds of things)
about which a company wishes to hold information, the
attributes of that information, and relationships among those entities and (often implicit) relationships among those
attributes. The model describes the organization of the data to some extent irrespective of how data might be
represented in a computer system.

The entities represented by a data model can be the tangible entities, but models that include such concrete entity
classes tend to change over time. Robust data models often identify abstractions of such entities. For example, a data
model might include an entity class called "Person", representing all the people who interact with an organization.
Such an abstract entity class is typically more appropriate than ones called "Vendor" or "Employee", which identify
specific roles played by those people.

Array Hash table Linked list Stack (data
structure)

Data model theory
The term data model can have two meanings:[15]

1. A data model theory, i.e. a formal description of how data may be structured and accessed.
2. A data model instance, i.e. applying a data model theory to create a practical data model instance for some

particular application.
A data model theory has three main components:
•• The structural part: a collection of data structures which are used to create databases representing the entities or

objects modeled by the database.
•• The integrity part: a collection of rules governing the constraints placed on these data structures to ensure

structural integrity.
•• The manipulation part: a collection of operators which can be applied to the data structures, to update and query

the data contained in the database.
For example, in the relational model, the structural part is based on a modified concept of the mathematical relation;
the integrity part is expressed in first-order logic and the manipulation part is expressed using the relational algebra,
tuple calculus and domain calculus.
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A data model instance is created by applying a data model theory. This is typically done to solve some business
enterprise requirement. Business requirements are normally captured by a semantic logical data model. This is
transformed into a physical data model instance from which is generated a physical database. For example, a data
modeler may use a data modeling tool to create an entity-relationship model of the corporate data repository of some
business enterprise. This model is transformed into a relational model, which in turn generates a relational database.

Patterns
Patterns[16] are common data modeling structures that occur in many data models.

Related models

Data flow diagram

Data Flow Diagram example.[17]

A data flow diagram (DFD) is a graphical representation
of the "flow" of data through an information system. It
differs from the flowchart as it shows the data flow
instead of the control flow of the program. A data flow
diagram can also be used for the visualization of data
processing (structured design). Data flow diagrams were
invented by Larry Constantine, the original developer of
structured design,[18] based on Martin and Estrin's "data
flow graph" model of computation.

It is common practice to draw a context-level Data flow
diagram first which shows the interaction between the system and outside entities. The DFD is designed to show
how a system is divided into smaller portions and to highlight the flow of data between those parts. This
context-level Data flow diagram is then "exploded" to show more detail of the system being modeled

Information model
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Example of an EXPRESS G Information model.

An Information model is not a type of
data model, but more or less an
alternative model. Within the field of
software engineering both a data model
and an information model can be
abstract, formal representations of
entity types that includes their
properties, relationships and the
operations that can be performed on
them. The entity types in the model
may be kinds of real-world objects,
such as devices in a network, or they
may themselves be abstract, such as for
the entities used in a billing system.
Typically, they are used to model a
constrained domain that can be
described by a closed set of entity types,
properties, relationships and operations.
According to Lee (1999) an information model is a representation of concepts, relationships, constraints, rules, and
operations to specify data semantics for a chosen domain of discourse. It can provide sharable, stable, and organized
structure of information requirements for the domain context.[] More in general the term information model is used
for models of individual things, such as facilities, buildings, process plants, etc. In those cases the concept is
specialised to Facility Information Model, Building Information Model, Plant Information Model, etc. Such an
information model is an integration of a model of the facility with the data and documents about the facility.

An information model provides formalism to the description of a problem domain without constraining how that
description is mapped to an actual implementation in software. There may be many mappings of the information
model. Such mappings are called data models, irrespective of whether they are object models (e.g. using UML),
entity relationship models or XML schemas.
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Document Object Model, a standard object model
for representing HTML or XML.

Object model

An object model in computer science is a collection of objects or
classes through which a program can examine and manipulate some
specific parts of its world. In other words, the object-oriented interface
to some service or system. Such an interface is said to be the object
model of the represented service or system. For example, the
Document Object Model (DOM) [19] is a collection of objects that
represent a page in a web browser, used by script programs to examine
and dynamically change the page. There is a Microsoft Excel object
model[20] for controlling Microsoft Excel from another program, and
the ASCOM Telescope Driver is an object model for controlling an
astronomical telescope.

In computing the term object model has a distinct second meaning of
the general properties of objects in a specific computer programming
language, technology, notation or methodology that uses them. For
example, the Java object model, the COM object model, or the object
model of OMT. Such object models are usually defined using concepts

such as class, message, inheritance, polymorphism, and encapsulation. There is an extensive literature on formalized
object models as a subset of the formal semantics of programming languages.

Object-Role Model

Example of the application of Object-Role Modeling in a "Schema for Geologic
Surface", Stephen M. Richard (1999).[21]

Object-Role Modeling (ORM) is a
method for conceptual modeling, and
can be used as a tool for information
and rules analysis.[22]

Object-Role Modeling is a fact-oriented
method for performing systems analysis
at the conceptual level. The quality of a
database application depends critically
on its design. To help ensure
correctness, clarity, adaptability and
productivity, information systems are
best specified first at the conceptual
level, using concepts and language that
people can readily understand.

The conceptual design may include
data, process and behavioral
perspectives, and the actual DBMS used
to implement the design might be based on one of many logical data models (relational, hierarchic, network,
object-oriented etc.).[23]
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Unified Modeling Language models
The Unified Modeling Language (UML) is a standardized general-purpose modeling language in the field of
software engineering. It is a graphical language for visualizing, specifying, constructing, and documenting the
artifacts of a software-intensive system. The Unified Modeling Language offers a standard way to write a system's
blueprints, including:[24]

• Conceptual things such as business processes and system functions
• Concrete things such as programming language statements, database schemas, and
• Reusable software components.
UML offers a mix of functional models, data models, and database models.
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Database model

Collage of five types of database models.

A database model is a type of data
model that determines the logical
structure of a database and
fundamentally determines in which
manner data can be stored, organized,
and manipulated. The most popular
example of a database model is the
relational model, which uses a
table-based format.

Common logical data models for
databases include:

•• Hierarchical database model
•• Network model
•• Relational model
• Entity–relationship model

• Enhanced entity–relationship
model

•• Object model
•• Document model
• Entity–attribute–value model
•• Star schema
An object-relational database combines the two related structures.
Physical data models include:
•• Inverted index
•• Flat file
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Other models include:
•• Associative model
•• Multidimensional model
•• Multivalue model
•• Semantic model
•• XML database
•• Named graph
•• Triplestore

Relationships and functions
A given database management system may provide one or more of the five models. The optimal structure depends
on the natural organization of the application's data, and on the application's requirements, which include transaction
rate (speed), reliability, maintainability, scalability, and cost. Most database management systems are built around
one particular data model, although it is possible for products to offer support for more than one model.
Various physical data models can implement any given logical model. Most database software will offer the user
some level of control in tuning the physical implementation, since the choices that are made have a significant effect
on performance.
A model is not just a way of structuring data: it also defines a set of operations that can be performed on the data.
The relational model, for example, defines operations such as select (project) and join. Although these operations
may not be explicit in a particular query language, they provide the foundation on which a query language is built.

Flat model

Flat File Model.

The flat (or table) model consists of a
single, two-dimensional array of data
elements, where all members of a
given column are assumed to be
similar values, and all members of a
row are assumed to be related to one
another. For instance, columns for
name and password that might be used
as a part of a system security database.
Each row would have the specific
password associated with an individual
user. Columns of the table often have a
type associated with them, defining them as character data, date or time information, integers, or floating point
numbers. This tabular format is a precursor to the relational model.
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Early data models
These models were popular in the 1960s, 1970s, but nowadays can be found primarily in old legacy systems. They
are characterized primarily by being navigational with strong connections between their logical and physical
representations, and deficiencies in data independence.

Hierarchical model

Hierarchical Model.

In a hierarchical model, data is
organized into a tree-like structure,
implying a single parent for each
record. A sort field keeps sibling
records in a particular order.
Hierarchical structures were widely
used in the early mainframe database
management systems, such as the
Information Management System
(IMS) by IBM, and now describe the
structure of XML documents. This
structure allows one one-to-many
relationship between two types of data.
This structure is very efficient to

describe many relationships in the real world; recipes, table of contents, ordering of paragraphs/verses, any nested
and sorted information.

This hierarchy is used as the physical order of records in storage. Record access is done by navigating through the
data structure using pointers combined with sequential accessing. Because of this, the hierarchical structure is
inefficient for certain database operations when a full path (as opposed to upward link and sort field) is not also
included for each record. Such limitations have been compensated for in later IMS versions by additional logical
hierarchies imposed on the base physical hierarchy.
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Network model

Network Model.

The network model expands upon the
hierarchical structure, allowing
many-to-many relationships in a
tree-like structure that allows multiple
parents. It was the most popular before
being replaced by the relational model,
and is defined by the CODASYL
specification.

The network model organizes data
using two fundamental concepts, called
records and sets. Records contain
fields (which may be organized
hierarchically, as in the programming
language COBOL). Sets (not to be
confused with mathematical sets)
define one-to-many[1] relationships
between records: one owner, many
members. A record may be an owner
in any number of sets, and a member in any number of sets.

A set consists of circular linked lists where one record type, the set owner or parent, appears once in each circle, and
a second record type, the subordinate or child, may appear multiple times in each circle. In this way a hierarchy may
be established between any two record types, e.g., type A is the owner of B. At the same time another set may be
defined where B is the owner of A. Thus all the sets comprise a general directed graph (ownership defines a
direction), or network construct. Access to records is either sequential (usually in each record type) or by navigation
in the circular linked lists.

The network model is able to represent redundancy in data more efficiently than in the hierarchical model, and there
can be more than one path from an ancestor node to a descendant. The operations of the network model are
navigational in style: a program maintains a current position, and navigates from one record to another by following
the relationships in which the record participates. Records can also be located by supplying key values.
Although it is not an essential feature of the model, network databases generally implement the set relationships by
means of pointers that directly address the location of a record on disk. This gives excellent retrieval performance, at
the expense of operations such as database loading and reorganization.
Popular DBMS products that utilized it were Cincom Systems' Total and Cullinet's IDMS. IDMS gained a
considerable customer base; in the 1980s, it adopted the relational model and SQL in addition to its original tools
and languages.
Most object databases (invented in the 1990s) use the navigational concept to provide fast navigation across
networks of objects, generally using object identifiers as "smart" pointers to related objects. Objectivity/DB, for
instance, implements named one-to-one, one-to-many, many-to-one, and many-to-many named relationships that can
cross databases. Many object databases also support SQL, combining the strengths of both models.
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Inverted file model
In an inverted file or inverted index, the contents of the data are used as keys in a lookup table, and the values in the
table are pointers to the location of each instance of a given content item. This is also the logical structure of
contemporary database indexes, which might only use the contents from a particular columns in the lookup table.
The inverted file data model can put indexes in a second set of files next to existing flat database files, in order to
efficiently directly access needed records in these files.
Notable for using this data model is the ADABAS DBMS of Software AG, introduced in 1970. ADABAS has
gained considerable customer base and exists and supported until today. In the 1980s it has adopted the relational
model and SQL in addition to its original tools and languages.

Relational model

The relational model was introduced by E.F. Codd in 1970[2] as a way to make database management systems more
independent of any particular application. It is a mathematical model defined in terms of predicate logic and set
theory, and systems implementing it have been used by mainframe, midrange and microcomputer systems.
The products that are generally referred to as relational databases in fact implement a model that is only an
approximation to the mathematical model defined by Codd. Three key terms are used extensively in relational
database models: relations, attributes, and domains. A relation is a table with columns and rows. The named
columns of the relation are called attributes, and the domain is the set of values the attributes are allowed to take.
The basic data structure of the relational model is the table, where information about a particular entity (say, an
employee) is represented in rows (also called tuples) and columns. Thus, the "relation" in "relational database" refers
to the various tables in the database; a relation is a set of tuples. The columns enumerate the various attributes of the
entity (the employee's name, address or phone number, for example), and a row is an actual instance of the entity (a
specific employee) that is represented by the relation. As a result, each tuple of the employee table represents various
attributes of a single employee.
All relations (and, thus, tables) in a relational database have to adhere to some basic rules to qualify as relations.
First, the ordering of columns is immaterial in a table. Second, there can't be identical tuples or rows in a table. And
third, each tuple will contain a single value for each of its attributes.
A relational database contains multiple tables, each similar to the one in the "flat" database model. One of the
strengths of the relational model is that, in principle, any value occurring in two different records (belonging to the
same table or to different tables), implies a relationship among those two records. Yet, in order to enforce explicit
integrity constraints, relationships between records in tables can also be defined explicitly, by identifying or
non-identifying parent-child relationships characterized by assigning cardinality (1:1, (0)1:M, M:M). Tables can also
have a designated single attribute or a set of attributes that can act as a "key", which can be used to uniquely identify
each tuple in the table.
A key that can be used to uniquely identify a row in a table is called a primary key. Keys are commonly used to join 
or combine data from two or more tables. For example, an Employee table may contain a column named Location 
which contains a value that matches the key of a Location table. Keys are also critical in the creation of indexes, 
which facilitate fast retrieval of data from large tables. Any column can be a key, or multiple columns can be
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grouped together into a compound key. It is not necessary to define all the keys in advance; a column can be used as
a key even if it was not originally intended to be one.
A key that has an external, real-world meaning (such as a person's name, a book's ISBN, or a car's serial number) is
sometimes called a "natural" key. If no natural key is suitable (think of the many people named Brown), an arbitrary
or surrogate key can be assigned (such as by giving employees ID numbers). In practice, most databases have both
generated and natural keys, because generated keys can be used internally to create links between rows that cannot
break, while natural keys can be used, less reliably, for searches and for integration with other databases. (For
example, records in two independently developed databases could be matched up by social security number, except
when the social security numbers are incorrect, missing, or have changed.)
The most common query language used with the relational model is the Structured Query Language (SQL).

Dimensional model
The dimensional model is a specialized adaptation of the relational model used to represent data in data warehouses
in a way that data can be easily summarized using online analytical processing, or OLAP queries. In the dimensional
model, a database schema consists of a single large table of facts that are described using dimensions and measures.
A dimension provides the context of a fact (such as who participated, when and where it happened, and its type) and
is used in queries to group related facts together. Dimensions tend to be discrete and are often hierarchical; for
example, the location might include the building, state, and country. A measure is a quantity describing the fact, such
as revenue. It is important that measures can be meaningfully aggregated—for example, the revenue from different
locations can be added together.
In an OLAP query, dimensions are chosen and the facts are grouped and aggregated together to create a summary.
The dimensional model is often implemented on top of the relational model using a star schema, consisting of one
highly normalized table containing the facts, and surrounding denormalized tables containing each dimension. An
alternative physical implementation, called a snowflake schema, normalizes multi-level hierarchies within a
dimension into multiple tables.
A data warehouse can contain multiple dimensional schemas that share dimension tables, allowing them to be used
together. Coming up with a standard set of dimensions is an important part of dimensional modeling.
Its high performance has made the dimensional model the most popular database structure for OLAP.

Post-relational database models
Products offering a more general data model than the relational model are sometimes classified as post-relational.[3]

Alternate terms include "hybrid database", "Object-enhanced RDBMS" and others. The data model in such products
incorporates relations but is not constrained by E.F. Codd's Information Principle, which requires that

all information in the database must be cast explicitly in terms of values in relations and in no other way
Some of these extensions to the relational model integrate concepts from technologies that pre-date the relational
model. For example, they allow representation of a directed graph with trees on the nodes. The German company
sones implements this concept in its GraphDB.
Some post-relational products extend relational systems with non-relational features. Others arrived in much the
same place by adding relational features to pre-relational systems. Paradoxically, this allows products that are
historically pre-relational, such as PICK and MUMPS, to make a plausible claim to be post-relational.
The resource space model (RSM) is a non-relational data model based on multi-dimensional classification.

http://en.wikipedia.org/w/index.php?title=ISBN
http://en.wikipedia.org/w/index.php?title=Social_security_number
http://en.wikipedia.org/w/index.php?title=Dimensional_database
http://en.wikipedia.org/w/index.php?title=OLAP
http://en.wikipedia.org/w/index.php?title=Dimensional_modeling
http://en.wikipedia.org/w/index.php?title=E.F._Codd
http://en.wikipedia.org/w/index.php?title=Tree_data_structure
http://en.wikipedia.org/w/index.php?title=GraphDB
http://en.wikipedia.org/w/index.php?title=Pick_operating_system
http://en.wikipedia.org/w/index.php?title=MUMPS


Database model 85

Graph model
Graph databases allow even more general structure than a network database; any node may be connected to any other
node.

Multivalue model
Multivalue databases are "lumpy" data, in that they can store exactly the same way as relational databases, but they
also permit a level of depth which the relational model can only approximate using sub-tables. This is nearly
identical to the way XML expresses data, where a given field/attribute can have multiple right answers at the same
time. Multivalue can be thought of as a compressed form of XML.
An example is an invoice, which in either multivalue or relational data could be seen as (A) Invoice Header Table -
one entry per invoice, and (B) Invoice Detail Table - one entry per line item. In the multivalue model, we have the
option of storing the data as on table, with an embedded table to represent the detail: (A) Invoice Table - one entry
per invoice, no other tables needed.
The advantage is that the atomicity of the Invoice (conceptual) and the Invoice (data representation) are one-to-one.
This also results in fewer reads, less referential integrity issues, and a dramatic decrease in the hardware needed to
support a given transaction volume.

Object-oriented database models

Example of an Object-Oriented Model.

In the 1990s, the object-oriented
programming paradigm was applied to
database technology, creating a new
database model known as object
databases. This aims to avoid the
object-relational impedance mismatch
- the overhead of converting
information between its representation
in the database (for example as rows in
tables) and its representation in the
application program (typically as
objects). Even further, the type system
used in a particular application can be
defined directly in the database,
allowing the database to enforce the
same data integrity invariants. Object
databases also introduce the key ideas
of object programming, such as encapsulation and polymorphism, into the world of databases.

A variety of these ways have been tried Wikipedia:Manual of Style/Words to watch#Unsupported attributionsfor
storing objects in a database. SomeWikipedia:Avoid weasel words products have approached the problem from the
application programming end, by making the objects manipulated by the program persistent. This typically requires
the addition of some kind of query language, since conventional programming languages do not have the ability to
find objects based on their information content. OthersWikipedia:Avoid weasel words have attacked the problem
from the database end, by defining an object-oriented data model for the database, and defining a database
programming language that allows full programming capabilities as well as traditional query facilities.
Object databases suffered because of a lack of standardization: although standards were defined by ODMG, they 
were never implemented well enough to ensure interoperability between products. Nevertheless, object databases
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have been used successfully in many applications: usually specialized applications such as engineering databases or
molecular biology databases rather than mainstream commercial data processing. However, object database ideas
were picked up by the relational vendors and influenced extensions made to these products and indeed to the SQL
language.
An alternative to translating between objects and relational databases is to use an object-relational mapping (ORM)
library.
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Database design
Database design is the process of producing a detailed data model of a database. This logical data model contains all
the needed logical and physical design choices and physical storage parameters needed to generate a design in a Data
Definition Language, which can then be used to create a database. A fully attributed data model contains detailed
attributes for each entity.
The term database design can be used to describe many different parts of the design of an overall database system.
Principally, and most correctly, it can be thought of as the logical design of the base data structures used to store the
data. In the relational model these are the tables and views. In an object database the entities and relationships map
directly to object classes and named relationships. However, the term database design could also be used to apply to
the overall process of designing, not just the base data structures, but also the forms and queries used as part of the
overall database application within the database management system (DBMS).[1]

The process of doing database design generally consists of a number of steps which will be carried out by the
database designer. Usually, the designer must:
•• Determine the relationships between the different data elements.
• Superimpose a logical structure upon the data on the basis of these relationships.[2]
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ER diagram (entity-relationship model)

A sample Entity-relationship diagram

Database designs also include ER
(Entity-relationship model) diagrams.
An ER diagram is a diagram that helps
to design databases in an efficient way.

Attributes in ER diagrams are usually
modeled as an oval with the name of the
attribute, linked to the entity or
relationship that contains the attribute.
Within the relational model the final
step can generally be broken down into
two further steps, that of determining
the grouping of information within the
system, generally determining what are
the basic objects about which
information is being stored, and then
determining the relationships between
these groups of information, or objects.
This step is not necessary with an
Object database.

Design process[3]

1. Determine the purpose of the database - This helps prepare for the remaining steps.
2. Find and organize the information required - Gather all of the types of information to record in the database,

such as product name and order number.
3. Divide the information into tables - Divide information items into major entities or subjects, such as Products

or Orders. Each subject then becomes a table.
4. Turn information items into columns - Decide what information needs to be stored in each table. Each item

becomes a field, and is displayed as a column in the table. For example, an Employees table might include fields
such as Last Name and Hire Date.

5. Specify primary keys - Choose each table’s primary key. The primary key is a column, or a set of columns, that
is used to uniquely identify each row. An example might be Product ID or Order ID.

6. Set up the table relationships - Look at each table and decide how the data in one table is related to the data in
other tables. Add fields to tables or create new tables to clarify the relationships, as necessary.

7. Refine the design - Analyze the design for errors. Create tables and add a few records of sample data. Check if
results come from the tables as expected. Make adjustments to the design, as needed.

8. Apply the normalization rules - Apply the data normalization rules to see if tables are structured correctly.
Make adjustments to the tables
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Determining data to be stored
In a majority of cases, a person who is doing the design of a database is a person with expertise in the area of
database design, rather than expertise in the domain from which the data to be stored is drawn e.g. financial
information, biological information etc. Therefore the data to be stored in the database must be determined in
cooperation with a person who does have expertise in that domain, and who is aware of what data must be stored
within the system.
This process is one which is generally considered part of requirements analysis, and requires skill on the part of the
database designer to elicit the needed information from those with the domain knowledge. This is because those with
the necessary domain knowledge frequently cannot express clearly what their system requirements for the database
are as they are unaccustomed to thinking in terms of the discrete data elements which must be stored. Data to be
stored can be determined by Requirement Specification.[4]

Normalization
In the field of relational database design, normalization is a systematic way of ensuring that a database structure is
suitable for general-purpose querying and free of certain undesirable characteristics—insertion, update, and deletion
anomalies—that could lead to a loss of data integrity.
A standard piece of database design guidance is that the designer should create a fully normalized design; selective
denormalization can subsequently be performed, but only for performance reasons. However, some modeling
disciplines, such as the dimensional modeling approach to data warehouse design, explicitly recommend
non-normalized designs, i.e. designs that in large part do not adhere to 3NF. Normalization consists of normal forms
that are 1NF,2NF,3NF,BOYCE-CODD NF (3.5NF),4NF and 5NF

Types of Database design

Conceptual schema
Once a database designer is aware of the data which is to be stored within the database, they must then determine
where dependency is within the data. Sometimes when data is changed you can be changing other data that is not
visible. For example, in a list of names and addresses, assuming a situation where multiple people can have the same
address, but one person cannot have more than one address, the address is dependent upon the name. When provided
a name and the list the address can be uniquely determined; however, the inverse does not hold - when given an
address and the list, a name cannot be uniquely determined because multiple people can reside at an address.
Because an address is determined by a name, an address is considered dependent on a name.
(NOTE: A common misconception is that the relational model is so called because of the stating of relationships
between data elements therein. This is not true. The relational model is so named because it is based upon the
mathematical structures known as relations.)

http://en.wikipedia.org/w/index.php?title=Requirements_analysis
http://en.wikipedia.org/w/index.php?title=Computer_performance
http://en.wikipedia.org/w/index.php?title=Dimensional_modeling
http://en.wikipedia.org/w/index.php?title=Relation_%28mathematics%29


Database design 89

Logically structuring data
Once the relationships and dependencies amongst the various pieces of information have been determined, it is
possible to arrange the data into a logical structure which can then be mapped into the storage objects supported by
the database management system. In the case of relational databases the storage objects are tables which store data in
rows and columns.
Each table may represent an implementation of either a logical object or a relationship joining one or more instances
of one or more logical objects. Relationships between tables may then be stored as links connecting child tables with
parents. Since complex logical relationships are themselves tables they will probably have links to more than one
parent.
In an Object database the storage objects correspond directly to the objects used by the Object-oriented programming
language used to write the applications that will manage and access the data. The relationships may be defined as
attributes of the object classes involved or as methods that operate on the object classes.

Schema Refinement
The Schema Refinement of the database specifies that how the data is Normalized and reduce the Data Insufficiency
and Conflicts also.

Physical design
The physical design of the database specifies the physical configuration of the database on the storage media. This
includes detailed specification of data elements, data types, indexing options and other parameters residing in the
DBMS data dictionary. It is the detailed design of a system that includes modules & the database's hardware &
software specifications of the system.
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External links
• (http:/ / www. sqlteam. com/ article/ database-design-and-modeling-fundamentals)
• (http:/ / office. microsoft. com/ en-us/ access/ HA012242471033. aspx)
• Database Normalization Basics (http:/ / databases. about. com/ od/ specificproducts/ a/ normalization. htm) by

Mike Chapple (About.com)
• Database Normalization Intro (http:/ / www. databasejournal. com/ sqletc/ article. php/ 1428511), Part 2 (http:/ /

www. databasejournal. com/ sqletc/ article. php/ 26861_1474411_1)
• "An Introduction to Database Normalization" (http:/ / web. archive. org/ web/ 20110606025027/ http:/ / dev.

mysql. com/ tech-resources/ articles/ intro-to-normalization. html). Archived from the original (http:/ / dev.
mysql. com/ tech-resources/ articles/ intro-to-normalization. html) on 2011-06-06. Retrieved 2012-02-25.
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windows/ database/ datamodeling/ rm/ rm7. html). Archived from the original (http:/ / www. utexas. edu/ its/
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html)
• Database design (http:/ / www. dmoz. org/ Computers/ Data_Formats/ Database) on the Open Directory Project

Conceptual schema
This is a high-level description of a business informational needs. It typically includes only the main concepts and
the main relationship among them. Typically this is a first-cut model, with insufficient detail to build an actual
database.[1]

Overview
A conceptual schema or conceptual data model is a map of concepts and their relationships used for databases.
This describes the semantics of an organization and represents a series of assertions about its nature. Specifically, it
describes the things of significance to an organization (entity classes), about which it is inclined to collect
information, and characteristics of (attributes) and associations between pairs of those things of significance
(relationships).
Because a conceptual schema represents the semantics of an organization, and not a database design, it may exist on
various levels of abstraction. The original ANSI four-schema architecture began with the set of external schemas that
each represent one person's view of the world around him or her. These are consolidated into a single conceptual
schema that is the superset of all of those external views. A data model can be as concrete as each person's
perspective, but this tends to make it inflexible. If that person's world changes, the model must change. Conceptual
data models take a more abstract perspective, identifying the fundamental things, of which the things an individual
deals with are just examples.
The model does allow for what is called inheritance in object oriented terms. The set of instances of an entity class
may be subdivided into entity classes in their own right. Thus, each instance of a sub-type entity class is also an
instance of the entity class's super-type. Each instance of the super-type entity class, then is also an instance of one of
the sub-type entity classes.
Super-type/sub-type relationships may be exclusive or not. A methodology may require that each instance of a
super-type may only be an instance of one sub-type. Similarly, a super-type/sub-type relationship may be exhaustive
or not. It is exhaustive if the methodology requires that each instance of a super-type must be an instance of a
sub-type.
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Example relationships
• Each PERSON may be the vendor in one or more ORDERS..
• Each ORDER must be from one and only one PERSON.
• PERSON is a sub-type of PARTY. (Meaning that every instance of PERSON is also an instance of PARTY.)
• Each EMPLOYEE may have a supervisor who is also an EMPLOYEE.

Data structure diagram

Data Structure Diagram.

A data structure diagram (DSD) is a data model or diagram used to
describe conceptual data models by providing graphical notations
which document entities and their relationships, and the constraints
that bind them.
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Data structure diagram

Example of a Data Structure Diagram.

Data Structure Diagram (DSD) is a diagram of the
conceptual data model which documents the entities and their
relationships, as well as the constraints that connect to them.

The basic graphic notation elements of DSDs are boxes which
represent entities.The arrow symbol represents relationships.
Data structure diagrams are most useful for documenting
complex data entities.

Overview

Data Structure Diagram.

Data Structure Diagram is a diagram type that is used to depict the
structure of data elements in the data dictionary. The data structure
diagram is a graphical alternative to the composition specifications
within such data dictionary entries.[1]

The data structure diagrams is a predecessor of the entity-relationship
model (E-R model). In DSDs, attributes are specified inside the entity
boxes rather than outside of them, while relationships are drawn as
boxes composed of attributes which specify the constraints that bind
entities together. DSDs differ from the E-R model in that the E-R

model focuses on the relationships between different entities, whereas DSDs focus on the relationships of the
elements within an entity.

There are several styles for representing data structure diagrams, with the notable difference in the manner of
defining cardinality. The choices are between arrow heads, inverted arrow heads (crow's feet), or numerical
representation of the cardinality.
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Bachman diagram

Illustration of set type using a Bachman diagram.

A Bachman diagram is a certain type
of data structure diagram,[2] and is
used to design the data with a network
or relational "logical" model,
separating the data model from the
way the data is stored in the system.
The model is named after database
pioneer Charles Bachman, and mostly
used in computer software design.

In a relational model, a relation is the
cohesion of attributes that are fully and
not transitive functional
dependent[clarify] of every key in that relation. The coupling between the relations is based on accordant attributes.
For every relation, a rectangle has to be drawn and every coupling is illustrated by a line that connects the relations.
On the edge of each line, arrows indicate the cardinality. We have 1-to-n, 1-to-1 and n-to-n. The latter has to be
avoided and must be replaced by two 1-to-n couplings.
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Hierarchical database model
Hierarchical model redirects here. For the statistics usage, see hierarchical linear modeling or hierarchical
Bayesian model.

A hierarchical database model is a data model in which the data is organized into a tree-like structure. The
structure allows representing information using parent/child relationships: each parent can have many children, but
each child has only one parent (also known as a 1-to-many relationship). All attributes of a specific record are
listed under an entity type.

Example of a hierarchical model

In a database an entity type is the
equivalent of a table. Each individual
record is represented as a row, and each
attribute as a column. Entity types are
related to each other using 1:N
mappings, also known as one-to-many
relationships. This model is recognized
as the first database model created by
IBM in the 1960s.

Currently the most widely used
hierarchical databases are IMS
developed by IBM and Windows
Registry by Microsoft.

History
The hierarchical structure was used in early mainframe DBMS. Records' relationships form a treelike model. This
structure is simple but inflexible because the relationship is confined to a one-to-many relationship. The IBM
Information Management System (IMS) and the RDM Mobile are examples of a hierarchical database system with
multiple hierarchies over the same data. RDM Mobile is a newly designed embedded database for a mobile computer
system.[citation needed]

The hierarchical data model lost traction as Codd's relational model became the de facto standard used by virtually
all mainstream database management systems. A relational-database implementation of a hierarchical model was
first discussed in published form in 1992[1] (see also nested set model). Hierarchical data organization schemes
resurfaced with the advent of XML in the late 1990s (see also XML database). The hierarchical structure is used
primarily today for storing geographic information and file systems.[citation needed] Currently the most widely used
hierarchical databases are IMS and Windows Registry by Microsoft.[citation needed]

Examples of hierarchical data represented as relational tables
An organization could store employee information in a table that contains attributes/columns such as employee
number, first name, last name, and Department number. The organization provides each employee with computer
hardware as needed, but computer equipment may only be used by the employee to which it is assigned. The
organization could store the computer hardware information in a separate table that includes each part's serial
number, type, and the employee that uses it. The tables might look like this:
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EmpNo First Name Last Name Dept. Num

100 Sally Baker 10-L

101 Jack Douglas 10-L

102 Sarah Schultz 20-B

103 David Drachmeier 20-B

Serial Num Type User EmpNo

3009734-4 Computer 100

3-23-283742 Monitor 100

2-22-723423 Monitor 100

232342 Printer 100

In this model, the employee data table represents the "parent" part of the hierarchy, while the computer table
represents the "child" part of the hierarchy. In contrast to tree structures usually found in computer software
algorithms, in this model the children point to the parents. As shown, each employee may possess several pieces of
computer equipment, but each individual piece of computer equipment may have only one employee owner.
Consider the following structure:

EmpNo Designation ReportsTo

10 Director

20 Senior Manager 10

30 Typist 20

40 Programmer 20

In this, the "child" is the same type as the "parent". The hierarchy stating EmpNo 10 is boss of 20, and 30 and 40
each report to 20 is represented by the "ReportsTo" column. In Relational database terms, the ReportsTo column is a
foreign key referencing the EmpNo column. If the "child" data type were different, it would be in a different table,
but there would still be a foreign key referencing the EmpNo column of the employees table.
This simple model is commonly known as the adjacency list model, and was introduced by Dr. Edgar F. Codd after
initial criticisms surfaced that the relational model could not model hierarchical data.
The Windows Registry is a hierarchical database that stores configuration settings and options on Microsoft
Windows operating systems.

References
[1] Michael J. Kamfonas/Recursive Hierarchies: The Relational Taboo! (http:/ / www. kamfonas. com/ id3. html)--The Relation Journal,

October/November 1992

External links
• Troels' links to Hierarchical data in RDBMSs (http:/ / troels. arvin. dk/ db/ rdbms/ links/ #hierarchical)
• Managing Hierarchical Data in MySQL (http:/ / web. archive. org/ web/ 20110606032941/ http:/ / dev. mysql.

com/ tech-resources/ articles/ hierarchical-data. html) (This page is from archive.org as the page has been
removed from MySQL.com)

• Hierarchical data in MySQL: parents and children in one query (http:/ / explainextended. com/ 2009/ 07/ 20/
hierarchical-data-in-mysql-parents-and-children-in-one-query/ )

• Create Hierarchy Chart from Hierarchical Database (http:/ / unifosys. com/ hierarchy-chart/
Create_Organization_Chart_from_Mutiple_Tables. html)
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Network model

Example of a Network Model.

The network model is a database
model conceived as a flexible way of
representing objects and their
relationships. Its distinguishing feature
is that the schema, viewed as a graph in
which object types are nodes and
relationship types are arcs, is not
restricted to being a hierarchy or lattice.

Overview

While the hierarchical database model
structures data as a tree of records, with
each record having one parent record
and many children, the network model
allows each record to have multiple
parent and child records, forming a
generalized graph structure. This
property applies at two levels: the schema is a generalized graph of record types connected by relationship types
(called "set types" in CODASYL), and the database itself is a generalized graph of record occurrences connected by
relationships (CODASYL "sets"). Cycles are permitted at both levels. The chief argument in favour of the network
model, in comparison to the hierarchic model, was that it allowed a more natural modeling of relationships between
entities. Although the model was widely implemented and used, it failed to become dominant for two main reasons.
Firstly, IBM chose to stick to the hierarchical model with semi-network extensions in their established products such
as IMS and DL/I. Secondly, it was eventually displaced by the relational model, which offered a higher-level, more
declarative interface. Until the early 1980s the performance benefits of the low-level navigational interfaces offered
by hierarchical and network databases were persuasive for many large-scale applications, but as hardware became
faster, the extra productivity and flexibility of the relational model led to the gradual obsolescence of the network
model in corporate enterprise usage.

Database systems
Some well-known database systems that use the network model include:
• Integrated Data Store (IDS)
• IDMS (Integrated Database Management System)
•• RDM Embedded
•• RDM Server
•• TurboIMAGE
•• Univac DMS-1100
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History
The network model's original inventor was Charles Bachman, and it was developed into a standard specification
published in 1969 by the Conference on Data Systems Languages (CODASYL) Consortium. This was followed by a
second publication in 1971, which became the basis for most implementations. Subsequent work continued into the
early 1980s, culminating in an ISO specification, but this had little influence on products.

Further reading
• Charles W. Bachman, The Programmer as Navigator. ACM Turing Award lecture, Communications of the ACM,

Volume 16, Issue 11, 1973, pp. 653–658, ISSN 0001-0782 [1], doi:10.1145/355611.362534 [2]

External links
• CODASYL Systems Committee "Survey of Data Base Systems", 1968 [3] (edited and annotated in 2007 by Ken

North)
• Network (CODASYL) Data Model [4]

References
[1] http:/ / www. worldcat. org/ search?fq=x0:jrnl& q=n2:0001-0782
[2] http:/ / dx. doi. org/ 10. 1145%2F355611. 362534
[3] http:/ / www. sqlsummit. com/ PDF/ DatabaseSurvey_CODASYL_1968. pdf
[4] http:/ / coronet. iicm. edu/ wbtmaster/ allcoursescontent/ netlib/ ndm1. htm

Navigational database
A navigational database is a type of database in which records or objects are found primarily by following
references from other objects. Navigational interfaces are usually procedural, though some modern systems like
XPath can be considered to be simultaneously navigational and declarative.
Navigational access is traditionally associated with the network model and hierarchical model of database interfaces,
and some have even acquired set-oriented features. Navigational techniques use "pointers" and "paths" to navigate
among data records (also known as "nodes"). This is in contrast to the relational model (implemented in relational
databases), which strives to use "declarative" or logic programming techniques that ask the system for what to fetch
instead of how to navigate to it.
For example, to give directions to a house, the navigational approach would resemble something like "Get on
highway 25 for 8 miles, turn onto Horse Road, left at the red barn, then stop at the 3rd house down the road",
whereas the declarative approach would resemble "Visit the green house(s) within the following coordinates...."
Hierarchical models are also considered navigational because one "goes" up (to parent), down (to leaves), and there
are "paths", such as the familiar file/folder paths in hierarchical file systems. In general, navigational systems will
use combinations of paths and prepositions such as "next", "previous", "first", "last", "up", "down", "owner", etc.
"Paths" are often formed by concatenation of node names or node addresses. Example:
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Sample database nodes: A labeled graph on 6 vertices and 7 edges.
(Numbers are used for illustration purposes only. In practice more
meaningful names are often used. Other potential attributes are not

shown.)

 Node6.Node4.Node5.Node1

Or

 Node6/Node4/Node5/Node1

If there is no link between given nodes, then an error condition is usually triggered with a message such as "Invalid
Path". The path "Node6.Node2.Node1" would be invalid in most systems because there is no direct link between
Node 6 and Node 2.
The usage of the term "navigational" allegedly is derived from a statement by Charles Bachman in which he
describes the "programmer as navigator" while accessing his favored type of database.
Except for hierarchical file systems (which some consider a form of database), navigational techniques fell out of
favor by the 1980s. However, object oriented programming and XML have kindled a renewed, but controversial
interest in navigational techniques.
Critics of navigational techniques view them as "unstructured spaghetti messes", and liken them to the "goto" of
pre-structured programming. In other words, they are allegedly to data organization what goto's were to behavior
flow. In this view, relational techniques provide improved discipline and consistency to data organization and usage
because of its roots in set theory and predicate calculus.
Some also suggest that navigational database engines are easier to build and take up less memory (RAM) than
relational equivalents. However, the existence of relational or relational-based products of the late 1980s that
possessed small engines (by today's standards) because they didn't use SQL suggest this is not necessarily the case.
Whatever the reason, navigational techniques are still the preferred way to handle smaller-scale structures.
A current example of navigational structuring can be found in the Document Object Model (DOM) often used in
web browsers and closely associated with JavaScript. The DOM "engine" is essentially a light-weight navigational
database. The World Wide Web itself and Wikipedia could potentially be considered forms of navigational
databases, though they focus on human-readable text rather than data (on a large scale, the Web is a network model
and on smaller or local scales, such as domain and URL partitioning, it uses hierarchies). In contrast, the Linked
Data facet of the Semantic Web is specifically concerned with network-scale machine-readable data, and follows
precisely the 'follow your nose' paradigm implied by the navigational idea.
A new kind of navigational databases has recently emerged, the Graph databases. This category of databases is often
included as one of the four family of the NoSQL databases.

http://en.wikipedia.org/w/index.php?title=File%3A6n-graf.svg
http://en.wikipedia.org/w/index.php?title=Charles_Bachman
http://en.wikipedia.org/w/index.php?title=Object_oriented_programming
http://en.wikipedia.org/w/index.php?title=Goto_%28command%29
http://en.wikipedia.org/w/index.php?title=Structured_programming
http://en.wikipedia.org/w/index.php?title=Set_theory
http://en.wikipedia.org/w/index.php?title=Predicate_calculus
http://en.wikipedia.org/w/index.php?title=Document_Object_Model
http://en.wikipedia.org/w/index.php?title=JavaScript
http://en.wikipedia.org/w/index.php?title=World_Wide_Web
http://en.wikipedia.org/w/index.php?title=Linked_Data
http://en.wikipedia.org/w/index.php?title=Linked_Data
http://en.wikipedia.org/w/index.php?title=Semantic_Web
http://en.wikipedia.org/w/index.php?title=Graph_databases


Navigational database 99

References



100

ERD

Entity-relationship model

A sample Entity – Relationship diagram using Chen's notation

In software engineering, an
entity–relationship model (ER
model) is a data model for describing
the data or information aspects of a
business domain or its process
requirements, in an abstract way that
lends itself to ultimately being
implemented in a database such as a
relational database. The main
components of ER models are entities
(things) and the relationships that can
exist among them. This article refers to
the techniques proposed in Peter
Chen's 1976 paper.[1] However,
variants of the idea existed
previously,[2] and have been devised
subsequently such as supertype and
subtype data entities[3] and
commonality relationships.

Overview

An ER model is an abstract way of describing a database. In the case of a relational database, which stores data in
tables, some of the data in these tables point to data in other tables - for instance, your entry in the database could
point to several entries for each of the phone numbers that are yours. The ER model would say that you are an entity,
and each phone number is an entity, and the relationship between you and the phone numbers is 'has a phone
number'. Diagrams created to design these entities and relationships are called entity–relationship diagrams or ER
diagrams.

Using the three schema approach to software engineering, there are three levels of ER models that may be
developed.
Conceptual data model

This is the highest level ER model in that it contains the least granular detail but establishes the overall scope
of what is to be included within the model set. The conceptual ER model normally defines master reference
data entities that are commonly used by the organization. Developing an enterprise-wide conceptual ER model
is useful to support documenting the data architecture for an organization.
A conceptual ER model may be used as the foundation for one or more logical data models (see below). The
purpose of the conceptual ER model is then to establish structural metadata commonality for the master data
entities between the set of logical ER models. The conceptual data model may be used to form commonality
relationships between ER models as a basis for data model integration.
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Logical data model
A logical ER model does not require a conceptual ER model, especially if the scope of the logical ER model
includes only the development of a distinct information system. The logical ER model contains more detail
than the conceptual ER model. In addition to master data entities, operational and transactional data entities
are now defined. The details of each data entity are developed and the entity relationships between these data
entities are established. The logical ER model is however developed independent of technology into which it
will be implemented.

Physical data model
One or more physical ER models may be developed from each logical ER model. The physical ER model is
normally developed to be instantiated as a database. Therefore, each physical ER model must contain enough
detail to produce a database and each physical ER model is technology dependent since each database
management system is somewhat different.
The physical model is normally forward engineered to instantiate the structural metadata into a database
management system as relational database objects such as database tables, database indexes such as unique
key indexes, and database constraints such as a foreign key constraint or a commonality constraint. The ER
model is also normally used to design modifications to the relational database objects and to maintain the
structural metadata of the database.

The first stage of information system design uses these models during the requirements analysis to describe
information needs or the type of information that is to be stored in a database. The data modeling technique can be
used to describe any ontology (i.e. an overview and classifications of used terms and their relationships) for a certain
area of interest. In the case of the design of an information system that is based on a database, the conceptual data
model is, at a later stage (usually called logical design), mapped to a logical data model, such as the relational model;
this in turn is mapped to a physical model during physical design. Note that sometimes, both of these phases are
referred to as "physical design". It is also used in database management system.

Entity–relationship modelling

Two related entities

An entity with an attribute

A relationship with an attribute

An entity may be defined as a thing which is recognized as being
capable of an independent existence and which can be uniquely
identified. An entity is an abstraction from the complexities of a
domain. When we speak of an entity, we normally speak of some
aspect of the real world which can be distinguished from other aspects
of the real world.[4]

An entity may be a physical object such as a house or a car, an event
such as a house sale or a car service, or a concept such as a customer
transaction or order. Although the term entity is the one most
commonly used, following Chen we should really distinguish between
an entity and an entity-type. An entity-type is a category. An entity,
strictly speaking, is an instance of a given entity-type. There are
usually many instances of an entity-type. Because the term entity-type
is somewhat cumbersome, most people tend to use the term entity as a
synonym for this term.
Entities can be thought of as nouns. Examples: a computer, an
employee, a song, a mathematical theorem.
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Primary key

A relationship captures how entities are related to one another. Relationships can be thought of as
verbs, linking two or more nouns. Examples: an owns relationship between a company and a
computer, a supervises relationship between an employee and a department, a performs
relationship between an artist and a song, a proved relationship between a mathematician and a
theorem.

The model's linguistic aspect described above is utilized in the declarative database query language ERROL, which
mimics natural language constructs. ERROL's semantics and implementation are based on reshaped relational
algebra (RRA), a relational algebra which is adapted to the entity–relationship model and captures its linguistic
aspect.
Entities and relationships can both have attributes. Examples: an employee entity might have a Social Security
Number (SSN) attribute; the proved relationship may have a date attribute.
Every entity (unless it is a weak entity) must have a minimal set of uniquely identifying attributes, which is called
the entity's primary key.
Entity–relationship diagrams don't show single entities or single instances of relations. Rather, they show entity sets
and relationship sets. Example: a particular song is an entity. The collection of all songs in a database is an entity set.
The eaten relationship between a child and her lunch is a single relationship. The set of all such child-lunch
relationships in a database is a relationship set. In other words, a relationship set corresponds to a relation in
mathematics, while a relationship corresponds to a member of the relation.
Certain cardinality constraints on relationship sets may be indicated as well.

Mapping natural language
Chen proposed the following "rules of thumb" for mapping natural language descriptions into ER diagrams:[5]

English grammar structure ER structure

Common noun Entity type

Proper noun Entity

Transitive verb Relationship type

Intransitive verb Attribute type

Adjective Attribute for entity

Adverb Attribute for relationship

Physical view show how data is actually stored.

Relationships, roles and cardinalities
In Chen's original paper he gives an example of a relationship and its roles. He describes a relationship "marriage"
and its two roles "husband" and "wife".
A person plays the role of husband in a marriage (relationship) and another person plays the role of wife in the
(same) marriage. These words are nouns. That is no surprise; naming things requires a noun.
However as is quite usual with new ideas, many eagerly appropriated the new terminology but then applied it to their
own old ideas. Thus the lines, arrows and crows-feet of their diagrams owed more to the earlier Bachman diagrams
than to Chen's relationship diamonds. And they similarly misunderstood other important concepts.[citation needed]

In particular, it became fashionable (now almost to the point of exclusivity) to "name" relationships and roles as
verbs or phrases.
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Role naming
It has also become prevalent to name roles with phrases e.g. is-the-owner-of and is-owned-by etc. Correct nouns in
this case are "owner" and "possession". Thus "person plays the role of owner" and "car plays the role of possession"
rather than "person plays the role of is-the-owner-of" etc.
The use of nouns has direct benefit when generating physical implementations from semantic models. When a
person has two relationships with car then it is possible to very simply generate names such as "owner_person" and
"driver_person" which are immediately meaningful.[6]

Cardinalities
Modifications to the original specification can be beneficial. Chen described look-across cardinalities. As an aside,
the Barker-Ellis notation, used in Oracle Designer, uses same-side for minimum cardinality (analogous to
optionality) and role, but look-across for maximum cardinality (the crows foot).Wikipedia:Please clarify
In Merise,[7] Elmasri & Navathe[8] and others[9] there is a preference for same-side for roles and both minimum and
maximum cardinalities. Recent researchers (Feinerer,[10] Dullea et al.[11]) have shown that this is more coherent
when applied to n-ary relationships of order > 2.
In Dullea et al. one reads "A 'look across' notation such as used in the UML does not effectively represent the
semantics of participation constraints imposed on relationships where the degree is higher than binary."
In Feinerer it says "Problems arise if we operate under the look-across semantics as used for UML associations.
Hartmann[12] investigates this situation and shows how and why different transformations fail." (Although the
"reduction" mentioned is spurious as the two diagrams 3.4 and 3.5 are in fact the same) and also "As we will see on
the next few pages, the look-across interpretation introduces several difficulties which prevent the extension of
simple mechanisms from binary to n-ary associations."
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Various methods of representing the same one to many
relationship. In each case, the diagram shows the relationship
between a person and a place of birth: each person must have

been born at one, and only one, location, but each location may
have had zero or more people born at it.

Two related entities shown using Crow's Foot notation. In this example, an optional
relationship is shown between Artist and Song; the symbols closest to the song entity
represents "zero, one, or many", whereas a song has "one and only one" Artist. The
former is therefore read as, an Artist (can) perform(s) "zero, one, or many" song(s).

Chen's notation for entity–relationship
modeling uses rectangles to represent
entity sets, and diamonds to represent
relationships appropriate for first-class
objects: they can have attributes and
relationships of their own. If an entity
set participates in a relationship set,
they are connected with a line.

Attributes are drawn as ovals and are
connected with a line to exactly one
entity or relationship set.
Cardinality constraints are expressed as
follows:
• a double line indicates a

participation constraint, totality or
surjectivity: all entities in the entity
set must participate in at least one
relationship in the relationship set;

• an arrow from entity set to
relationship set indicates a key
constraint, i.e. injectivity: each entity
of the entity set can participate in at
most one relationship in the
relationship set;

• a thick line indicates both, i.e.
bijectivity: each entity in the entity
set is involved in exactly one
relationship.

• an underlined name of an attribute
indicates that it is a key: two
different entities or relationships
with this attribute always have
different values for this attribute.

Attributes are often omitted as they can
clutter up a diagram; other diagram
techniques often list entity attributes
within the rectangles drawn for entity
sets.
Related diagramming convention techniques:
•• Bachman notation
•• Barker's Notation
•• EXPRESS
• IDEF1X[13]

•• Martin notation
• (min, max)-notation of Jean-Raymond Abrial in 1974
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•• UML class diagrams
•• Merise
•• Object-Role Modeling

Crow's Foot Notation
Crow's Foot notation is used in Barker's Notation, SSADM and Information Engineering. Crow's Foot diagrams
represent entities as boxes, and relationships as lines between the boxes. Different shapes at the ends of these lines
represent the cardinality of the relationship.
Crow's Foot notation was used in the consultancy practice CACI. Many of the consultants at CACI (including
Richard Barker) subsequently moved to Oracle UK, where they developed the early versions of Oracle's CASE tools,
introducing the notation to a wider audience. The following tools use Crow's Foot notation: ARIS, System Architect,
Visio, PowerDesigner, Toad Data Modeler, DeZign for Databases, Devgems Data Modeler, OmniGraffle, MySQL
Workbench and SQL Developer Data Modeler. CA's ICASE tool, CA Gen aka Information Engineering Facility also
uses this notation. Historically XA Systems Silverrun-LDM (logical data model) also supported this notation.

ER diagramming tools
There are many ER diagramming tools. Free software ER diagramming tools that can interpret and generate ER
models and SQL and do database analysis are MySQL Workbench (formerly DBDesigner), and Open ModelSphere
(open-source). A freeware ER tool that can generate database and application layer code (webservices) is the RISE
Editor. SQL Power Architect while proprietary also has a free community edition.
Proprietary ER diagramming tools are Avolution, ER/Studio, ERwin, DeZign for Databases, MagicDraw, MEGA
International, ModelRight, Navicat Data Modeler, OmniGraffle, Oracle Designer, PowerDesigner, Prosa Structured
Analysis Tool, Rational Rose, Software Ideas Modeler, Sparx Enterprise Architect, SQLyog, System Architect, Toad
Data Modeler, and Visual Paradigm.
Free software diagram tools just draw the shapes without having any knowledge of what they mean, nor do they
generate SQL. These include Creately, yEd, LucidChart, Calligra Flow, and Dia.

ER and semantic modelling
Peter Chen, the father of ER modelling said in his seminal paper:

"The entity-relationship model adopts the more natural view that the real world consists of entities and
relationships. It incorporates some of the important semantic information about the real world."

He is here in accord with philosophic and theoretical traditions from the time of the Ancient Greek philosophers:
Socrates, Plato and Aristotle (428 BC) through to modern epistemology, semiotics and logic of Peirce, Frege and
Russell. Plato himself associates knowledge with the apprehension of unchanging Forms (The forms, according to
Socrates, are roughly speaking archetypes or abstract representations of the many types of things, and properties) and
their relationships to one another. In his original 1976 article Chen explicitly contrasts entity–relationship diagrams
with record modelling techniques:

"The data structure diagram is a representation of the organisation of records and is not an exact
representation of entities and relationships."

Several other authors also support his program:[14][15][16][17][18]

A semantic model is a model of concepts, it is sometimes called a "platform independent model". It is an intensional
model. At the latest since Carnap, it is well known that:[19]

"...the full meaning of a concept is constituted by two aspects, its intension and its extension. The first part
comprises the embedding of a concept in the world of concepts as a whole, i.e. the totality of all relations to
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other concepts. The second part establishes the referential meaning of the concept, i.e. its counterpart in the
real or in a possible world".

An extensional model is one which maps to the elements of a particular methodology or technology, and is thus a
"platform specific model". The UML specification explicitly states that associations in class models are extensional
and this is in fact self-evident by considering the extensive array of additional "adornments" provided by the
specification over and above those provided by any of the prior candidate "semantic modelling languages"."UML as
a Data Modeling Notation, Part 2" [20]

Limitations
•• ER models assume information content that can readily be represented in a relational database. They describe

only a relational structure for this information.
• They are inadequate for systems in which the information cannot readily be represented in relational form, such as

with semi-structured data.
•• For many systems, possible changes to information contained are nontrivial and important enough to warrant

explicit specification.
• SomeWikipedia:Avoid weasel words authors have extended ER modeling with constructs to represent change, an

approach supported by the original author;[21] an example is Anchor Modeling. An alternative is to model change
separately, using a process modeling technique. Additional techniques can be used for other aspects of systems.
For instance, ER models roughly correspond to just 1 of the 14 different modeling techniques offered by UML.

•• ER modeling is aimed at specifying information from scratch. This suits the design of new, standalone
information systems, but is of less help in integrating pre-existing information sources that already define their
own data representations in detail.

• Even where it is suitable in principle, ER modeling is rarely used as a separate activity. One reason for this is
today's abundance of tools to support diagramming and other design support directly on relational database
management systems. These tools can readily extract database diagrams that are very close to ER diagrams from
existing databases, and they provide alternative views on the information contained in such diagrams.

• In a survey, Brodie and Liu[22] could not find a single instance of entity–relationship modeling inside a sample of
ten Fortune 100 companies. Badia and Lemire[23] blame this lack of use on the lack of guidance but also on the
lack of benefits, such as lack of support for data integration.

• The enhanced entity–relationship model (EER modeling) introduces several concepts which are not present in ER
modeling, which are closely related to object-oriented design, like is-a relationships.

• For modelling temporal databases, numerous ER extensions have been considered.[24] Similarly, the ER model
was found unsuitable for multidimensional databases (used in OLAP applications); no dominant conceptual
model has emerged in this field yet, although they generally revolve around the concept of OLAP cube (also
known as data cube within the field).
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• Entity Relationship Modelling (http:/ / www. databasedesign. co. uk/ bookdatabasesafirstcourse/ chap3/ chap3.

htm)
• An Entity Relationship Diagram Example (http:/ / rapidapplicationdevelopment. blogspot. com/ 2007/ 06/

entity-relationship-diagram-example. html). Demonstrates the crow's feet notation by way of an example.
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Has-a
In database design and object oriented program architecture, has-a is a relationship where one object (often called
the composited object) "belongs" to (is a part or member of) another object (called the composite type), and behaves
according to the rules of ownership. In simple words, has-a relationship in an object is called a member field of an
object. Multiple has-a relationships will combine to form a possessive hierarchy. This is contrasted with an Is-a
relationship which constitutes a different kind of hierarchy (subtyping). The decision whether the most logical
relationship for an object and its subordinate is not always clearly has-a or is-a. Confusion over such decisions have
necessitated the creation of these metalinguistic terms. A good example of the has-a relationship is containers in the
C++ STL.

Examples

ER Model

In databases has-a relationships are usually represented in an
Entity-relationship model. As you can see by the diagram on the right
an account can have multiple characters. This shows that account has a
"has-a" relationship with character.

In object-oriented programming this relationship can be represented
with a Unified Modeling Language diagram. This has-a relationship is
also known as composition. As you can see from the diagram on the
right a car "has-a " carburetor, or a car is "composed of" a carburetor.
When the diamond is coloured black it signifies composition, i.e. the
object on the side closest to the diamond is made up of or contains the
other object. While the white diamond signifies aggregation, which
means that the object closest to the diamond can have or possess the
other object.
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Misuses of composition and aggregation

Another way to distinguish between composition and aggregation in
modeling the real world, is to consider the relative lifetime of the
contained object. For example, if a Car object contains a Chassis
object, a Chassis will most likely not be replaced during the lifetime of
the Car. It will have the same lifetime as the car itself; so the
relationship is one of composition. On the other hand, if the Car object
contains a set of Tire objects, these Tire objects may wear out and get
replaced several times. Or if the Car becomes unusable, some Tires may be salvaged and assigned to another Car. At
any rate, the Tire objects have different lifetimes than the Car object; therefore the relationship is one of aggregation.

The diagram on the right shows a very common misuse of the aggregation concept. It is nowadays common to see
almost every relationship in a UML model marked as an aggregation. However it makes no sense to say that "a pond
is an aggregation of ducks". The diagram is also incorrect in its example of composition. A carburetor is not
necessarily dependent on the car for existence. It could be on a shelf somewhere. The car is an aggregate of its parts.
An order-line on the other hand lives and dies with the order. It is therefore correct to say that the order is a
composition of order-lines.
If one were to make a C++ software Class to implement the relationships described above, the Car object would
contain a complete Chassis object in a data member. This Chassis object would be instantiated in the constructor of
the Car class (or defined as the data type of the data member and its properties assigned in the constructor.) And
since it would be a wholly contained data member of the Car class, the Chassis object would no longer exist if a Car
class object was to be deleted.
On the other hand, the Car class data members that point to Tire objects would most likely be C++ pointers. Tire
objects could be instantiated and deleted externally, or even assigned to data members of a different Car object. Tire
objects would have an independent lifetime separate from when the Car object was deleted.
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Many-to-many (data model)

An Author can write several Books, and a Book can be written by
several Authors

In systems analysis, a many-to-many relationship is a type of cardinality that refers to the relationship between two
entities (see also entity–relationship model) A and B in which A may contain a parent row[clarify] for which there are
many children[clarify] in B and vice versa. For instance, think of A as Authors, and B as Books. An Author can write
several Books, and a Book can be written by several Authors. Because most database management systems only
support one-to-many relationships, it is necessary to implement such relationships physically via a third junction
table (also called cross-reference table), say, AB with two one-to-many relationships A -> AB and B -> AB. In this
case the logical primary key for AB is formed from the two foreign keys (i.e. copies of the primary keys of A and B).
In web application frameworks such as CakePHP and Ruby on Rails, a many-to-many relationship between
database tables in a model is sometimes referred to as a HasAndBelongsToMany (HABTM) relationship.[1]

References
[1] 3.7.6.5 hasAndBelongsToMany (HABTM) (http:/ / book. cakephp. org/ 1. 3/ view/ 1044/ hasAndBelongsToMany-HABTM). Cakephp.org

External links
• Design pattern: many-to-many (order entry) (http:/ / www. tomjewett. com/ dbdesign/ dbdesign.

php?page=manymany. php), Tomjewett.com
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Enhanced Entity-Relationship Model
The enhanced entity–relationship (EER) model (or extended entity-relationship model) in computer science is a
high-level or conceptual data model incorporating extensions to the original entity–relationship (ER) model, used in
the design of databases.
It was developed to reflect more precisely the properties and constraints that are found in more complex databases,
such as in engineering design and manufacturing (CAD/CAM), telecommunications, complex software systems and
geographic information systems (GIS).

The EER model
The EER model includes all of the concepts introduced by the ER model. Additionally it includes the concepts of a
subclass and superclass (Is-a), along with the concepts of specialization and generalization. Furthermore, it
introduces the concept of a union type or category, which is used to represent a collection of objects that is the union
of objects of different entity types.

Subclass and superclass
Entity type Y is a subtype (subclass) of an entity type X if and only if every Y is necessarily an X. A subclass entity
inherits all attributes and relationships of its superclass entity. A subclass entity may have its own specific attributes
and relationships (together with all the attributes and relationships it inherits from the superclass. One of the most
common superclass examples is a vehicle with subclasses of Car and Truck. There are a number of common
attributes between a car and a truck, which would be part of the Superclass, while the attributes specific to a car or a
truck (such as max payload, truck type...) would make up two subclasses.

Software tools for the EER model
The MySQL Workbench offers creating, editing and exporting EER Models. Exporting to PNG and PDF allows easy
sharing for presentations.

Further reading
Textbooks discussing EER and implementation using purely relational databases:
• Elmasri, Ramez; Shamkant B.Navathe (2011). Fundamentals of Database Systems (6th ed.). Pearson/Addison

Wesley. ISBN 0-136-08620-9. Chapters 8 and 9.
• Carlos Coronel; Steven Morris; Peter Rob (2011). Database Systems: Design, Implementation, and Management

(9th ed.). Cengage Learning. ISBN 978-0-538-46968-5. Chapter 5.
• Thomas M. Connolly; Carolyn E. Begg (2005). Database Systems: A Practical Approach to Design,

Implementation, and Management (4th ed.). Addison-Wesley. ISBN 978-0-321-21025-8. Chapters 12 and 16.
Booklet discussing EER and implementation using object-oriented and object-relational databases:
• Suzanne W. Dietrich; Susan D. Urban (2011). Fundamentals of Object Databases: Object-Oriented and

Object-Relational Design. Morgan & Claypool Publishers. ISBN 978-1-60845-476-1.
Textbook discussing implementation in relational and object-relational databases:
• Catherine Ricardo (2011). Databases Illuminated (2nd ed.). Jones & Bartlett Publishers.

ISBN 978-1-4496-0600-8. Chapter 8.
Shorter survey articles:
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• Teorey, Toby J., Dongqing Yang, and James P. Fry. "A logical design methodology for relational databases using
the extended entity-relationship model [1]". ACM Computing Surveys (CSUR) 18.2 (1986): 197-222.

• Sikha Bagui (2006). "Extended Entity Relationship Modeling". In Laura C. Rivero, Jorge H. Doorn, Viviana E.
Ferraggine. Encyclopedia of Database Technologies and Applications. Idea Group Inc (IGI). pp. 233–239.
ISBN 978-1-59140-795-9.

External links
• [2] - Slides for chapter 8 from Fundamentals of Database Systems by Elmasri and Navathe (Pearson, 2011)
• [3] - Lecture notes from the University of Toronto
• [4] - The ER Conference
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[1] http:/ / citeseerx. ist. psu. edu/ viewdoc/ download?doi=10. 1. 1. 105. 7211& rep=rep1& type=pdf
[2] http:/ / tinman. cs. gsu. edu/ ~raj/ 4710/ f11/ Ch08. pdf
[3] http:/ / www. cs. toronto. edu/ ~jm/ 2507S/ Notes04/ EER. pdf
[4] http:/ / www. conceptualmodeling. org/

Weak entity
In a relational database, a weak entity is an entity that cannot be uniquely identified by its attributes alone; therefore,
it must use a foreign key in conjunction with its attributes to create a primary key. The foreign key is typically a
primary key of an entity it is related to.
In entity relationship diagrams a weak entity set is indicated by a bold (or double-lined) rectangle (the entity)
connected by a bold (or double-lined) type arrow to a bold (or double-lined) diamond (the relationship). This type of
relationship is called an identifying relationship and in IDEF1X notation it is represented by an oval entity rather
than a square entity for base tables. An identifying relationship is one where the primary key is populated to the child
weak entity as a primary key in that entity.
In general (though not necessarily) a weak entity does not have any items in its primary key other than its inherited
primary key and a sequence number. There are two types of weak entities: associative entities and subtype entities.
The latter represents a crucial type of normalization, where the super-type entity inherits its attributes to subtype
entities based on the value of the discriminator.
In IDEF1X, a government standard for capturing requirements, possible sub-type relationships are:
• Complete subtype relationship, when all categories are known.
• Incomplete subtype relationship, when all categories may not be known.
A classic example of a weak entity without a sub-type relationship would be the "header/detail' records in many real
world situations such as claims, orders and invoices, where the header captures information common across all forms
and the detail captures information specific to individual items.
The standard example of a complete subtype relationship is the party entity. Given the discriminator PARTY
TYPE (which could be individual, partnership, C Corporation, Sub Chapter S Association, Association,
Governmental Unit, Quasi-governmental agency) the two subtype entities are PERSON, which contains
individual-specific information such as first and last name and date of birth, and ORGANIZATION, which would
contain such attributes as the legal name, and organizational hierarchies such as cost centers.
When sub-type relationships are rendered in a database, the super-type becomes what is referred to as a base table.
The sub-types are considered derived tables, which correspond to weak entities. Referential integrity is enforced via
cascading updates and deletes.
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Example

An example of the weak entity using the ER diagram

Consider a database that records
customer orders, where an order is for
one or more of the items that the
enterprise sells. The database would
contain a table identifying customers
by a customer number (primary key);
another identifying the products that
can be sold by a product number
(primary key); and it would contain a
pair of tables describing orders.

One of the tables could be called
Orders and it would have an order
number (primary key) to identify this
order uniquely, and would contain a customer number (foreign key) to identify who the products are being sold to,
plus other information such as the date and time when the order was placed, how it will be paid for, where it is to be
shipped to, and so on.

The other table could be called OrderItem; it would be identified by a compound key consisting of both the order
number (foreign key) and an item line number; with other non-primary key attributes such as the product number
(foreign key) that was ordered, the quantity, the price, any discount, any special options, and so on. There may be
zero, one or many OrderItem entries corresponding to an Order entry, but no OrderItem entry can exist unless the
corresponding Order entry exists. (The zero OrderItem case normally only applies transiently, when the order is first
entered and before the first ordered item has been recorded.)
The OrderItem table stores weak entities precisely because an OrderItem has no meaning independent of the Order.
Some might argue that an OrderItem does have some meaning on its own; it records that at some time not identified
by the record, somebody not identified by the record ordered a certain quantity of a certain product. This information
might be of some use on its own, but it is of limited use. For example, as soon as you want to find seasonal or
geographical trends in the sales of the item, you need information from the related Order record.
An order would not exist without a product and a person to create the order, so it could be argued that an order
would be described as a weak entity and that products ordered would be a multivalue attribute of the order.
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Associative Entities
An associative entity is an element of the entity–relationship model. The database relational model does not offer
direct support to many-to-many relationships, even though such relationships happen frequently in normal usage.
The solution to this problem is the creation of another table to hold the necessary information for this relationship.
This new table is called an associative entity.

An associative entity

To create a relationship, a "child" entity must inherit the primary key
of a "parent" entity. However, in a many-to-many relationship, neither
entity is the "parent" or the "child"; the relationship is "unresolved". In
order to work, these databases require an additional construct to
"resolve" the relationship (which is why associative entities are also
referred to as "resolving entities").

An associative entity can be thought of as both an entity and a relationship since it encapsulates properties from both.
It is a relationship since it is serving to join two or more entities together, but it is also an entity since it may have its
own properties. The associative entity must have the primary keys of both adjoining tables as identifiers, but may
also contain its own unique identifier and other information about the relationship.
The following guidelines may be used when considering the use of an associative entity:
•• All relationships for the associative entity should be many.
•• The associative entity could have meaning independent of the other entities.
• The associative entity should not have an additional surrogate key (identity column). The primary key should be a

composite of the primary keys from the referenced entities. If the association is temporal, the transaction time
may also be part of this composite key. If other entities will be referencing the associative entity and the
composite of the referenced primary keys creates a large byte width for the associative entity's primary key, an
exception may be made for this rule and an identity column may be added and used as the primary key. In these
cases, an alternate key constraint should be implemented on the entity which would be the composite of the
referenced primary keys.

•• The associative entity may participate in relationships other than the entities of the associated relationship.

References
•• Modern Database Management - 7th Edition - Jeffrey A. Hoffer, Mary B. Prescott, Fred R. McFadden
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Structured-Entity-Relationship-Model
The SERM (Structured Entity Relationship Model) is an amplification of the ERM which is commonly used for data
modeling. It was first proposed from Prof. Dr. Sinz in 1989. The SERM is commonly used in the SAP-world for the
data modeling.

Aims
1.1. structuring of large schemes
2.2. visualization of existence dependency
3.3. avoidance of inconsistencies
4.4. avoidance of unnecessary relationshiptypes

SERM-Symbols
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SERM-Example

• Customer and article are independent entities
• Every order is referred to one customer. Orders without customers are illegal (order is an ER Type). Customers

without any orders are legal because they are independent Entities.
•• To every order there is belonging at least one order item.
•• Every order item is related to exactly one order.
• Every invoice is referred to one customer, as well. Invoices without customers are illegal. Customers without any

invoice are legal.
•• To every invoice there is belonging at least one invoice line item.
•• Every invoice line item is related to exactly order item. An order item could be calculated or not.
• SERM is already in the third normal form
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Barker's Notation
Barker's notation refers to the ERD notation developed by Richard Barker, Ian Palmer, Harry Ellis et al. whilst
working at the British consulting firm CACI around 1981. The notation was adopted by Barker when he joined
Oracle and is effectively defined in his book Entity Relationship Modelling as part of the CASE Method series of
books. This notation was and still is used by the Oracle CASE modelling tools. It is a variation of the "crows foot"
style of data modelling that was favoured by many over the original Chen style of ERD modelling because of its
readability and efficient use of drawing space.
The notation has features that represent the properties of relationships including cardinality and optionality (the
crows foot and dashing of lines), exclusion (the exclusion arc), recursion (looping structures) and use of abstraction
(nested boxes).

Further reading
• Richard Barker (1990). CASE Method: Entity Relationship Modelling. Reading, MA: Addison-Wesley

Professional. ISBN 0-201-41696-4.

External links
• www.entitymodelling.org [1] A website dedicated to the use of the Barker notation in an extended form.

References
[1] http:/ / www. entitymodelling. org/ home-1/
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Peter Chen

Peter Chen
Born 3 January 1947

Taichung, Taiwan, ROC

Fields Computer Science

Institutions Carnegie Mellon University
Harvard University
University of California
Massachusetts Institute of Technology
Louisiana State University

Alma mater National Taiwan University
Harvard University

Known for Development of entity-relationship modeling

Notable awards Stevens Software Innovation Award (2001)
ACM/AAAI Allen Newell Award (2002)
IEEE Harry H. Goode Memorial Award (2003)
DAMA International Achievement Award (2000)
Pan Wen-Yuen Research Excellence Award (2004)
Software Eng. Society & SDPS Society Transformative Award
(2011)
Fellow of ACM, IEEE, AAAS, & ER

Peter Pin-Shan Chen (Chinese: 陳 品 山) is an American computer scientist. He is a Distinguished Career
Scientist and faculty member at Carnegie Mellon University, who is known for the development of
Entity-Relationship Model in 1976.

Biography
Born in Taichung, Taiwan, Peter Chen received a B.S. in electrical engineering in 1968 at the National Taiwan
University, and a Ph.D. in computer science/applied mathematics at the Harvard University in 1973. In 1970, he
worked one summer at IBM. After graduated from Harvard, he worked one year at Honeywell and one summer at
Digital Equipment Corporation.
From 1974 to 1978 Chen was an Assistant Professor at the MIT Sloan School of Management. From 1978 to 1983
he was Associate Professor at the University of California, Los Angeles (UCLA Management School). From 1983 to
2011 Chen held the position of M. J. Foster Distinguished Chair Professor of Computer Science at Louisiana State
University and, for several years, Adjunct Professor in its Business School and Medical School (Shreveport).[1]

During this time period, he was a Visiting Professor once at Harvard in '89-'90 and three times at Massachusetts
Institute of Technology (EECS Dept. in '86-'87, Sloan School in '90-'91, and Division of Engineering Systems in
06-'07). Since 2008, he has been Honorary Chair Professor in the Institute of Service Science at National Tsing Hua
University. Currently, Chen is a Distinguished Career Scientist and faculty member at Carnegie Mellon University.
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Awards and honors
Chen's original paper[2] is one of the most influential papers in the computer software field based on a survey of
more than 1,000 computer science professors documented in a book on "Great Papers in Computer Science".[3][4]

Chen's work is also cited in a book Software Challenges published by Time-Life Books in 1993 in the series on
"Understanding Computers." Chen is recognized as one of the pioneers in a book on "Software Pioneers".[5]

Chen has received many awards in the fields of Information Technology.[6] He received the Data Resource
Management Technology Award from the Data Administration Management Association in New York City in 1990.
He was elected as a Fellow of the Association for Computing Machinery (ACM), American Association for the
Advancement of Science (AAAS), IEEE, and ER.[7] He won the Achievement Award in Information Management in
2000 from DAMA International. He was an inductee into the Data Management Hall of Fame in 2000. He received
the Stevens Award in Software Method Innovation in 2001. In 2003, Chen received the IEEE Harry H. Goode
Memorial Award at the IEEE-CS Board of Governors meeting in San Diego. He was presented with the ACM/AAAI
Allen Newell Award at the ACM Banquet in San Diego in June 2003 and International Joint Conference on
Artificial Intelligence (IJCAI) in Acapulco in August 2003. Chen is also the recipient of the Pan Wen-Yuan
Outstanding Research Award in 2004.[8] In June 2011 in Jeju Island, Korea, Chen received the Transformative
Achievement Medal from Software Engineering Society and the Society for Design and Process Science.

Conceptual modeling field and annual conceptual modeling (ER) conference
His innovative work initiated a new field of research and practice called Conceptual Modeling. Since 1979, an
annual international professional meeting, the International Conference on Conceptual Modeling has been held in
different countries.

Peter P. Chen Award
To recognize Chen's pioneering leadership role, "Peter P. Chen Award" was established in 2008, to be given to one
excellent researcher/educator in the conceptual modeling field each year. The recipients of the Peter P. Chen Award
are:
• 2008: Bernhard Thalheim, Professor, University of Kiel, Germany
•• 2009: David W. Embley, Professor, Brigham Young University (BYU), U.S.A.
•• 2010: John Mylopoulos, Professor, University of Toronto, Canada, and University of Trento, Italy
•• 2011: Tok Wang Ling, Professor, University of Singapore, Singapore
•• 2012: Stefano Spaccapietra, Swiss Federal Institute of Technology (EPFL), Switzerland
•• 2013: Carlo Batini, Professor, University of Milano-Bicocca, Italy

Work

Entity-relationship Modeling and data/conceptual modeling
The entity-relationship model model serves as the foundation of many systems analysis and design methodologies,
computer-aided software engineering (CASE) tools, and repository systems. The ER Model is the basis for IBM's
Repository Manager/MVS and DEC's CDD/Plus.
Dr. Peter Chen's original paper[9] is commonly cited as the definitive reference for Entity Relationship Modelling. 
Chen is one of the pioneers of using the entity relationship concepts in software and information system modeling 
and design. Before Chen's paper, the basic entity relationship ideas were used mostly informally by practitioners. 
Chen first published an abstract and presented his ER model in the First Very Large Database Conference in 1975, 
the same year of a paper with similar concepts written by A. P. G. Brown.[10] Chen's main contributions are: 
formalized the concepts, developed a theory with a set of data definition and manipulation operations, and specified
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the translation rules from the ER model to several major types of databases (including the Relational Database). He
also popularized the model and introduced it to the academic literature.
The ER Model was adopted as the meta model ANSI Standard in Information Resource Directory System (IRDS),
and the ER approach has been ranked at the top methodology for database design and one of the top methodologies
in systems development by several surveys of Fortune 500 companies.

Computer-aided software engineering
Chen’s work is a cornerstone of software engineering,[] in particular Computer-Aided Software Engineering (CASE).
In the late 80’s and early 90’s, IBM’s Application Development Cycle (AD/Cycle) framework and DB2 repository
(RM/MVS) were based on the ER model. Other vendors’ repository systems such as Digital’s CDD+ were also based
on the ER model. Chen has had a significant impact on the CASE industry through his research and his lecturing
around the world on structured system development methodologies. The ER model has influenced most of the major
CASE tools, including Computer Associates’ ERWIN, Oracle Corporation’s Designer/2000, and Sybase’s
PowerDesigner (and even a general drawing tool like Microsoft Visio), as well as the IDEF1X standard. The ER
model is also the basis for Microsoft's ADO.NET Entity Framework.
The hypertext concept, which makes the World Wide Web extremely popular, is very similar to the main concept in
the ER model. Chen investigated this linkage as an invited expert of several XML working groups of the World
Wide Web Consortium (W3C).
The ER model also serves as the foundation of some of the recent work on Object-oriented analysis and design
methodologies and Semantic Web. The UML modeling language has its roots in the ER model.

Computer performance modeling
In his early career, he was active in R&D activities in computer system performance. He was the program chair of an
ACM SIGMETRICS conference. He developed a computer performance model for a major computer vendor. His
innovative research results were adopted in commercial compter performance tuning and capacity planning tools.

Memory/storage hierarchy, storage technology, CD-ROM, firmware, micro-programming
His Ph.D. thesis at Harvard was one of the first studies of cost/performance optimization models of memory/storage
hierarchies. He was also one of the early micro-programmers developing the firmware for a file control unit for an
IBM mainframe computer. His article on "CD-ROM" in IEEE Proceedings journal in the 80s was one of the first
articles explaining how CD-ROM worked when CD-ROMs became popular. He was a co-author of the "storage
technology" article in a major computer encyclopedia.

Cyber security and terrorist detection
In recent years, he led a multidisciplinary research team in developing new efficient and effective techniques in
identifying terrorists and malicious cyber transactions. At CMU, he is active in the R&D activities of CERT
Coordination Center and Software Engineering Institute (SEI).

Publications
Peter P. Chen published several books, papers and articles. Books, a selection:
• 2007. Active Conceptual Modeling of Learning: Next Generation Learning-Base System Development. With Leah

Y. Wong (Eds.). Springer.
• 1999. Advances in Conceptual Modeling: ER'99 Workshops on Evolution and Change in Data Management,

Reverse Engineering in Information Systems, and the World ... (Lecture Notes in Computer Science). With David
W. Embley, Jacques Kouloumdjian, Stephen W. Liddle and John F. Roddick (Eds.) Springer Verlag.
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• 1999. Conceptual Modeling: Current Issues and Future Directions (Lecture Notes in Computer Science) With
Jacky Akoka, Hannu Kangassalo, and Bernhard Thalheim.

• 1985. Data & Knowledge Engineering, Volume 1, Number 1, 1985.
• 1981. Entity Relationship Approach to Information Modeling and Analysis.
• 1980. Entity relationship approach to systems analysis and design. North-Holland.
Articles (a selection)
• 1976. "The Entity-Relationship Model--Toward a Unified View of Data" [11]. In: ACM Transactions on Database

Systems 1/1/1976 ACM-Press ISSN 0362-5915, S. 9–36
• 2002. "Entity-Relationship Modeling--Historical Events, Future Trends, and Lessons Learned" [12]. In: Software

Pioneers: Contributions to Software Engineering. Broy M. and Denert, E. (eds.), Springer-Verlag, Berlin,
Lecturing Notes in Computer Sciences, June 2002, pp. 100–114.
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Other Data Modeling Techniques

Unified Modeling Language
The Unified Modeling Language (UML) is a general-purpose modeling language in the field of software
engineering. It provides a set of graphic notation techniques to create visual models of object-oriented
software-intensive systems. It was developed by Grady Booch, Ivar Jacobson and James Rumbaugh at Rational
Software in the 1990s.[1] It was adopted by the Object Management Group (OMG) in 1997, and has been managed
by this organization ever since. In 2000 the Unified Modeling Language was accepted by the International
Organization for Standardization (ISO) as a standard for modeling software-intensive systems.

Overview

A collage of UML diagrams.

Unified Modeling Language (UML)
combines techniques from data
modeling (entity relationship diagrams),
business modeling (work flows), object
modeling, and component modeling. It
can be used with all processes,
throughout the software development
life cycle, and across different
implementation technologies.[2]

The Unified Modeling Language
(UML) offers a standard way to
visualize a system's architectural
blueprints, including elements such as:
•• activities
•• actors
• business processes
• database schemas
• (logical) components
• programming language statements
• reusable software components.[3]

UML has synthesized the notations of the Booch method, the Object-modeling technique (OMT) and
Object-oriented software engineering (OOSE) by fusing them into a single, common and widely usable modeling
language. UML aims to be a standard modeling language which can model concurrent and distributed systems.
UML models may be automatically transformed to other representations (e.g. Java) by means of QVT-like
transformation languages. UML is extensible, with two mechanisms for customization: profiles and stereotypes.
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History

History of object-oriented methods and notation.

UML has been evolving since the
second half of the 1990s and has its
roots in the object-oriented methods
developed in the late 1980s and early
1990s. The timeline (see image) shows
the highlight of the history of
object-oriented modeling methods and
notation.

Before UML 1.x

After Rational Software Corporation
hired James Rumbaugh from General
Electric in 1994, the company became
the source for two of the most popular
object-oriented modeling approaches of
the day:[4] Rumbaugh's
Object-modeling technique (OMT) and Grady Booch's method known as Object-oriented design (OOD). They were
soon assisted in their efforts by Ivar Jacobson, the creator of the object-oriented software engineering (OOSE)
method. Jacobson joined Rational in 1995, after his company, Objectory AB,[5] was acquired by Rational. The three
methodologists were collectively referred to as the "Three Amigos".

In 1996, Rational concluded that the abundance of modeling languages was slowing the adoption of object
technology,[citation needed] so repositioning the work on a unified method, they tasked the "Three Amigos" with the
development of a non-proprietary Unified Modeling Language. Representatives of competing object technology
companies were consulted during OOPSLA '96;[citation needed] they chose boxes for representing classes rather than
the cloud symbols that were used in Booch's notation.
Under the technical leadership of the "Three Amigos", an international consortium called the UML Partners was
organized in 1996 to complete the Unified Modeling Language (UML) specification, and propose it as a response to
the OMG RFP. The UML Partners' UML 1.0 specification draft was proposed to the OMG in January 1997. During
the same month the UML Partners formed a Semantics Task Force, chaired by Cris Kobryn and administered by Ed
Eykholt, to finalize the semantics of the specification and integrate it with other standardization efforts. The result of
this work, UML 1.1, was submitted to the OMG in August 1997 and adopted by the OMG in November 1997.

UML 1.x
As a modeling notation, the influence of the OMT notation dominates (e. g., using rectangles for classes and
objects). Though the Booch "cloud" notation was dropped, the Booch capability to specify lower-level design detail
was embraced. The use case notation from Objectory and the component notation from Booch were integrated with
the rest of the notation, but the semantic integration was relatively weak in UML 1.1, and was not really fixed until
the UML 2.0 major revision.[citation needed]

Concepts from many other OO methods were also loosely integrated with UML with the intent that UML would 
support all OO methods. Many others also contributed, with their approaches flavouring the many models of the day, 
including: Tony Wasserman and Peter Pircher with the "Object-Oriented Structured Design (OOSD)" notation (not a 
method), Ray Buhr's "Systems Design with Ada", Archie Bowen's use case and timing analysis, Paul Ward's data 
analysis and David Harel's "Statecharts"; as the group tried to ensure broad coverage in the real-time systems 
domain. As a result, UML is useful in a variety of engineering problems, from single process, single user
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applications to concurrent, distributed systems, making UML rich but also large.
The Unified Modeling Language is an international standard:

ISO/IEC 19501:2005 Information technology – Open Distributed Processing – Unified Modeling Language
(UML) Version 1.4.2

UML 2.x
UML has matured significantly since UML 1.1. Several minor revisions (UML 1.3, 1.4, and 1.5) fixed shortcomings
and bugs with the first version of UML, followed by the UML 2.0 major revision that was adopted by the OMG in
2005.
Although UML 2.1 was never released as a formal specification, versions 2.1.1 and 2.1.2 appeared in 2007, followed
by UML 2.2 in February 2009. UML 2.3 was formally released in May 2010. UML 2.4.1 was formally released in
August 2011. UML 2.5 was released in October 2012 as an "In process" version and has yet to become formally
released.
There are four parts to the UML 2.x specification:
1.1. The Superstructure that defines the notation and semantics for diagrams and their model elements
2.2. The Infrastructure that defines the core metamodel on which the Superstructure is based
3. The Object Constraint Language (OCL) for defining rules for model elements
4.4. The UML Diagram Interchange that defines how UML 2 diagram layouts are exchanged
The current versions of these standards follow: UML Superstructure version 2.4.1, UML Infrastructure version 2.4.1,
OCL version 2.3.1, and UML Diagram Interchange version 1.0.
Although many UML tools support some of the new features of UML 2.x, the OMG provides no test suite to
objectively test compliance with its specifications.

Topics

Software development methods
UML is not a development method by itself;[6] however, it was designed to be compatible with the leading
object-oriented software development methods of its time (for example OMT, Booch method, Objectory). Since
UML has evolved, some of these methods have been recast to take advantage of the new notations (for example
OMT), and new methods have been created based on UML, such as IBM Rational Unified Process (RUP). Others
include Abstraction Method and Dynamic Systems Development Method.

Modeling
It is important to distinguish between the UML model and the set of diagrams of a system. A diagram is a partial
graphic representation of a system's model. The model also contains documentation that drives the model elements
and diagrams (such as written use cases).
UML diagrams represent two different views of a system model:[7]

• Static (or structural) view: emphasizes the static structure of the system using objects, attributes, operations and
relationships. The structural view includes class diagrams and composite structure diagrams.

• Dynamic (or behavioral) view: emphasizes the dynamic behavior of the system by showing collaborations among
objects and changes to the internal states of objects. This view includes sequence diagrams, activity diagrams and
state machine diagrams.

UML models can be exchanged among UML tools by using the XML Metadata Interchange (XMI) interchange
format.
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Diagrams overview

UML diagrams
Structural UML diagrams

•• Class diagram
•• Component diagram
•• Composite structure diagram
•• Deployment diagram
•• Object diagram
•• Package diagram
•• Profile diagram

Behavioral UML diagrams

•• Activity diagram
•• Communication diagram
•• Interaction overview diagram
•• Sequence diagram
•• State diagram
•• Timing diagram
•• Use case diagram

•• v
•• t
• e [8]

UML 2.2 has 14 types of diagrams divided into two categories.[9] Seven diagram types represent structural
information, and the other seven represent general types of behavior, including four that represent different aspects
of interactions. These diagrams can be categorized hierarchically as shown in the following class diagram:

UML does not restrict UML element types to a certain diagram type. In general, every UML element may appear on
almost all types of diagrams; this flexibility has been partially restricted in UML 2.0. UML profiles may define
additional diagram types or extend existing diagrams with additional notations.
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In keeping with the tradition of engineering drawings,[citation needed] a comment or note explaining usage, constraint,
or intent is allowed in a UML diagram.

Structure diagrams

Structure diagrams emphasize the things that must be present in the system being modeled. Since structure diagrams
represent the structure, they are used extensively in documenting the software architecture of software systems.
• Class diagram: describes the structure of a system by showing the system's classes, their attributes, and the

relationships among the classes.
• Component diagram: describes how a software system is split up into components and shows the dependencies

among these components.
• Composite structure diagram: describes the internal structure of a class and the collaborations that this structure

makes possible.
• Deployment diagram: describes the hardware used in system implementations and the execution environments

and artifacts deployed on the hardware.
• Object diagram: shows a complete or partial view of the structure of an example modeled system at a specific

time.
• Package diagram: describes how a system is split up into logical groupings by showing the dependencies among

these groupings.
• Profile diagram: operates at the metamodel level to show stereotypes as classes with the <<stereotype>>

stereotype, and profiles as packages with the <<profile>> stereotype. The extension relation (solid line with
closed, filled arrowhead) indicates what metamodel element a given stereotype is extending.

Class diagram Component
diagram

Composite structure diagram Deployment
diagram

Object diagram Package diagram

Behavior diagrams

Behavior diagrams emphasize what must happen in the system being modeled. Since behavior diagrams illustrate the
behavior of a system, they are used extensively to describe the functionality of software systems.
• Activity diagram: describes the business and operational step-by-step workflows of components in a system. An

activity diagram shows the overall flow of control.
• UML state machine diagram: describes the states and state transitions of the system.
• Use Case Diagram: describes the functionality provided by a system in terms of actors, their goals represented as

use cases, and any dependencies among those use cases.
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UML Activity Diagram State Machine
diagram

Use Case Diagram

Interaction diagrams

Interaction diagrams, a subset of behavior diagrams, emphasize the flow of control and data among the things in the
system being modeled:
• Communication diagram: shows the interactions between objects or parts in terms of sequenced messages. They

represent a combination of information taken from Class, Sequence, and Use Case Diagrams describing both the
static structure and dynamic behavior of a system.

• Interaction overview diagram: provides an overview in which the nodes represent communication diagrams.
• Sequence diagram: shows how objects communicate with each other in terms of a sequence of messages. Also

indicates the lifespans of objects relative to those messages.
• Timing diagrams: a specific type of interaction diagram where the focus is on timing constraints.

Communication diagram Interaction overview
diagram

Sequence diagram

The Protocol State Machine is a sub-variant of the State Machine. It may be used to model network communication
protocols.
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Meta modeling

Illustration of the Meta-Object Facility.

The Object Management Group (OMG)
has developed a metamodeling
architecture to define the Unified
Modeling Language (UML), called the
Meta-Object Facility (MOF).[10] The
Meta-Object Facility is designed as a
four-layered architecture, as shown in
the image at right. It provides a
meta-meta model at the top layer, called
the M3 layer. This M3-model is the
language used by Meta-Object Facility
to build metamodels, called
M2-models.

The most prominent example of a Layer
2 Meta-Object Facility model is the
UML metamodel, the model that
describes the UML itself. These
M2-models describe elements of the M1-layer, and thus M1-models. These would be, for example, models written in
UML. The last layer is the M0-layer or data layer. It is used to describe runtime instance of the system.
Beyond the M3-model, the Meta-Object Facility describes the means to create and manipulate models and
metamodels by defining Common Object Request Broker Architecture (CORBA) interfaces that describe those
operations. Because of the similarities between the Meta-Object Facility M0-model and UML structure models,
Meta-Object Facility metamodels are usually modeled as UML class diagrams. A supporting standard of the
Meta-Object Facility is XMI, which defines an XML-based exchange format for models on the M3-, M2-, or
M1-Layer.

Criticisms
Although UML is a widely recognized and used modeling standard, it is frequently[citation needed] criticized for the
following:
Standards bloat

Bertrand Meyer, in a satirical essay framed as a student's request for a grade change, apparently criticized
UML as of 1997 for being unrelated to object-oriented software development; a disclaimer was added later
pointing out that his company nevertheless supports UML. Ivar Jacobson, a co-architect of UML, said that
objections to UML 2.0's size were valid enough to consider the application of intelligent agents to the
problem.[11] It contains many diagrams and constructs that are redundant or infrequently used.

Problems in learning and adopting
The problems cited in this section make learning and adopting UML problematic, especially when required of
engineers lacking the prerequisite skills.[12] In practice, people often draw diagrams with the symbols provided
by their CASE tool, but without the meanings those symbols are intended to provide. Simple user narratives
e.g. "what I do at work ..." have shown to be much simpler to record and more immediately useful.[citation

needed]

Linguistic incoherence
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The standards have been cited as being ambiguous and inconsistent.[13] The UML 2.0 standard still suffers
many issues.

Capabilities of UML and implementation language mismatch
Typical of other notational systems, UML is able to represent some systems more concisely or efficiently than
others. Thus a developer gravitates toward solutions that reside at the intersection of the capabilities of UML
and the implementation language. This problem is particularly pronounced if the implementation language
does not adhere to orthodox object-oriented doctrine, since the intersection set between UML and
implementation language may be that much smaller or equal in size.[citation needed]

Dysfunctional interchange format
While the XMI (XML Metadata Interchange) standard is designed to facilitate the interchange of UML
models, it has been largely ineffective in the practical interchange of UML 2.x models. This interoperability
ineffectiveness is attributable to several reasons. Firstly, XMI 2.x is large and complex in its own right, since it
purports to address a technical problem more ambitious than exchanging UML 2.x models. In particular, it
attempts to provide a mechanism for facilitating the exchange of any arbitrary modeling language defined by
the OMG's Meta-Object Facility (MOF). Secondly, the UML 2.x Diagram Interchange specification lacks
sufficient detail to facilitate reliable interchange of UML 2.x notations between modeling tools. Since UML is
a visual modeling language, this shortcoming is substantial for modelers who don't want to redraw their
diagrams. The Diagram Definition OMG project is another alternative.

Cardinality notation
As with database Chen, Bachman, and ISO ER diagrams, class models are specified to use "look-across"
cardinalities, even though several authors (Merise,[14] Elmasri & Navathe [15] amongst others [16]) prefer
same-side or "look-here" for roles and both minimum and maximum cardinalities. Recent researchers
(Feinerer, Dullea et. alia ) have shown that the "look-across" technique used by UML and ER diagrams is less
effective and less coherent when applied to n-ary relationships of order >2.
In Feinerer it says "Problems arise if we operate under the look-across semantics as used for UML
associations. Hartmann investigates this situation and shows how and why different transformations fail."
(Although the "reduction" mentioned is spurious as the two diagrams 3.4 and 3.5 are in fact the same) and
also "As we will see on the next few pages, the look-across interpretation introduces several difficulties which
prevent the extension of simple mechanisms from binary to n-ary associations."

Exclusive
The term "unified" applies only to the unification of the many prior existing and competing object-oriented
languages. Important well known and popular techniques, almost universally used in industry, such as data
flow diagrams and structure charts were not included in the specification.[citation needed]

Modeling experts have written criticisms of UML, including Brian Henderson-Sellers and Cesar Gonzalez-Perez in
"Uses and Abuses of the Stereotype Mechanism in UML 1.x and 2.0".[17]

Complexity
UML has been criticized for being extremely complex compared to other tools.
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The Third Manifesto
The Third Manifesto (1995) is Christopher J. Date's and Hugh Darwen's proposal for future database management
systems, a response to two earlier Manifestos with the same purpose. The theme of the manifestos is how to avoid
the 'object-relational impedance mismatch' between object-oriented programming languages and relational database
management systems. The Third Manifesto proposes to maintain the relational model for databases and to support
objects as user-defined types.
A major theme of the manifesto is to explain how the inadequacies of existing relational database management
systems are not shortcomings of the relational database model per se, but rather, of implementation decisions in
those systems, and of the SQL query language that most of these systems use.
The manifesto describes an alternative to SQL, named D. D is a specification of desirable characteristics of a
database language, rather than a specific syntax or grammar. As such, it describes a family of languages rather than
any particular language. However, as an example, a particular member of the hypothetical D "family" called Tutorial
D is described in detail, including significant portions of its grammar.
Several partial implementations of D exist, including:
• Alphora Dataphor, an open source product which implements D atop SQL databases.
• Rel, an Open Source implementation of Tutorial D in Java.
• Muldis Rosetta (Muldis D), an Open Source implementation in Perl
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External links
• Official website [14] - including errata, related materials, and a PDF version of The Third Manifesto.
• PDF version [15] of the February 7, 2013 version of The Third Manifesto
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Three schema approach

The notion of a three-schema model was first introduced in 1975 by the
ANSI/X3/SPARC three level architecture, which determined three levels to model

data.[1]

The three-schema approach, or the
Three Schema Concept, in software
engineering is an approach to building
information systems and systems
information management from the
1970s. It proposes to use three different
views in systems development, in
which conceptual modelling is
considered to be the key to achieving
data integration.[2]

Overview

The three-schema approach offers three
types of schemas with schema
techniques based on formal language
descriptions:[3]

•• External schema for user views
• Conceptual schema integrates external schemata
•• Internal schema that defines physical storage structures
At the center, the conceptual schema defines the ontology of the concepts as the users think of them and talk about
them. The physical schema according to Sowa (2004) "describes the internal formats of the data stored in the
database, and the external schema defines the view of the data presented to the application programs".[4] The
framework attempted to permit multiple data models to be used for external schemata.[5]
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Over the years, the skill and interest in building information systems has grown tremendously. However, for the
most part, the traditional approach to building systems has only focused on defining data from two distinct views, the
"user view" and the "computer view". From the user view, which will be referred to as the “external schema,” the
definition of data is in the context of reports and screens designed to aid individuals in doing their specific jobs. The
required structure of data from a usage view changes with the business environment and the individual preferences
of the user. From the computer view, which will be referred to as the “internal schema,” data is defined in terms of
file structures for storage and retrieval. The required structure of data for computer storage depends upon the specific
computer technology employed and the need for efficient processing of data.[6]

Figure 1: Traditional View of Data Figure 2: Three schema approach

These two traditional views of data have been defined by analysts over the years on an application by application
basis as specific business needs were addressed, see Figure 1. Typically, the internal schema defined for an initial
application cannot be readily used for subsequent applications, resulting in the creation of redundant and often
inconsistent definition of the same data. Data was defined by the layout of physical records and processed
sequentially in early information systems. The need for flexibility, however, led to the introduction of Database
Management Systems (DBMSs), which allow for random access of logically connected pieces of data. The logical
data structures within a DBMS are typically defined as either hierarchies, networks or relations. Although DBMSs
have greatly improved the shareability of data, the use of a DBMS alone does not guarantee a consistent definition of
data. Furthermore, most large companies have had to develop multiple databases which are often under the control of
different DBMSs and still have the problems of redundancy and inconsistency.
The recognition of this problem led the ANSI/X3/SPARC Study Group on Database Management Systems to
conclude that in an ideal data management environment a third view of data is needed. This view, referred to as a
“conceptual schema” is a single integrated definition of the data within an enterprise which is unbiased toward any
single application of data and is independent of how the data is physically stored or accessed, see Figure 2. The
primary objective of this conceptual schema is to provide a consistent definition of the meanings and
interrelationship of data which can be used to integrate, share, and manage the integrity of data.
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History

Image of the six layers in the Zachman
Framework.

The notion of a three-schema model consisting of a conceptual model,
an external model, and an internal or physical model was first
introduced by the ANSI/X3/SPARC Standards Planning and
Requirements Committee directed by Charles Bachman in 1975. The
ANSI/X3/SPARC Report characterized DBMSs as having a two
schema organization. That is, DBMSs utilize an internal schema,
which represents the structure of the data as viewed by the DBMS, and
an external schema, which represents various structures of the data as
viewed by the end user. The concept of a third schema (conceptual)
was introduced in the report. The conceptual schema represents the
basic underlying structure of data as viewed by the enterprise as a
whole.

The ANSI/SPARC report was intended as a basis for interoperable
computer systems. All database vendors adopted the three-schema
terminology, but they implemented it in incompatible ways. Over the
next twenty years, various groups attempted to define standards for the
conceptual schema and its mappings to databases and programming languages. Unfortunately, none of the vendors
had a strong incentive to make their formats compatible with their competitors'. A few reports were produced, but no
standards.
As the practice of Data Administration has evolved and more graphical techniques have evolved, the term "schema"
has given way to the term "model". The conceptual model represents the view of data that is negotiated between end
users and database administrators covering those entities about which it is important to keep data, the meaning of the
data, and the relationships of the data to each other.
One further development is the IDEF1X information modeling methodology, which is based on the three-schema
concept. Another is the Zachman Framework, proposed by John Zachman in 1987 and developed ever since in the
field of Enterprise Architecture. In this framework, the three-schema model has evolved into a layer of six
perspectives. In other Enterprise Architecture frameworks some kind of view model is incorporated.
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External links
• Information Designing (http:/ / www. walden3d. com/ w3d_old/ papers/ lynk_part1_90/ sld008. htm) presentation

by Walden 3d Inc.
• Example of an application (http:/ / www. nws. noaa. gov/ oh/ hrl/ ihfs/ logmodel/ ihfsdatamodel. php) at the

Office of Hydrologic Development at the US National Weather Service.

White pages schema
A white pages schema is a data model, specifically a logical schema, for organizing the data contained in entries in
a directory service, database, or application, such as an address book. In a white pages directory, each entry typically
represents an individual person that makes use of network resources, such as by receiving email or having an account
to log into a system. In some environments, the schema may also include the representation of organizational
divisions, roles, groups, and devices. The term is derived from the white pages, the listing of individuals in a
telephone directory, typically sorted by the individual's home location (e.g. city) and then by their name.
While many telephone service providers have for decades published a list of their subscribers in a telephone
directory, and similarly corporations published a list of their employees in an internal directory, it was not until the
rise of electronic mail systems that a requirement for standards for the electronic exchange of subscriber information
between different systems appeared.
A white pages schema typically defines, for each real-world object being represented:
•• what attributes of that object are to be represented in the entry for that object
•• what relationships of that object to other objects are to be represented
• how is the entry to be named in a DIT
•• how an entry is to be located by a client searching for it
•• how similar entries are to be distinguished
•• how are entries to be ordered when displayed in a list
One of the earliest attempts to standardize a white pages schema for electronic mail use was in X.520 and X.521,
part of the X.500 specifications, that was derived from the addressing requirements of X.400 and defined a Directory
Information Tree that mirrored the international telephone system, with entries representing residential and
organizational subscribers. This evolved into the Lightweight Directory Access Protocol standard schema in RFC
2256. One of the most widely deployed white pages schemas used in LDAP for representing individuals in an
organizational context is inetOrgPerson, defined in RFC 2798, although versions of Active Directory require a
different object class, User. Many large organizations have also defined their own white pages schemas for their
employees or customers, as part of their Identity management architecture. Converting between data bases and
directories using different schemas is often the function of a Metadirectory, and data interchange standards such as
Common Indexing Protocol.
Some early directory deployments suffered due to poor design choices in their white pages schema, such as:
•• attributes used for naming purposes were non-unique in large environments (such as a person's common name)
•• attributes used for naming purposes were likely to change (such as surnames)
• attributes were included which could lead to Identity theft, such as a Social security number
• users were required during provisioning to choose attributes which are unique but still memorable to them
Numerous other proposed schemas exist, both as standalone definitions suitable for use with general purpose
directories, or as embedded into network protocols.
Examples of other generic white pages schemas include vCard, defined in RFC 2426, and FOAF.
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Anchor Modeling
Anchor Modeling is an agile database modeling technique suited for information that change over time both in
structure and content. It provides a graphical notation used for conceptual modeling similar to that of
entity—relationship modeling, with extensions for working with temporal data. The modeling technique is based
around four modeling constructs: the anchor, attribute, tie and knot, each capturing different aspects of the domain
being modeled.[1] The resulting models can be translated to physical database designs using formalized rules. When
such a translation is done the tables in the relational database will mostly be in the sixth normal form.

Philosophy and history
Anchor Modeling was created in order to take advantage of the benefits from a high degree of normalization while
avoiding its drawbacks. Advantages such as being able to non-destructively evolve the model, avoid null values, and
keep the information free from redundancies are gained. Performance issues due to extra joins are largely avoided
thanks to a feature in modern database engines called 'table elimination'. In order to handle changes in the
information content Anchor Modeling emulates aspects of a temporal database in the resulting relational database
schema.
The earliest installations using Anchor Modeling were made in Sweden with the first dating back to 2004, when a
data warehouse for an insurance company was built using the technique. In 2007 the technique was being used in a
few data warehouses and one OLTP system, and it was presented internationally by Lars Rönnbäck at the TDWI
(The Data Warehousing Institute) conference in Amsterdam.[2] This stirred enough interest for the technique to
warrant a more formal description. Since then research concerning Anchor Modeling is being done in a collaboration
between the creators Olle Regardt and Lars Rönnbäck and a team at the Department of Computer and Systems
Sciences, Stockholm University. The first paper,[3] in which Anchor Modeling is formalized, was presented at the
28th International Conference on Conceptual Modeling[4] and won the best paper award.
The research can be followed at www.anchormodeling.com [5], where material on Anchor Modeling is made public
and free to use under a Creative Commons license. An online modeling tool is also available, which is free to use
and Open Source.

Basic notions
Anchor Modeling has four basic modeling concepts, anchors, attributes, ties, and knots. Anchors are used to model
entities and events, attributes are used to model properties of anchors, ties model the relationships between anchors,
and knots are used to model shared properties, such as states. Attributes and ties can be historized when changes in
the information they model need to be kept.
An example model showing the different graphical symbols for all the concepts can be seen below. The symbols
resemble those used in Entity-Relationship modeling, with a couple of extensions. A double outline on an attribute or
tie indicates that a history of changes is kept and the knot symbol (an outlined square with rounded edges) is also
available.
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Temporal aspects
Anchor Modeling handles two types of informational evolution, structural changes and content changes. Changes to
the structure of information is represented through extensions. The high degree of normalization makes it possible to
non-destructively add the necessary modeling concepts needed to capture a change, in such a way that every
previous schema always remains as a subset of the current schema. Since the existing schema is not touched, this
gives the benefit of being able to evolve the database in a highly iterative manner and without causing any
downtime.
Changes in the content of information is done by emulating similar features of a temporal database in a relational
database. In Anchor Modeling, pieces of information can be tied to points in time or to intervals of time (both open
and closed). The time points when events occur are modeled using attributes, e g the birth dates of persons or the
time of a purchase. The intervals of time in which a value is valid are captured through the historization of attributes
and ties, e g the changes of hair color of a person or the period of time during which a person was married. In a
relational database this is achieved by adding a single column, with a data type granular enough to capture the speed
of the changes, to the table corresponding to the historized attribute or tie. This adds a slight complexity as more than
one row in the table have to be examined in order to know if an interval is closed or not.
Points or intervals of time not directly related to the domain being modeled, such as the points of time information
entered the database, are handled through the use of metadata in Anchor Modeling, rather than any of the above
mentioned constructs. If information about such changes to the database needs to be kept Bitemporal Anchor
Modeling can be used, where in addition to updates, also delete statements become non-destructive.
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Relational representation
In Anchor Modeling there is a one-to-one mapping between the symbols used in the conceptual model and tables in
the relational database. Every anchor, attribute, tie, and knot have a corresponding table in the database with an
unambiguously defined structure. A conceptual model can thereby be translated to a relational database schema
using simple automated rules, and vice versa. This is different from many other modeling techniques in which there
are complex and sometimes subjective translation steps between the conceptual, logical, and physical levels.
Anchor tables contain a single column in which identities are stored. An identity is assumed to be the only property
of an entity that is always present and immutable. As identities are rarely available from the domain being modeled,
they are instead technically generated, e g from an incrementing number sequence.
An example of an anchor for the identities of the nephews of Donald Duck is a set of 1-tuples:
{⟨#42⟩, ⟨#43⟩, ⟨#44⟩}
Knots can be thought of as the combination of an anchor and a single attribute. Knot tables contain two columns, one
for an identity and one for a value. Due to storing identities and values together, knots cannot be historized. Their
usefulness comes from being able to reduce storage requirements and improve performance, since tables referencing
knots can store a short value rather than a long string.
An example of a knot for genders is a set of 2-tuples:
{⟨#1, 'Male'⟩, ⟨#2, 'Female'⟩}
Static attribute tables contain two columns, one for the identity of the entity to which the value belongs and one for
the actual property value. Historized attribute tables have an extra column for storing the starting point of a time
interval. In a knotted attribute table, the value column is an identity that references a knot table.
An example of a static attribute for their names is a set of 2-tuples:
{⟨#42, 'Huey'⟩, ⟨#43, 'Dewey'⟩, ⟨#44, 'Louie'⟩}
An example of a knotted static attribute for their genders is a set of 2-tuples:
{⟨#42, #1⟩, ⟨#43, #1⟩, ⟨#44, #1⟩}
An example of a historized attribute for the (changing) colors of their outfits is a set of 3-tuples:
{⟨#44, 'Orange', 1938-04-15⟩, ⟨#44, 'Green', 1939-04-28⟩, ⟨#44, 'Blue',

1940-12-13⟩}
Static tie tables relate two or more anchors to each other, and contain two or more columns for storing the identities.
Historized tie tables have an extra column for storing the starting point of a time interval. Knotted tie tables have an
additional column for each referenced knot.
An example of a static tie for the sibling relationship is a set of 2-tuples:
{⟨#42, #43⟩, ⟨#42, #44⟩, ⟨#43, #42⟩, ⟨#43, #44⟩, ⟨#44, #42⟩, ⟨#44, #43⟩}
The resulting tables will all be in sixth normal form except for ties in which not all columns are part of the primary
key.
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Bachman diagram

Example of a Data Structure Diagram.

Data Structure Diagram (DSD) is a diagram of the
conceptual data model which documents the entities and their
relationships, as well as the constraints that connect to them.

The basic graphic notation elements of DSDs are boxes which
represent entities.The arrow symbol represents relationships.
Data structure diagrams are most useful for documenting
complex data entities.
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Overview

Data Structure Diagram.

Data Structure Diagram is a diagram type that is used to depict the
structure of data elements in the data dictionary. The data structure
diagram is a graphical alternative to the composition specifications
within such data dictionary entries.[1]

The data structure diagrams is a predecessor of the entity-relationship
model (E-R model). In DSDs, attributes are specified inside the entity
boxes rather than outside of them, while relationships are drawn as
boxes composed of attributes which specify the constraints that bind
entities together. DSDs differ from the E-R model in that the E-R

model focuses on the relationships between different entities, whereas DSDs focus on the relationships of the
elements within an entity.

There are several styles for representing data structure diagrams, with the notable difference in the manner of
defining cardinality. The choices are between arrow heads, inverted arrow heads (crow's feet), or numerical
representation of the cardinality.

Bachman diagram

Illustration of set type using a Bachman diagram.

A Bachman diagram is a certain type
of data structure diagram,[2] and is
used to design the data with a network
or relational "logical" model,
separating the data model from the
way the data is stored in the system.
The model is named after database
pioneer Charles Bachman, and mostly
used in computer software design.

In a relational model, a relation is the
cohesion of attributes that are fully and
not transitive functional
dependent[clarify] of every key in that relation. The coupling between the relations is based on accordant attributes.
For every relation, a rectangle has to be drawn and every coupling is illustrated by a line that connects the relations.
On the edge of each line, arrows indicate the cardinality. We have 1-to-n, 1-to-1 and n-to-n. The latter has to be
avoided and must be replaced by two 1-to-n couplings.
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Bitemporal Modeling
Bitemporal Modeling is an information modeling technique designed to handle historical data along two different
timelines. This makes it possible to rewind the information to "as it actually was" in combination with "as it was
recorded" at some point in time. In order to able do so, information cannot be discarded even if it is erroneous.
Within, for example, financial reporting it is often desirable to be able to recreate an old report both as it actually
looked at the time of creation and as it should have looked given corrections made to the data after its creation.
Implementations of Bitemporal Modeling are mostly done using relational databases. As such, Bitemporal Modeling
is considered different from Dimensional Modeling and complementary to database normalization. The upcoming
SQL standard SQL:2011 will provide language constructs for working with bitemporal data. As no standard is yet in
place, current solutions are vendor specific.

Philosophy
Bitemporal modeling uses bitemporal structures as the basic components. This results in the databases which have a
consistent type of temporality for all data.

Benefits of Bitemporal Modeling
By focusing on completness and accuracy of data Bitemporal Modeling facilitates the creation of complete audit
trails of data. Specifically this allows for queries which provide:
1.1. The most accurate data possible as we know it now
2.2. Data as we knew it at any point in time
3.3. When and why the most accurate data we had changed

http://knowledge.fhwa.dot.gov/tam/aashto.nsf/All+Documents/4825476B2B5C687285256B1F00544258/$FILE/DIGloss.pdf
http://knowledge.fhwa.dot.gov/tam/aashto.nsf/All+Documents/4825476B2B5C687285256B1F00544258/$FILE/DIGloss.pdf
http://www.irs.gov/irm/part2/irm_02-005-013.html
http://en.wikipedia.org/w/index.php?title=Charles_W._Bachman
http://en.wikipedia.org/w/index.php?title=Tom_DeMarco
http://en.wikipedia.org/w/index.php?title=Edward_Yourdon
http://www.yourdon.com/strucanalysis/wiki/index.php?title=Introduction
http://www.yourdon.com/strucanalysis/wiki/index.php?title=Introduction
http://en.wikipedia.org/w/index.php?title=Information_modeling
http://en.wikipedia.org/w/index.php?title=Timeline
http://en.wikipedia.org/w/index.php?title=Financial_reporting
http://en.wikipedia.org/w/index.php?title=Report
http://en.wikipedia.org/w/index.php?title=Dimensional_modeling


Bitemporal data 142

Bitemporal data
Bitemporal data is a concept used in a temporal database. It denotes both the valid time and transaction time of the
data.
In a database table bitemporal data is often represented by four extra table-columns StartVT and EndVT, StartTT
and EndTT. Normally each time interval is closed at its lower bound, and open at its upper bound.

IDEF1X

Example of an IDEF1X Diagram.

Integration DEFinition for
Information Modeling (IDEF1X) is a
data modeling language for the
development of semantic data models.
IDEF1X is used to produce a graphical
information model which represents the
structure and semantics of information
within an environment or system.[1]

IDEF1X permits the construction of
semantic data models which may serve
to support the management of data as a
resource, the integration of information
systems, and the building of computer
databases. This standard is part of the
IDEF family of modeling languages in
the field of software engineering.

Overview

A data modeling technique is used to
model data in a standard, consistent and
predictable manner in order to manage it as a resource. It can be used in projects requiring a standard means of
defining and analyzing the data resources within an organization. Such projects include the incorporation of a data
modeling technique into a methodology, managing data as a resource, integrating information systems, or designing
computer databases. The primary objectives of the IDEF1X standard are to provide:

•• Means for completely understanding and analyzing an organization's data resources
•• Common means of representing and communicating the complexity of data
•• A technique for presenting an overall view of the data required to run an enterprise
•• Means for defining an application-independent view of data which can be validated by users and transformed into

a physical database design
•• A technique for deriving an integrated data definition from existing data resources.
A principal objective of IDEF1X is to support integration. The approach to integration focuses on the capture, 
management, and use of a single semantic definition of the data resource referred to as a “Conceptual schema.” The 
“conceptual schema” provides a single integrated definition of the data within an enterprise which is not biased 
toward any single application of data and is independent of how the data is physically stored or accessed. The
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primary objective of this conceptual schema is to provide a consistent definition of the meanings of and
interrelationships between data that can be used to integrate, share, and manage the integrity of data. A conceptual
schema must have three important characteristics:
•• Consistent with the infrastructure of the business and true across all application areas
•• Extendible, such that new data can be defined without altering previously defined data
•• Transformable to both the required user views and to a variety of data storage and access structures.

History
The need for semantic data models was first recognized by the U.S. Air Force in the mid-1970s as a result of the
Integrated Computer Aided Manufacturing (ICAM) Program. The objective of this program was to increase
manufacturing productivity through the systematic application of computer technology. The ICAM Program
identified a need for better analysis and communication techniques for people involved in improving manufacturing
productivity. As a result, the ICAM Program developed a series of techniques known as the IDEF (ICAM
Definition) Methods which included the following:
• IDEF0 used to produce a “function model” which is a structured representation of the activities or processes

within the environment or system
• IDEF1 used to produce an “information model” which represents the structure and semantics of information

within the environment or system
• IDEF2 used to produce a “dynamics model”.
The initial approach to IDEF information modeling (IDEF1) was published by the ICAM program in 1981, based on
current research and industry needs. The theoretical roots for this approach stemmed from the early work of Edgar F.
Codd on relational theory and Peter Chen on the entity-relationship model. The initial IDEF1 technique was based
on the work of Dr R. R. Brown and Mr T. L. Ramey of Hughes Aircraft and Mr D. S. Coleman of D. Appleton
Company (DACOM), with critical review and influence by Charles Bachman, Peter Chen, Dr M. A. Melkanoff, and
Dr G.M. Nijssen.
In 1983, the U.S. Air Force initiated the Integrated Information Support System (I2S2) project under the ICAM
program. The objective of this project was to provide the enabling technology to logically and physically integrate a
network of heterogeneous computer hardware and software. As a result of this project, and industry experience, the
need for an enhanced technique for information modeling was recognized.
From the point of view of the contract administrators of the Air Force IDEF program, IDEF1X was a result of the
ICAM IISS-6201 project and was further extended by the IISS-6202 project. To satisfy the data modeling
enhancement requirements that were identified in the IISS-6202 project, a sub-contractor, DACOM, obtained a
license to the Logical Database Design Technique (LDDT) and its supporting software (ADAM). From the point of
view of the technical content of the modeling technique, IDEF1X is a renaming of LDDT.

Logical Database Design Technique
The Logical Database Design Technique (LDDT) had been developed in 1982 by Robert G. Brown of The Database
Design Group entirely outside the IDEF program and with no knowledge of IDEF1. Nevertheless, the central goal of
IDEF1 and LDDT was the same: to produce a database-neutral model of the persistent information needed by an
enterprise by modeling the real-world entities involved. LDDT combined elements of the relational data model, the
E-R model, and data generalization in a way specifically intended to support data modeling and the transformation of
the data models into database designs.
LDDT included an environmental (namespace) hierarchy, multiple levels of model, the modeling of 
generalization/specialization, and the explicit representation of relationships by primary and foreign keys, supported 
by a well defined role naming facility. The primary keys and unambiguously role-named foreign keys expressed
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sometimes subtle uniqueness and referential integrity constraints that needed to be known and honored by whatever
type of database was ultimately designed. Whether the database design used the integrity constraint based keys of the
LDDT model as database access keys or indexes was an entirely separate decision. The precision and completeness
of the LDDT models was an important factor in enabling the relatively smooth transformation of the models into
database designs. Early LDDT models were transformed into database designs for IBM's hierarchical database, IMS.
Later models were transformed into database designs for Cullinet's network database, IDMS, and many varieties of
relational database.
The LDDT software, ADAM, supported view (model) entry, view merging, selective (subset) viewing, namespace
inheritance, normalization, a quality assurance analysis of views, entity relationship graph and report generation,
transformation to a relational database expressed as SQL data declaration statements, and referential integrity
checking SQL. Logical models were serialized with a structural modeling language.
The graphic syntax of LDDT differed from that of IDEF1 and, more importantly, LDDT contained many interrelated
modeling concepts not present in IDEF1. Therefore, instead of extending IDEF1, Mary E. Loomis of DACOM wrote
a concise summary of the syntax and semantics of a substantial subset of LDDT, using terminology compatible with
IDEF1 wherever possible. DACOM labeled the result IDEF1X and supplied it to the ICAM program, which
published it in 1985. (IEEE 1998, p. iii) (Bruce 1992, p. xii) DACOM also converted the ADAM software to C and
sold it under the name Leverage.

IDEF1X Building blocks

Entity Syntax Domain Hierarchy Attribute
example

Primary Key
Syntax

Entities
The representation of a class of real or abstract things (people, objects, places, events, ideas, combination of
things, etc.) that are recognized as instances of the same class because they share the same characteristics and
can participate in the same relationships.

Domains
A named set of data values (fixed, or possibly infinite in number) all of the same data type, upon which the
actual value for an attribute instance is drawn. Every attribute must be defined on exactly one underlying
domain. Multiple attributes may be based on the same underlying domain.

Attributes
A property or characteristic that is common to some or all of the instances of an entity. An attribute represents
the use of a domain in the context of an entity.

Keys
An attribute, or combination of attributes, of an entity whose values uniquely identify each entity instance.
Each such set constitutes a candidate key.

Primary Keys
The candidate key selected as the unique identifier of an entity.

Foreign Keys
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An attribute, or combination of attributes of a child or category entity instance whose values match those in the
primary key of a related parent or generic entity instance. A foreign key can be viewed as the result of the
"migration" of the primary key of the parent or generic entity through a specific connection or categorization
relationship. An attribute or combination of attributes in the foreign key can be assigned a role name reflecting
its role in the child or category entity.

Relationship Cardinality Syntax Identifying
Relationship

Syntax

Categorization
Relationship

Syntax

Non-Specific
Relationship

Syntax

Relationships
An association between the instances of two entities or between instances of the same entity.

Connection Relationships
A relationship having no semantics in addition to association. See Constraint, Cardinality.

Categorization Relationships
A relationship in which instances of both entities represent the same real or abstract thing. One entity (generic
entity) represents the complete set of things, the other (category entity) represents a sub-type or
sub-classification of those things. The category entity may have one or more characteristics, or a relationship
with instances of another entity, not shared by all generic entity instances. Each instance of the category entity
is simultaneously an instance of the generic entity.

Non-Specific Relationships
A relationship in which an instance of either entity can be related to any number of instances of the other.

View Levels
Three levels of view are defined in IDEF1X: Entity Relationship (ER), Key Based (KB), and Fully Attributed
(FA). They differ in level of abstraction. The ER level is the most abstract. It models the most fundamental
elements of the subject area - the entities and their relationships. It is usually broader in scope than the other
levels. The KB level adds keys and the FA level adds all the attributes.
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IDEF1X Topics

The Three Schema Approach

The three schema approach .[2]

The three-schema approach in software
engineering is an approach to building
information systems and systems information
management, that promotes the conceptual
model as the key to achieving data integration.[3]

A schema is a model, usually depicted by a
diagram and sometimes accompanied by a
language description. The three schemas used in
this approach are:[4]

•• External schema for user views
• Conceptual schema integrates external

schemata
•• Internal schema that defines physical storage

structures.
At the center, the conceptual schema defines the ontology of the concepts as the users think of them and talk about
them. The physical schema describes the internal formats of the data stored in the database, and the external schema
defines the view of the data presented to the application programs.[5] The framework attempted to permit multiple
data models to be used for external schemata.[6]

Modeling Guidelines

Synthesizing an Entity in Phase One – Entity
Definition

The modeling process can be divided into five stages of model
developing.
Phase Zero – Project Initiation

The objectives of the Project Initiation phase include:
• Project definition – a general statement of what has to be done,

why, and how it will get done
• Source material – a plan for the acquisition of source material,

including indexing and filing
• Author conventions – a fundamental declaration of the

conventions (optional methods) by which the author chooses to
make and manage the model.

Phase One – Entity Definition
The objective of the Entity Definition phase is to identify and
define the entities that fall within the problem domain being
modeled.

Phase Two – Relationship Definition
The objective of the Relationship Definition phase is to identify and define the basic relationships between
entities. At this stage of modeling, some relationships may be non-specific and will require additional
refinement in subsequent phases. The primary outputs from Phase Two are:

•• Relationship matrix
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•• Relationship definitions
•• Entity-level diagrams.

Entity Relationship
Matrix

Entity Level Diagram Entity Level Diagram
Example

Reference Diagram

Phase Three - Key Definitions
The objectives of the Key Definitions phase are to:

•• Refine the non-specific relationships from Phase Two
•• Define key attributes for each entity
•• Migrate primary keys to establish foreign keys
•• Validate relationships and keys.

Example Reference
Diagram

Non-Specific
Relationship
Refinement

Scope of a Function View Attribute
Examples

No-Repeat Rule
Refinement

Rule Refinement.jpg Path Assertions Example of Phase Three
Function View Diagram

Phase Four - Attribute Definition
The objectives of the Attribute Definition phase are to:

•• Develop an attribute pool
•• Establish attribute ownership
•• Define nonkey attributes
•• Validate and refine the data structure.
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Applying the No Repeat Rule Example of Phase Four Function

IDEF1X Meta Model

Meta Model of IDEF1X.

A meta model is a model of the constructs of a
modeling system. Like any model, it is used to
represent and reason about the subject of the
model - in this case IDEF1X. The meta model is
used to reason about IDEF1X, i.e., what the
constructs of IDEF1X are and how they relate to
one another. The model shown is an IDEF1X
model of IDEF1X. Such meta models can be
used for various purposes, such as repository
design, tool design, or in order to specify the set
of valid IDEF1X models. Depending on the
purpose, somewhat different models result.
There is no “one right model.” For example, a
model for a tool that supports building models
incrementally must allow incomplete or even
inconsistent models. The meta model for
formalization, however, emphasizes alignment
with the concepts of the formalization and hence
incomplete or inconsistent models are not
allowed.

Meta models have two important limitations. First, they specify syntax but not semantics. Second, a meta model
must be supplemented with constraints in natural or formal language. The formal theory of IDEF1X provides both
the semantics and a means to precisely express the necessary constraints.
A meta model for IDEF1X is given in the adjacent figure. The name of the view is mm. The domain hierarchy and
constraints are also given. The constraints are expressed as sentences in the formal theory of the meta model. The
meta model informally defines the set of valid IDEF1X models in the usual way, as the sample instance tables that
correspond to a valid IDEF1X model. The meta model also formally defines the set of valid IDEF1X models in the
following way. The meta model, as an IDEF1X model, has a corresponding formal theory. The semantics of the
theory are defined in the standard way. That is, an interpretation of a theory consists of a domain of individuals and a
set of assignments:
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•• To each constant in the theory, an individual in the domain is assigned
•• To each n-ary function symbol in the theory, an n-ary function over the domain is assigned
•• To each n-ary predicate symbol in the theory, an n-ary relation over the domain is assigned.
In the intended interpretation, the domain of individuals consists of views, such as production; entities, such as part
and vendor; domains, such as qty_on_hand; connection relationships; category clusters; and so on. If every axiom in
the theory is true in the interpretation, then the interpretation is called a model for the theory. Every model for the
IDEF1X theory corresponding to the IDEF1X meta model and its constraints is a valid IDEF1X model.
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Universal Data Element Framework
The Universal Data Element Framework (UDEF) provides the foundation for building an enterprise-wide
controlled vocabulary. It is a standard way of indexing enterprise information that can produce big cost savings.
UDEF simplifies information management through consistent classification and assignment of a global standard
identifier to the data names and then relating them to similar data element concepts defined by other organizations.
Though this approach is a small part of the overall picture, it is potentially a crucial enabler of semantic
interoperability.

How UDEF works
UDEF provides semantic links, through assigning an intelligent, derived ID as an attribute of the data element,
essentially labeling the element as a specific data element concept. When this UDEF ID exists in both source and
target formats, it can then be used as an easy analysis point via a match report, and then as the primary pivot point
for transformations between source and target.
UDEF takes a list of high-level root object classes and assigns an integer to each class plus alpha characters to each
specialization modifier. It then also assigns integers to property word plus integers to each specialization modifier.
These object class alpha-integers are concatenated together with the property integers to form a dewey-decimal like
code for each data element concept.
For the following examples, go to http:/ / www. opengroup. org/ udefinfo/ htm/ en_defs. htm and expand the
applicable UDEF object and property trees
Assuming an application used by a hospital needs to map the data element concepts to the UDEF, the last name and
first name (within UDEF you will find Family Name and Given Name under the UDEF property Name) of several
people that are likely to appear on a medical record that could include the following example data element concepts
–
Patient Person Family Name – find the word “Patient” under the UDEF object “Person” and find the word “Family”
under the UDEF property “Name”
Patient Person Given Name – find the word “Patient” under the UDEF object “Person” and find the word “Given”
under the UDEF property “Name”
Doctor Person Family Name – find the word “Doctor” under the UDEF object “Person” and find the word “Family”
under the UDEF property “Name”
Doctor Person Given Name – find the word “Doctor” under the UDEF object “Person” and find the word “Given”
under the UDEF property “Name”
The associated UDEF IDs for the above are derived by walking up each tree respectively and using an underscore to
separate the object from the property. For the examples above, the following data element concepts are available
within the current UDEF – see http:/ / www. opengroup. org/ udefinfo/ htm/ en_ob5. htm and http:/ / www.
opengroup. org/ udefinfo/ htm/ en_pr10. htm
“Patient Person Family Name” the UDEF ID is “au.5_11.10”
“Patient Person Given Name” the UDEF ID is “au.5_12.10”
“Doctor Person Family Name” the UDEF ID is “aq.5_11.10”
“Doctor Person Given Name” the UDEF ID is “aq.5_12.10”
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Six basic steps to map enterprise data to the UDEF
There are six basic steps to follow when mapping data element concepts to the UDEF.
1. Identify the applicable UDEF property word that characterizes the dominant attribute (property) of the data
element concept. For example: Name, Identifier, Date, etc.
2. Identify the dominant UDEF object word that the dominant property (selected in step 1) is describing. For
example, Person_Name, Product_Identifier, Document_Date, etc.
3. By reviewing the UDEF tree for the selected property identified in step 1, identify applicable qualifiers that are
necessary to describe the property word term unambiguously. For example, Family Name.
4. By reviewing the UDEF tree for the selected object identified in step 2, identify applicable qualifiers that are
necessary to describe the object word term unambiguously. For example, Customer Person.
5. Concatenate the object term and the property term to create a UDEF naming convention compliant name where it
is recognized that the name may seem artificially long. For example, Customer Person_Family Name.
6. Derive a structured ID based on the UDEF taxonomy that carries the UDEF inherited indexing scheme. For
example <CustomerPersonFamilyName UDEFID=”as.5_11.10”>.

The Open Group UDEF Project objectives
The UDEF Project aims to establish the Universal Data Element Framework (UDEF) as the universally-used
classification system for data element concepts. It focuses on developing and maintaining the UDEF as an open
standard, advocating and promoting it, putting in place a technical infrastructure to support it, implementing a
Registry for it, and setting up education programs to train information professionals in its use.
Organizations that implement UDEF will likely realize the greatest benefit by defining their controlled vocabulary
based on the UDEF. To help an organization manage its UDEF based controlled vocabulary, it should seriously
consider a metadata registry that is based on ISO/IEC 11179-5.

History of UDEF
Ron Schuldt, Sr. Enterprise Data Architect, Lockheed Martin, originated the UDEF concept based on ISO/IEC
11179 Metadata standards in the early 1990s. Currently, he is a Senior Partner with UDEF-IT, LLC.

Ownership of UDEF intellectual property
The Open Group assumed from AFEI the right to grant public use licensing of the UDEF.
The Supplier Management Council Electronic Enterprise Working Group of the Aerospace Industry Association
(AIA) supports the UDEF as the naming convention solution to XML interoperability between standards that include
all functions throughout a product's life-cycle and is working through a well defined process to obtain approval of
this position from AIA and its member companies.
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Criticism
Classification in UDEF is not sometimes hampered by ad hoc decisions that might produce problems. Example:
•• b.be.5 is "United-Kingdom Citizen Person" and
•• c.be.5 is "European Union Citizen Person"
As the United Kingdom is part of the European Union, the classification is not unique. Response: The UDEF is
flexible and is designed to match the semantics and behaviour of existing systems. Therefore, if one system has a
table for United Kingdom Citizens and a different system has a table for European Union Citizens, the UDEF can
handle both situations.
Some of the concepts in UDEF are not as universal as it is claimed. They show a lot of bias to Anglo-American
tradition and way of thinking and are not easily transferable to other languages. Example: The following part of the
hierarchy shows the concept of an officer.
•• j.5 Officer.Person
•• a.j.5 Contracting.Officer.Person
•• a.a.j.5 Procuring.Contracting.Officer.Person
•• a.a.a.j.5 Government.Procuring.Contracting.Officer.Person
•• b.a.j.5 Administrative.Contracting.Officer.Person
•• b.j.5 Police.Officer.Person
•• c.j.5 Military.Officer.Person
In many cultures, the part of the tree below "a.j.5 Contracting Officer Person" would not be placed under j.5 (see
officer) as b.j.5 (see Law enforcement officer) or c.j.5 (see Officer (armed forces)).

External links
• UDEF Project of The Open Group [1]

• YouTube - UDEF Tutorial, Part 1 [2]

• YouTube - UDEF Tutorial, Part 2 [3]

• UDEF Frequently Asked Questions [4]

• - Obtain Enhanced UDEF Gap Analysis Tool in English, Dutch, or French [5]

Further reading
• Ronald Schuldt (November 15, 2011). UDEF - Six Steps to Cost Effective Data Integration [6]. CreateSpace.

ISBN 978-1-4664-6762-0.
• Ronald Schuldt and Roberta Shauger (January 16, 2012). UDEF - Six Steps to Cost Effective Data Integration [7].

Amazon Digital Services. ISBN 1-4664-6762-2.
• Roberta Shauger (December 20, 2011). UDEF Concepts Defined - Reference Guide [8]. CreateSpace.

ISBN 978-1-4681-1483-6.
• Roberta Shauger and Ronald Schuldt (January 14, 2012). UDEF Concepts Defined - Reference Guide [9]. Amazon

Digital Services. ISBN 1-4681-1483-2.
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Terminology model
A terminology model is a refinement of a concept system.[1] Within a terminology model the concepts (object types)
of a specific problem or subject area are defined by subject matter experts in terms of concept (object type)
definitions and definitions of subordinated concepts or characteristics (properties). Besides object types, the
terminology model allows defining hierarchical classifications, definitions for object type and property behavior and
definition of casual relations.
The terminology model is a means for subject matter experts to express their knowledge about the subject in subject
specific terms. Since the terminology model is structured rather similar to an object-oriented database schema, is can
be transformed without loss of information into an object-oriented database schema. Thus, the terminology model is
a method for problem analysis on the one side and a mean of defining database schema on the other side.
Several terminology models have been developed and published in the field of statistics:
• Terminology model for classifications[2]

• Terminology model for statistical variables[3]

• Reference model for statistical metadata[4]
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Model PART II: Variables and related concepts
[4] http:/ / www. epros. ed. ac. uk/ metanet/ working_groups/ Reference_model/ ReferenceModel. doc METANET - Reference Model

http://www.opengroup.org/udefinfo/
http://www.youtube.com/embed/y6hID5qzAzQ
http://www.youtube.com/embed/d6dH_U8TqhY
http://www.opengroup.org/udefinfo/faq.htm
https://udef-it.com/UDEF_Tools.html
https://www.createspace.com/3711806
http://www.amazon.com/dp/B006YK6YOQ
https://www.createspace.com/3753707
http://www.amazon.com/dp/B006XXMLQE
http://en.wikipedia.org/w/index.php?title=Concept
http://en.wikipedia.org/w/index.php?title=Object_type
http://en.wikipedia.org/w/index.php?title=Properties
http://en.wikipedia.org/w/index.php?title=Property
http://en.wikipedia.org/w/index.php?title=Object-oriented
http://www.iso.org/iso/home/store/catalogue_ics/catalogue_detail_ics.htm?csnumber=38109
http://www1.unece.org/stat/platform/download/attachments/14319930/Part+I+Neuchatel_version+2_1.pdf?version=1
http://www1.unece.org/stat/platform/download/attachments/14319930/Neuchatel+Model+V1.pdf?version=1
http://www.epros.ed.ac.uk/metanet/working_groups/Reference_model/ReferenceModel.doc


Georelational data model 154

Georelational data model
A georelational data model is a geographic data model that represents geographic features as an interrelated set of
spatial and attribute data. The georelational model is the fundamental data model used in coverages.[1]
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Semantic data model

Semantic data models.[1]

A semantic data model in software
engineering has various meanings:

1. It is a conceptual data model in
which semantic information is
included. This means that the model
describes the meaning of its
instances. Such a semantic data
model is an abstraction that defines
how the stored symbols (the instance
data) relate to the real world.

2. It is a conceptual data model that
includes the capability to express
information that enables parties to
the information exchange to interpret meaning (semantics) from the instances, without the need to know the
meta-model. Such semantic models are fact oriented (as opposed to object oriented). Facts are typically expressed
by binary relations between data elements, whereas higher order relations are expressed as collections of binary
relations. Typically binary relations have the form of triples: Object-RelationType-Object. For example: the Eiffel
Tower <is located in> Paris.

Typically the instance data of semantic data models explicitly include the kinds of relationships between the various
data elements, such as <is located in>. To interpret the meaning of the facts from the instances it is required that the
meaning of the kinds of relations (relation types) is known. Therefore, semantic data models typically standardise
such relation types. This means that the second kind of semantic data models enable that the instances express facts
that include their own meaning. The second kind of semantic data models are usually meant to create semantic
databases. The ability to include meaning in semantic databases facilitates building distributed databases that enable
applications to interpret the meaning from the content. This implies that semantic databases can be integrated when
they use the same (standard) relation types. This also implies that in general they have a wider applicability than
relational or object oriented databases.

Overview
The logical data structure of a database management system (DBMS), whether hierarchical, network, or relational, 
cannot totally satisfy the requirements for a conceptual definition of data, because it is limited in scope and biased 
toward the implementation strategy employed by the DBMS. Therefore, the need to define data from a conceptual 
view has led to the development of semantic data modeling techniques. That is, techniques to define the meaning of 
data within the context of its interrelationships with other data. As illustrated in the figure. The real world, in terms
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of resources, ideas, events, etc., are symbolically defined within physical data stores. A semantic data model is an
abstraction which defines how the stored symbols relate to the real world. Thus, the model must be a true
representation of the real world.
According to Klas and Schrefl (1995), the "overall goal of semantic data models is to capture more meaning of data
by integrating relational concepts with more powerful abstraction concepts known from the Artificial Intelligence
field. The idea is to provide high level modeling primitives as integral part of a data model in order to facilitate the
representation of real world situations".[2]

History
The need for semantic data models was first recognized by the U.S. Air Force in the mid-1970s as a result of the
Integrated Computer-Aided Manufacturing (ICAM) Program. The objective of this program was to increase
manufacturing productivity through the systematic application of computer technology. The ICAM Program
identified a need for better analysis and communication techniques for people involved in improving manufacturing
productivity. As a result, the ICAM Program developed a series of techniques known as the IDEF (ICAM
Definition) Methods which included the following:
• IDEF0 used to produce a “function model” which is a structured representation of the activities or processes

within the environment or system.
• IDEF1 used to produce an “information model” which represents the structure and semantics of information

within the environment or system.
• IDEF1X is a semantic data modeling technique. It is used to produce a graphical information model which

represents the structure and semantics of information within an environment or system. Use of this standard
permits the construction of semantic data models which may serve to support the management of data as a
resource, the integration of information systems, and the building of computer databases.

• IDEF2 used to produce a “dynamics model” which represents the time varying behavioral characteristics of the
environment or system.

During the 1990s the application of semantic modelling techniques resulted in the semantic data models of the
second kind. An example of such is the semantic data model that is standardised as ISO 15926-2 (2002), which is
further developed into the semantic modelling language Gellish (2005). The definition of the Gellish language is
documented in the form of a semantic data model. Gellish itself is a semantic modelling language, that can be used
to create other semantic models. Those semantic models can be stored in Gellish Databases, being semantic
databases.

Applications
A semantic data model can be used to serve many purposes. Some key objectives include:
•• Planning of Data Resources: A preliminary data model can be used to provide an overall view of the data required

to run an enterprise. The model can then be analyzed to identify and scope projects to build shared data resources.
•• Building of Shareable Databases: A fully developed model can be used to define an application independent view

of data which can be validated by users and then transformed into a physical database design for any of the
various DBMS technologies. In addition to generating databases which are consistent and shareable, development
costs can be drastically reduced through data modeling.

• Evaluation of Vendor Software: Since a data model actually represents the infrastructure of an organization,
vendor software can be evaluated against a company’s data model in order to identify possible inconsistencies
between the infrastructure implied by the software and the way the company actually does business.

•• Integration of Existing Databases: By defining the contents of existing databases with semantic data models, an
integrated data definition can be derived. With the proper technology, the resulting conceptual schema can be
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used to control transaction processing in a distributed database environment. The U.S. Air Force Integrated
Information Support System (I2S2) is an experimental development and demonstration of this type of technology
applied to a heterogeneous DBMS environment.
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Relational Model/Tasmania
Relational Model/Tasmania (RM/T) was published by E.F. Codd in 1979 and is the name given to a number of
extensions to his original relational model (RM) published in 1970. The overall goal of the RM/T was to define some
fundamental semantic units, at "atomic" and "molecular" levels, for data modelling. Codd writes: "the result is a
model with a richer variety of objects than the original relational model, additional insert-update-delete rules and
some additional operators that make the algebra more powerful".

RM History
Between 1968 and 1988 Codd published over 30 papers on the relational model (RM) - the most famous of which is
his 1970 paper. Up to 1978 the papers describe RM Version 1 (RM/V1). In early 1979 Codd first presented some
new ideas, called RM/T ('T' for Tasmania), at an invited talk for the Australian Computer Science Conference in
Hobart, Tasmania. Later that year the ACM journal published a paper on RM/T, in which Codd acknowledges the
influence of Schmid & Swensen (1975) and Wiederhold (1977).
A later version of RM/T (we shall call it here "RM/D") was described in Date (1983) in which Date and Codd
improved and refined RM/T, adding an entity type called designative. Although Codd writes nothing about this new
type, Date offers a rationale in Date (1983, page 262). Date revised this 1983 article in Date (1995), which
additionally compares the RM/T model with the E/R model.
Following a disappointing uptake of RM/T by the database industry, Codd decided to introduce the RM/T model
more gradually. He planned to release a sequence of RM versions: RM/V2, RM/V3 etc. each time progressively
including some of the ideas of the original RM/T into the new version. Perhaps this explains why there is no obvious
mapping of concepts between RM/T and RM/V2. For example, there is no reference to associative or designative
entity types in Codd's 1990 book that defines RM/V2. On the other hand, the book extends and builds on the existing
body of query language issues, many of which were addressed by Codd in several papers throughout the 1980s.

Summary of RM/T
First we shall introduce some of the new concepts of RM/T:
Surrogates A surrogate is a unique value assigned to each entity. If two relations use the same surrogate value then
they represent the same entity in the modelled universe. The surrogate value can be any unique string or number but
cannot be assigned or changed by the database user. For example, a SQL SEQUENCE is often used to generate
numerical surrogate values.
Entities and Nonentities An entity is some thing in the modelled universe and is typically identified by a surrogate.
A nonentity is some thing that is not an entity and does not have its own identifying surrogate. An independent entity
has its own surrogate. A dependent entity has a surrogate but it belongs to another entity, i.e. the surrogate is a
foreign key.
Atomic Semantics The RM/T addresses atomic semantics by describing how the original RM relation can be used
to describe entities with attributes. An entity is represented as an Entity-relation or E-relation and its attributes (or
immediate properties) are stored in separate Property-relations or P-relations. Each E-relation shares its surrogate
with the associated P-relations.
E-relations mark the existence of an entity. An E-relation is a relation (table) storing only the surrogates for a
particular entity type. A surrogate value entered into the E-relation table implies the corresponding existence of an
entity of that type in the modelled world. For example, the E-relation "Employee" is a table containing the surrogates
of all entities of type Employee.
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P-relations store the attribute values of an entity. A P-relation is a relation (table) storing the surrogate and one or
more attributes of an entity. The surrogate value of a P-relation is that of the corresponding E-relation; it plays the
role (K-role) of the primary key for that P-relation. For example, the P-relation "Employee_Number" is a table with
two columns: one containing the surrogate value of the "Employee" E-relation, the other containing the employee
number.
Note that by performing an OUTER NATURAL JOIN on the RM/T "Employee" E-relation and "Employee_Person"
P-relation we can construct the RM/V1 "Employee" relation. This illustrates why the E-relation and P-relation
concepts of RM/T are more atomic than the relation concept of RM/V1.
Molecular Semantics The RM/T addresses molecular semantics by taking the original RM and categorising the
relations into several entity types, increasing the information captured by the semantic data model. However Codd
does not define a notation for diagramming his new semantics. Each entity may play several roles at once and thus
belong to one or more of the following entity types:
• Characteristic - subordinate entities that describe kernel entities.
• Associative - superordinate entities that interrelate kernel entities.
• Kernel - entities that are neither characteristic or associative.
Codd goes on to introduce subtyping of entities, giving yet another qualifier for entities:
• Inner - entities that are not subtypes of another entity.
Hence Codd speaks of inner kernel and inner associative entities.
The following definition is based on the RM/D model in Date (1983); it does not appear in Codd (1979):
• Designative - entities that contain a designation. A designative entity is at the many end of a one-to-many

relationship between two independent entities. For example, a writer may write many books, hence a one-to-many
relationship between writer and book entities; the book is the designative entity because it contains a designation
(or designative reference) to the writer - namely the primary key of the writer entity. Note that an associative
entity contains at least two designations. For example, we can regard a booking as either an entity that associates
a person with a flight, or as an entity that designates a person and designates a flight. Hence a designative entity
must contain at least one designation whereas an associative entity must contain at least two designations.

Associations These are what we might otherwise call relationships between entities or non-entities. The value E-null
is used when deleteting entities from the RM/T model; all associations that have surrogates referring to a
non-existing entity are assigned the value E-null, meaning the entity is unknown.
Associative Entity and Nonentity Association An associative entity is an entity that represents an association
between two independent entities; the associative entity is an entity in itself because it has a surrogate. A nonentity
association is similar to an associative entity however it has no surrogate. This lack of a surrogate stops the nonentity
association from having, for example, any descriptive characteristic entities.
Directed Graph Relations Several directed graph relations are defined to capture further semantic features of the
RM/T model. These graphs are named as follows:
• PG-relation (Property Graph) stores property relationships
• CG-relation (Characteristic Graph) stores characteristic relationships
• AG-relation (Association Graph) stores association relationships
• UGI-relation (Unconditional Generalisation by Inclusion) stores generalisation by inclusion relationships
• AGI-relation (Alternative Generalisation by Inclusion) stores generalisation by alternative relationships
• US-relation (Unconditional Successor) stores unconditional successor relationships
• AS-relation (Alternative Successor) stores alternative successor relationships
• KG-relation (Cover Membership) stores cover membership relationships
• UP-relation (Unconditional Precedence) stores unconditional succession of event relationships
• AP-relation (Alternative Precedence) stores alternative succession of event relationships
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RM/T Catalog The Catalog is a meta-model storing the descriptions of the relations themselves. The RM/T Catalog
comprises the following relations:
• CATR (R-surrogate, relname, RelType) describes relations
•• CATRA (RA-surrogate, R-surrogate, A-surrogate) relates relations and attributes
• CATA (A-surrogate, attname, UserKey) describes attributes
•• CATAD (AD-surrogate, A-surrogate, D-surrogate) relates attributes and domains
• CATD (D-surrogate, domname, VType, Ordering) describes domains
• CATC (C-surrogate, pername) describes categories
•• CATRC (RC-surrogate, R-surrogate, C-surrogate) relates relations and categories
where
• relname is the textual name of a relation. e.g. "Address"
• attname is the textual name of an attribute. e.g. "Street"
• domname is the textual name of a domain. e.g. "Salary"
• pername is the category label (from the PER-domain)
•• RN-domain is the domain of all relnames in the database
•• PER-domain is the domain of all category labels
•• E-domain is the domain of all surrogates in the database
•• E-attribute is any attribute that plays the role of a surrogate (from the E-domain)
•• E-null is the "entity unknown" surrogate (from the E-domain)
•• R-surrogate is the relation surrogate (from the E-domain)
•• A-surrogate is the attribute surrogate (from the E-domain)
•• D-surrogate is the domain surrogate (from the E-domain)
•• C-surrogate is the category label surrogate (from the E-domain)
•• RA-surrogate is the relation-attribute surrogate (from the E-domain)
•• AD-surrogate is the attribute-domain surrogate (from the E-domain)
•• RC-surrogate is the relation-category-label surrogate (from the E-domain)
•• RelType is the type of object represented by the relation
•• UserKey shows whether the attribute participates in a user-defined key
•• VType is the syntactic type of the value
• Ordering shows whether the operator > is applicable between values of the domain
Operators Numerous operators are defined on names, sets and graphs. See Codd's 1979 paper for details.

RM/T Today
There is little mention of RM/T today and no articles have appeared recently. Peckam and Maryanski (1988) wrote
about RM/T in their study of semantic data models. Codd published his book in 1990 but wrote nothing more about
RM/T. RM/V1 and RM/V2 have a chapter each in Date and Darwen (1992) and the Date (1983) article was updated
in (1995) and now contains a long overdue comparison of the E/R model and RM/T. Date's most recent reflections
can be found on the Web at Date (1999), The Database Relational Model (2001) and Date on RM/T (2003).
RM/T contributed to the body of knowledge called semantic data modeling and semantic object modeling and
continues to influence new data modellers. See the paper by Hammer and McLeod (1981), the book by Knoenke
(2001) and implementation by Grabczewski et alia (2004).

http://en.wikipedia.org/w/index.php?title=Semantic_data_modeling
http://en.wikipedia.org/w/index.php?title=Semantic_object_modeling
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External links
• Extending the database relational model to capture more meaning [1] by E.F. Codd (1979)
• On the semantics of the relational data model [2] by H.A. Schmid and J.R. Swensen (1975)
• Database Design [3] by G. Wiederhold (1977)
• The Relational Model for Data Base Management: Version 2 [4] by E.F. Codd (1990)
• An Introduction to Data Base Systems: Vol 2 [5] by C.J. Date (1983)
• Relational Database Writings 1989–1991 [6] by C.J. Date with Hugh Darwen (1992)
• Relational Database Writings 1991–1994 [7] by C.J. Date (1995)
• Thirty Years of Relational: Extending the Relational Model [8] by C.J. Date (1999)
• Semantic Data Models [9] by J. Peckam and F. Maryanski (1988); a useful survey that includes RM/T
• Codd's Extended Relational Model [10] by Dr Arthur Cater of University College Dublin
• A relational model of data for large shared data banks [11] by E.F. Codd (1970)
• Database Description with SDM: A Semantic Database Model [12] by M. Hammer and D. McLeod (1981)
• Database Processing (Eighth Edition) [13] by David M. Kroenke (2001)
• A Corporate Data Repository for CCLRC using CERIF [14] by E. Grabczewski, S.Crompton, S.K. Robinson and

T.H. Hall (2004)
• "A Practical Approach to Database Design" in Relational Database: Selected Writings by C.J.Date (1986)
• The Database Relational Model: A Retrospective Review and Analysis by C.J.Date (2001)
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Relational Schema

Relational model
The relational model for database management is a database model based on first-order predicate logic, first
formulated and proposed in 1969 by Edgar F. Codd.[1] In the relational model of a database, all data is represented in
terms of tuples, grouped into relations. A database organized in terms of the relational model is a relational database.

Diagram of an example database according to the Relational model.[2]

In the relational model, related records are linked together with a "key".

The purpose of the relational model is to provide
a declarative method for specifying data and
queries: users directly state what information the
database contains and what information they
want from it, and let the database management
system software take care of describing data
structures for storing the data and retrieval
procedures for answering queries.

Most relational databases use the SQL data
definition and query language; these systems
implement what can be regarded as an
engineering approximation to the relational
model. A table in an SQL database schema
corresponds to a predicate variable; the contents
of a table to a relation; key constraints, other
constraints, and SQL queries correspond to
predicates. However, SQL databases, including
DB2, deviate from the relational model in many
details, and Codd fiercely argued against
deviations that compromise the original
principles.[3]

Overview

The relational model's central idea is to describe
a database as a collection of predicates over a
finite set of predicate variables, describing
constraints on the possible values and
combinations of values. The content of the
database at any given time is a finite (logical)
model of the database, i.e. a set of relations, one
per predicate variable, such that all predicates
are satisfied. A request for information from the
database (a database query) is also a predicate.

http://en.wikipedia.org/w/index.php?title=First-order_logic
http://en.wikipedia.org/w/index.php?title=File%3ARelational_Model.svg
http://en.wikipedia.org/w/index.php?title=File%3ARelational_key.png
http://en.wikipedia.org/w/index.php?title=Declarative_programming
http://en.wikipedia.org/w/index.php?title=Predicate_%28mathematical_logic%29
http://en.wikipedia.org/w/index.php?title=Constraint_%28database%29
http://en.wikipedia.org/w/index.php?title=Model_%28logic%29
http://en.wikipedia.org/w/index.php?title=Database_query
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Relational model concepts.

Alternatives to the relational
model

Other models are the hierarchical
model and network model. Some
systems using these older architectures
are still in use today in data centers
with high data volume needs, or where
existing systems are so complex and
abstract it would be cost-prohibitive to
migrate to systems employing the
relational model; also of note are
newer object-oriented databases.

Implementation
There have been several attempts to produce a true implementation of the relational database model as originally
defined by Codd and explained by Date, Darwen and others, but none have been popular successes so far. Rel is one
of the more recent attempts to do this.
The relational model was the first database model to be described in formal mathematical terms. Hierarchical and
network databases existed before relational databases, but their specifications were relatively informal. After the
relational model was defined, there were many attempts to compare and contrast the different models, and this led to
the emergence of more rigorous descriptions of the earlier models; though the procedural nature of the data
manipulation interfaces for hierarchical and network databases limited the scope for formalization.[citation needed]

History
The relational model was invented by E.F. (Ted) Codd as a general model of data, and subsequently maintained and
developed by Chris Date and Hugh Darwen among others. In The Third Manifesto (first published in 1995) Date and
Darwen show how the relational model can accommodate certain desired object-oriented features.

Controversies
Codd himself, some years after publication of his 1970 model, proposed a three-valued logic (True, False, Missing or
NULL) version of it to deal with missing information, and in his The Relational Model for Database Management
Version 2 (1990) he went a step further with a four-valued logic (True, False, Missing but Applicable, Missing but
Inapplicable) version. But these have never been implemented, presumably because of attending complexity. SQL's
NULL construct was intended to be part of a three-valued logic system, but fell short of that due to logical errors in
the standard and in its implementations.[citation needed]

Relational model topics

The model
The fundamental assumption of the relational model is that all data is represented as mathematical n-ary relations, 
an n-ary relation being a subset of the Cartesian product of n domains. In the mathematical model, reasoning about 
such data is done in two-valued predicate logic, meaning there are two possible evaluations for each proposition: 
either true or false (and in particular no third value such as unknown, or not applicable, either of which are often 
associated with the concept of NULL). Data are operated upon by means of a relational calculus or relational
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algebra, these being equivalent in expressive power.
The relational model of data permits the database designer to create a consistent, logical representation of
information. Consistency is achieved by including declared constraints in the database design, which is usually
referred to as the logical schema. The theory includes a process of database normalization whereby a design with
certain desirable properties can be selected from a set of logically equivalent alternatives. The access plans and other
implementation and operation details are handled by the DBMS engine, and are not reflected in the logical model.
This contrasts with common practice for SQL DBMSs in which performance tuning often requires changes to the
logical model.
The basic relational building block is the domain or data type, usually abbreviated nowadays to type. A tuple is an
ordered set of attribute values. An attribute is an ordered pair of attribute name and type name. An attribute value is
a specific valid value for the type of the attribute. This can be either a scalar value or a more complex type.
A relation consists of a heading and a body. A heading is a set of attributes. A body (of an n-ary relation) is a set of
n-tuples. The heading of the relation is also the heading of each of its tuples.
A relation is defined as a set of n-tuples. In both mathematics and the relational database model, a set is an
unordered collection of unique, non-duplicated items, although some DBMSs impose an order to their data. In
mathematics, a tuple has an order, and allows for duplication. E.F. Codd originally defined tuples using this
mathematical definition. Later, it was one of E.F. Codd's great insights that using attribute names instead of an
ordering would be so much more convenient (in general) in a computer language based on relations [citation needed].
This insight is still being used today. Though the concept has changed, the name "tuple" has not. An immediate and
important consequence of this distinguishing feature is that in the relational model the Cartesian product becomes
commutative.
A table is an accepted visual representation of a relation; a tuple is similar to the concept of a row.
A relvar is a named variable of some specific relation type, to which at all times some relation of that type is
assigned, though the relation may contain zero tuples.
The basic principle of the relational model is the Information Principle: all information is represented by data values
in relations. In accordance with this Principle, a relational database is a set of relvars and the result of every query is
presented as a relation.
The consistency of a relational database is enforced, not by rules built into the applications that use it, but rather by
constraints, declared as part of the logical schema and enforced by the DBMS for all applications. In general,
constraints are expressed using relational comparison operators, of which just one, "is subset of" (⊆), is theoretically
sufficient[citation needed]. In practice, several useful shorthands are expected to be available, of which the most
important are candidate key (really, superkey) and foreign key constraints.

Interpretation
To fully appreciate the relational model of data it is essential to understand the intended interpretation of a relation.
The body of a relation is sometimes called its extension. This is because it is to be interpreted as a representation of
the extension of some predicate, this being the set of true propositions that can be formed by replacing each free
variable in that predicate by a name (a term that designates something).
There is a one-to-one correspondence between the free variables of the predicate and the attribute names of the 
relation heading. Each tuple of the relation body provides attribute values to instantiate the predicate by substituting 
each of its free variables. The result is a proposition that is deemed, on account of the appearance of the tuple in the 
relation body, to be true. Contrariwise, every tuple whose heading conforms to that of the relation, but which does 
not appear in the body is deemed to be false. This assumption is known as the closed world assumption: it is often 
violated in practical databases, where the absence of a tuple might mean that the truth of the corresponding 
proposition is unknown. For example, the absence of the tuple ('John', 'Spanish') from a table of language skills
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cannot necessarily be taken as evidence that John does not speak Spanish.
For a formal exposition of these ideas, see the section Set-theoretic Formulation, below.

Application to databases
A data type as used in a typical relational database might be the set of integers, the set of character strings, the set of
dates, or the two boolean values true and false, and so on. The corresponding type names for these types might be
the strings "int", "char", "date", "boolean", etc. It is important to understand, though, that relational theory does not
dictate what types are to be supported; indeed, nowadays provisions are expected to be available for user-defined
types in addition to the built-in ones provided by the system.
Attribute is the term used in the theory for what is commonly referred to as a column. Similarly, table is commonly
used in place of the theoretical term relation (though in SQL the term is by no means synonymous with relation). A
table data structure is specified as a list of column definitions, each of which specifies a unique column name and the
type of the values that are permitted for that column. An attribute value is the entry in a specific column and row,
such as "John Doe" or "35".
A tuple is basically the same thing as a row, except in an SQL DBMS, where the column values in a row are
ordered. (Tuples are not ordered; instead, each attribute value is identified solely by the attribute name and never
by its ordinal position within the tuple.) An attribute name might be "name" or "age".
A relation is a table structure definition (a set of column definitions) along with the data appearing in that structure.
The structure definition is the heading and the data appearing in it is the body, a set of rows. A database relvar
(relation variable) is commonly known as a base table. The heading of its assigned value at any time is as specified
in the table declaration and its body is that most recently assigned to it by invoking some update operator
(typically, INSERT, UPDATE, or DELETE). The heading and body of the table resulting from evaluation of some
query are determined by the definitions of the operators used in the expression of that query. (Note that in SQL the
heading is not always a set of column definitions as described above, because it is possible for a column to have no
name and also for two or more columns to have the same name. Also, the body is not always a set of rows because in
SQL it is possible for the same row to appear more than once in the same body.)

SQL and the relational model
SQL, initially pushed as the standard language for relational databases, deviates from the relational model in several
places. The current ISO SQL standard doesn't mention the relational model or use relational terms or concepts.
However, it is possible to create a database conforming to the relational model using SQL if one does not use certain
SQL features.
The following deviations from the relational model have been notedWikipedia:Avoid weasel words in SQL. Note
that few database servers implement the entire SQL standard and in particular do not allow some of these deviations.
Whereas NULL is ubiquitous, for example, allowing duplicate column names within a table or anonymous columns
is uncommon.
Duplicate rows

The same row can appear more than once in an SQL table. The same tuple cannot appear more than once in a
relation.

Anonymous columns
A column in an SQL table can be unnamed and thus unable to be referenced in expressions. The relational
model requires every attribute to be named and referenceable.

Duplicate column names
Two or more columns of the same SQL table can have the same name and therefore cannot be referenced, on
account of the obvious ambiguity. The relational model requires every attribute to be referenceable.

http://en.wikipedia.org/w/index.php?title=Relational_model%23Set-theoretic_formulation
http://en.wikipedia.org/w/index.php?title=Data_domain
http://en.wikipedia.org/w/index.php?title=Column_%28database%29
http://en.wikipedia.org/w/index.php?title=Standardization
http://en.wikipedia.org/w/index.php?title=International_Organization_for_Standardization
http://en.wikipedia.org/wiki/Avoid_weasel_words


Relational model 165

Column order significance
The order of columns in an SQL table is defined and significant, one consequence being that SQL's
implementations of Cartesian product and union are both noncommutative. The relational model requires there
to be no significance to any ordering of the attributes of a relation.

Views without CHECK OPTION
Updates to a view defined without CHECK OPTION can be accepted but the resulting update to the database
does not necessarily have the expressed effect on its target. For example, an invocation of INSERT can be
accepted but the inserted rows might not all appear in the view, or an invocation of UPDATE can result in
rows disappearing from the view. The relational model requires updates to a view to have the same effect as if
the view were a base relvar.

Columnless tables unrecognized
SQL requires every table to have at least one column, but there are two relations of degree zero (of cardinality
one and zero) and they are needed to represent extensions of predicates that contain no free variables.

NULL
This special mark can appear instead of a value wherever a value can appear in SQL, in particular in place of a
column value in some row. The deviation from the relational model arises from the fact that the
implementation of this ad hoc concept in SQL involves the use of three-valued logic, under which the
comparison of NULL with itself does not yield true but instead yields the third truth value, unknown; similarly
the comparison NULL with something other than itself does not yield false but instead yields unknown. It is
because of this behaviour in comparisons that NULL is described as a mark rather than a value. The relational
model depends on the law of excluded middle under which anything that is not true is false and anything that
is not false is true; it also requires every tuple in a relation body to have a value for every attribute of that
relation. This particular deviation is disputed by some if only because E.F. Codd himself eventually advocated
the use of special marks and a 4-valued logic, but this was based on his observation that there are two distinct
reasons why one might want to use a special mark in place of a value, which led opponents of the use of such
logics to discover more distinct reasons and at least as many as 19 have been noted, which would require a
21-valued logic. [citation needed] SQL itself uses NULL for several purposes other than to represent "value
unknown". For example, the sum of the empty set is NULL, meaning zero, the average of the empty set is
NULL, meaning undefined, and NULL appearing in the result of a LEFT JOIN can mean "no value because
there is no matching row in the right-hand operand".

Relational operations
Users (or programs) request data from a relational database by sending it a query that is written in a special language,
usually a dialect of SQL. Although SQL was originally intended for end-users, it is much more common for SQL
queries to be embedded into software that provides an easier user interface. Many Web sites, such as Wikipedia,
perform SQL queries when generating pages.
In response to a query, the database returns a result set, which is just a list of rows containing the answers. The
simplest query is just to return all the rows from a table, but more often, the rows are filtered in some way to return
just the answer wanted.
Often, data from multiple tables are combined into one, by doing a join. Conceptually, this is done by taking all
possible combinations of rows (the Cartesian product), and then filtering out everything except the answer. In
practice, relational database management systems rewrite ("optimize") queries to perform faster, using a variety of
techniques.
There are a number of relational operations in addition to join. These include project (the process of eliminating 
some of the columns), restrict (the process of eliminating some of the rows), union (a way of combining two tables
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with similar structures), difference (that lists the rows in one table that are not found in the other), intersect (that lists
the rows found in both tables), and product (mentioned above, which combines each row of one table with each row
of the other). Depending on which other sources you consult, there are a number of other operators – many of which
can be defined in terms of those listed above. These include semi-join, outer operators such as outer join and outer
union, and various forms of division. Then there are operators to rename columns, and summarizing or aggregating
operators, and if you permit relation values as attributes (RVA – relation-valued attribute), then operators such as
group and ungroup. The SELECT statement in SQL serves to handle all of these except for the group and ungroup
operators.
The flexibility of relational databases allows programmers to write queries that were not anticipated by the database
designers. As a result, relational databases can be used by multiple applications in ways the original designers did
not foresee, which is especially important for databases that might be used for a long time (perhaps several decades).
This has made the idea and implementation of relational databases very popular with businesses.

Database normalization
Relations are classified based upon the types of anomalies to which they're vulnerable. A database that's in the first
normal form is vulnerable to all types of anomalies, while a database that's in the domain/key normal form has no
modification anomalies. Normal forms are hierarchical in nature. That is, the lowest level is the first normal form,
and the database cannot meet the requirements for higher level normal forms without first having met all the
requirements of the lesser normal forms.[4]

Examples

Database
An idealized, very simple example of a description of some relvars (relation variables) and their attributes:
• Customer (Customer ID, Tax ID, Name, Address, City, State, Zip, Phone, Email)
• Order (Order No, Customer ID, Invoice No, Date Placed, Date Promised, Terms, Status)
• Order Line (Order No, Order Line No, Product Code, Qty)
• Invoice (Invoice No, Customer ID, Order No, Date, Status)
• Invoice Line (Invoice No, Invoice Line No, Product Code, Qty Shipped)
• Product (Product Code, Product Description)
In this design we have six relvars: Customer, Order, Order Line, Invoice, Invoice Line and Product. The bold,
underlined attributes are candidate keys. The non-bold, underlined attributes are foreign keys.
Usually one candidate key is arbitrarily chosen to be called the primary key and used in preference over the other
candidate keys, which are then called alternate keys.
A candidate key is a unique identifier enforcing that no tuple will be duplicated; this would make the relation into
something else, namely a bag, by violating the basic definition of a set. Both foreign keys and superkeys (that
includes candidate keys) can be composite, that is, can be composed of several attributes. Below is a tabular
depiction of a relation of our example Customer relvar; a relation can be thought of as a value that can be attributed
to a relvar.
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Customer relation

Customer ID Tax ID Name Address [More fields…]

1234567890 555-5512222 Munmun 323 Broadway …

2223344556 555-5523232 Wile E. 1200 Main Street …

3334445563 555-5533323 Ekta 871 1st Street …

4232342432 555-5325523 E. F. Codd 123 It Way …

If we attempted to insert a new customer with the ID 1234567890, this would violate the design of the relvar since
Customer ID is a primary key and we already have a customer 1234567890. The DBMS must reject a transaction
such as this that would render the database inconsistent by a violation of an integrity constraint.
Foreign keys are integrity constraints enforcing that the value of the attribute set is drawn from a candidate key in
another relation. For example in the Order relation the attribute Customer ID is a foreign key. A join is the
operation that draws on information from several relations at once. By joining relvars from the example above we
could query the database for all of the Customers, Orders, and Invoices. If we only wanted the tuples for a specific
customer, we would specify this using a restriction condition.
If we wanted to retrieve all of the Orders for Customer 1234567890, we could query the database to return every row
in the Order table with Customer ID 1234567890 and join the Order table to the Order Line table based on Order
No.
There is a flaw in our database design above. The Invoice relvar contains an Order No attribute. So, each tuple in the
Invoice relvar will have one Order No, which implies that there is precisely one Order for each Invoice. But in
reality an invoice can be created against many orders, or indeed for no particular order. Additionally the Order relvar
contains an Invoice No attribute, implying that each Order has a corresponding Invoice. But again this is not always
true in the real world. An order is sometimes paid through several invoices, and sometimes paid without an invoice.
In other words there can be many Invoices per Order and many Orders per Invoice. This is a many-to-many
relationship between Order and Invoice (also called a non-specific relationship). To represent this relationship in the
database a new relvar should be introduced whose role is to specify the correspondence between Orders and
Invoices:
OrderInvoice(Order No,Invoice No)
Now, the Order relvar has a one-to-many relationship to the OrderInvoice table, as does the Invoice relvar. If we
want to retrieve every Invoice for a particular Order, we can query for all orders where Order No in the Order
relation equals the Order No in OrderInvoice, and where Invoice No in OrderInvoice equals the Invoice No in
Invoice.

Set-theoretic formulation
Basic notions in the relational model are relation names and attribute names. We will represent these as strings such
as "Person" and "name" and we will usually use the variables and to range over them. Another
basic notion is the set of atomic values that contains values such as numbers and strings.
Our first definition concerns the notion of tuple, which formalizes the notion of row or record in a table:
Tuple

A tuple is a partial function from attribute names to atomic values.
Header

A header is a finite set of attribute names.
Projection
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The projection of a tuple on a finite set of attributes is .
The next definition defines relation that formalizes the contents of a table as it is defined in the relational model.
Relation

A relation is a tuple with , the header, and , the body, a set of tuples that all have the domain
.

Such a relation closely corresponds to what is usually called the extension of a predicate in first-order logic except
that here we identify the places in the predicate with attribute names. Usually in the relational model a database
schema is said to consist of a set of relation names, the headers that are associated with these names and the
constraints that should hold for every instance of the database schema.
Relation universe

A relation universe over a header is a non-empty set of relations with header .
Relation schema

A relation schema consists of a header and a predicate that is defined for all relations 
with header . A relation satisfies a relation schema if it has header and satisfies .

Key constraints and functional dependencies
One of the simplest and most important types of relation constraints is the key constraint. It tells us that in every
instance of a certain relational schema the tuples can be identified by their values for certain attributes.
Superkey

A superkey is written as a finite set of attribute names.

A superkey holds in a relation if:
• and
• there exist no two distinct tuples such that .

A superkey holds in a relation universe if it holds in all relations in .
Theorem: A superkey holds in a relation universe over if and only if and 
holds in .

Candidate key
A superkey holds as a candidate key for a relation universe if it holds as a superkey for and there is
no proper subset of that also holds as a superkey for .

Functional dependency

A functional dependency (FD for short) is written as for finite sets of attribute names.

A functional dependency holds in a relation if:
• and
• tuples , 

A functional dependency holds in a relation universe if it holds in all relations in .
Trivial functional dependency

A functional dependency is trivial under a header if it holds in all relation universes over .
Theorem: An FD is trivial under a header if and only if .

Closure
Armstrong's axioms: The closure of a set of FDs under a header , written as , is the smallest
superset of such that:

• (reflexivity)
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• (transitivity) and
• (augmentation)

Theorem: Armstrong's axioms are sound and complete; given a header and a set of FDs that only
contain subsets of , if and only if holds in all relation universes over in
which all FDs in hold.

Completion
The completion of a finite set of attributes under a finite set of FDs , written as , is the smallest
superset of such that:

•
The completion of an attribute set can be used to compute if a certain dependency is in the closure of a set of
FDs.

Theorem: Given a set of FDs, if and only if .
Irreducible cover

An irreducible cover of a set of FDs is a set of FDs such that:
•
• there exists no such that 
• is a singleton set and
• .

Algorithm to derive candidate keys from functional dependencies
      INPUT: a set S of FDs that contain only subsets of a header H

      OUTPUT: the set C of superkeys that hold as candidate keys in

              all relation universes over H in which all FDs in S hold

      begin

        C := ∅;          // found candidate keys

        Q := { H };      // superkeys that contain candidate keys

        while Q <> ∅ do
          let K be some element from Q;

          Q := Q – { K };
          minimal := true;

          for each X->Y in S do

            K' := (K – Y) ∪ X;   // derive new superkey
            if K' ⊂ K then
              minimal := false;

              Q := Q ∪ { K' };
            end if

          end for

          if minimal and there is not a subset of K in C then

            remove all supersets of K from C;

            C := C ∪ { K };
          end if

        end while

      end
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Relational database
A relational database is a database that has a collection of tables of data items, all of which is formally described
and organized according to the relational model. Data in a single table represents a relation, from which the name of
the database type comes. In typical solutions, tables may have additionally defined relationships with each other.
In the relational model, each table schema must identify a column or group of columns, called the primary key, to
uniquely identify each row. A relationship can then be established between each row in the table and a row in
another table by creating a foreign key, a column or group of columns in one table that points to the primary key of
another table. The relational model offers various levels of refinement of table organization and reorganization called
database normalization. (See Normalization below.) The database management system (DBMS) of a relational
database is called an RDBMS, and is the software of a relational database.
In relational databases, each data item has a row of attributes, so the database displays a fundamentally tabular
organization. The table goes down a row of items (the records) and across many columns of attributes or fields. The
same data (along with new and different attributes) can be organized into different tables.
The term relational does not just refer to relationships between tables: firstly, it refers to the table itself[citation needed],
or rather, the relationship between columns within a table; and secondly, it refers to links between tables.
Important columns in any relational database's tables will be a column whose entry (customer ID, serial number) can
uniquely identify any particular item or record (the primary key), and any column(s) that link to other tables (the
foreign key(s)). The size and complexity of relational databases typically requires stored procedures to support the
relationships and provide access (interfaces) to external programs which, for example, "query" the relational
database to retrieve and present selected data.
Relational databases are both created and queried by DataBase Management Systems (DBMSs). Relational
databases displaced hierarchical databases because the ability to add new relations made it possible to add new
information that was valuable but "broke" a database's original hierarchical conception. The trend continues as a
networked planet and social media create the world of "big data" which is larger and less structured than the datasets
and tasks that relational databases handle well (it is instructive to compare Hadoop).

Terminology

Relational database terminology.

The relational database was first
defined in June 1970 by Edgar Codd,
of IBM's San Jose Research
Laboratory. Codd's view of what
qualifies as an RDBMS is summarized
in Codd's 12 rules. A relational
database has become the predominant
choice in storing data. Other models
besides the relational model include
the hierarchical database model and the
network model.

The table below summarizes some of the most important relational database terms and their SQL equivalents.
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SQL term Relational database term Description

Row Tuple or record A data set representing a single item

Column Attribute or field A labeled element of a tuple, e.g. "Address" or "Date of birth"

Table Relation or Base relvar A set of tuples sharing the same attributes; a set of columns and rows

View or result set Derived relvar Any set of tuples; a data report from the RDBMS in response to a query

Relations or Tables
A relation is defined as a set of tuples that have the same attributes. A tuple usually represents an object and
information about that object. Objects are typically physical objects or concepts. A relation is usually described as a
table, which is organized into rows and columns. All the data referenced by an attribute are in the same domain and
conform to the same constraints.
The relational model specifies that the tuples of a relation have no specific order and that the tuples, in turn, impose
no order on the attributes. Applications access data by specifying queries, which use operations such as select to
identify tuples, project to identify attributes, and join to combine relations. Relations can be modified using the
insert, delete, and update operators. New tuples can supply explicit values or be derived from a query. Similarly,
queries identify tuples for updating or deleting.
Tuples by definition are unique. If the tuple contains a candidate or primary key then obviously it is unique;
however, a primary key need not be defined for a row or record to be a tuple. The definition of a tuple requires that it
be unique, but does not require a primary key to be defined. Because a tuple is unique, its attributes by definition
constitute a superkey.

Base and derived relations
In a relational database, all data are stored and accessed via relations. Relations that store data are called "base
relations", and in implementations are called "tables". Other relations do not store data, but are computed by
applying relational operations to other relations. These relations are sometimes called "derived relations". In
implementations these are called "views" or "queries". Derived relations are convenient in that they act as a single
relation, even though they may grab information from several relations. Also, derived relations can be used as an
abstraction layer.

Domain
A domain describes the set of possible values for a given attribute, and can be considered a constraint on the value of
the attribute. Mathematically, attaching a domain to an attribute means that any value for the attribute must be an
element of the specified set. The character data value 'ABC', for instance, is not in the integer domain, but the integer
value 123 is in the integer domain.

Constraints
Constraints make it possible to further restrict the domain of an attribute. For instance, a constraint can restrict a 
given integer attribute to values between 1 and 10. Constraints provide one method of implementing business rules 
in the database. SQL implements constraint functionality in the form of check constraints. Constraints restrict the 
data that can be stored in relations. These are usually defined using expressions that result in a boolean value, 
indicating whether or not the data satisfies the constraint. Constraints can apply to single attributes, to a tuple 
(restricting combinations of attributes) or to an entire relation. Since every attribute has an associated domain, there 
are constraints (domain constraints). The two principal rules for the relational model are known as entity integrity
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and referential integrity.

Primary key
A primary key uniquely specifies a tuple within a table. In order for an attribute to be a good primary key it must not
repeat. While natural attributes (attributes used to describe the data being entered) are sometimes good primary keys,
surrogate keys are often used instead. A surrogate key is an artificial attribute assigned to an object which uniquely
identifies it (for instance, in a table of information about students at a school they might all be assigned a student ID
in order to differentiate them). The surrogate key has no intrinsic (inherent) meaning, but rather is useful through its
ability to uniquely identify a tuple. Another common occurrence, especially in regards to N:M cardinality is the
composite key. A composite key is a key made up of two or more attributes within a table that (together) uniquely
identify a record. (For example, in a database relating students, teachers, and classes. Classes could be uniquely
identified by a composite key of their room number and time slot, since no other class could have exactly the same
combination of attributes. In fact, use of a composite key such as this can be a form of data verification, albeit a
weak one.)

Foreign key
A foreign key is a field in a relational table that matches the primary key column of another table. The foreign key
can be used to cross-reference tables. Foreign keys need not have unique values in the referencing relation. Foreign
keys effectively use the values of attributes in the referenced relation to restrict the domain of one or more attributes
in the referencing relation. A foreign key could be described formally as: "For all tuples in the referencing relation
projected over the referencing attributes, there must exist a tuple in the referenced relation projected over those same
attributes such that the values in each of the referencing attributes match the corresponding values in the referenced
attributes."

Stored procedures
A stored procedure is executable code that is associated with, and generally stored in, the database. Stored
procedures usually collect and customize common operations, like inserting a tuple into a relation, gathering
statistical information about usage patterns, or encapsulating complex business logic and calculations. Frequently
they are used as an application programming interface (API) for security or simplicity. Implementations of stored
procedures on SQL RDBMSs often allow developers to take advantage of procedural extensions (often
vendor-specific) to the standard declarative SQL syntax. Stored procedures are not part of the relational database
model, but all commercial implementations include them.

Index
An index is one way of providing quicker access to data. Indices can be created on any combination of attributes on
a relation. Queries that filter using those attributes can find matching tuples randomly using the index, without
having to check each tuple in turn. This is analogous to using the index of a book to go directly to the page on which
the information you are looking for is found, so that you do not have to read the entire book to find what you are
looking for. Relational databases typically supply multiple indexing techniques, each of which is optimal for some
combination of data distribution, relation size, and typical access pattern. Indices are usually implemented via B+
trees, R-trees, and bitmaps. Indices are usually not considered part of the database, as they are considered an
implementation detail, though indices are usually maintained by the same group that maintains the other parts of the
database. It should be noted that use of efficient indexes on both primary and foreign keys can dramatically improve
query performance. This is because B-tree indexes result in query times proportional to log(n) where n is the number
of rows in a table and hash indexes result in constant time queries (no size dependency so long as the relevant part of
the index fits into memory).
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Relational operations
Queries made against the relational database, and the derived relvars in the database are expressed in a relational
calculus or a relational algebra. In his original relational algebra, Codd introduced eight relational operators in two
groups of four operators each. The first four operators were based on the traditional mathematical set operations:
• The union operator combines the tuples of two relations and removes all duplicate tuples from the result. The

relational union operator is equivalent to the SQL UNION operator.
• The intersection operator produces the set of tuples that two relations share in common. Intersection is

implemented in SQL in the form of the INTERSECT operator.
• The difference operator acts on two relations and produces the set of tuples from the first relation that do not exist

in the second relation. Difference is implemented in SQL in the form of the EXCEPT or MINUS operator.
• The cartesian product of two relations is a join that is not restricted by any criteria, resulting in every tuple of the

first relation being matched with every tuple of the second relation. The cartesian product is implemented in SQL
as the CROSS JOIN operator.

The remaining operators proposed by Codd involve special operations specific to relational databases:
• The selection, or restriction, operation retrieves tuples from a relation, limiting the results to only those that meet

a specific criterion, i.e. a subset in terms of set theory. The SQL equivalent of selection is the SELECT query
statement with a WHERE clause.

• The projection operation extracts only the specified attributes from a tuple or set of tuples.
• The join operation defined for relational databases is often referred to as a natural join. In this type of join, two

relations are connected by their common attributes. SQL's approximation of a natural join is the INNER JOIN
operator. In SQL, an INNER JOIN prevents a cartesian product from occurring when there are two tables in a
query. For each table added to a SQL Query, one additional INNER JOIN is added to prevent a cartesian product.
Thus, for N tables in a SQL query, there must be N-1 INNER JOINS to prevent a cartesian product.

• The relational division operation is a slightly more complex operation, which involves essentially using the tuples
of one relation (the dividend) to partition a second relation (the divisor). The relational division operator is
effectively the opposite of the cartesian product operator (hence the name).

Other operators have been introduced or proposed since Codd's introduction of the original eight including relational
comparison operators and extensions that offer support for nesting and hierarchical data, among others.

Normalization
Normalization was first proposed by Codd as an integral part of the relational model. It encompasses a set of
procedures designed to eliminate nonsimple domains (non-atomic values) and the redundancy (duplication) of data,
which in turn prevents data manipulation anomalies and loss of data integrity. The most common forms of
normalization applied to databases are called the normal forms.
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Relational database management system
A relational database management system (RDBMS) is a database management system (DBMS) that is based on
the relational model as introduced by E. F. Codd, of IBM's San Jose Research Laboratory. Many popular databases
currently in use are based on the relational database model.
RDBMSs have become a predominant choice for the storage of information in new databases used for financial
records, manufacturing and logistical information, personnel data, and much more since the 1980s. Relational
databases have often replaced legacy hierarchical databases and network databases because they are easier to
understand and use. However, relational databases have been challenged by object databases, which were introduced
in an attempt to address the object-relational impedance mismatch in relational database, and XML databases.[citation

needed]

Market share
According to research company Gartner, the five leading commercial relational database vendors by revenue in 2011
were Oracle (48.8%), IBM (20.2%), Microsoft (17.0%), SAP including Sybase (4.6%), and Teradata (3.7%).
The three leading open source implementations are MySQL, PostgreSQL, and SQLite. MariaDB is a prominent fork
of MySQL prompted by Oracle's acquisition of MySQL AB.
According to Gartner, in 2008, the percentage of database sites using any given technology were (a given site may
deploy multiple technologies):
• Oracle Database - 70%
• Microsoft SQL Server - 68%
• MySQL (Oracle Corporation) - 50%
• IBM DB2 - 39%
• IBM Informix - 18%
• SAP Sybase Adaptive Server Enterprise - 15%
• SAP Sybase IQ - 14%
• Teradata - 11%
According to DB-Engines, the most popular systems are Oracle, MySQL, Microsoft SQL Server, PostgreSQL and
IBM DB2.

History
In 1974, IBM began developing System R, a research project to develop a prototype RDBMS. Its first commercial
product was SQL/DS, released in 1981. However, the first commercially available RDBMS was Oracle, released in
1979 by Relational Software, now Oracle Corporation. Other examples of an RDBMS include DB2, SAP Sybase
ASE, and Informix.

Historical usage of the term
The term "relational database" was invented by E. F. Codd at IBM in 1970, Codd introduced the term in his seminal
paper "A Relational Model of Data for Large Shared Data Banks".[1] In this paper and later papers, he defined what
he meant by "relational". One well-known definition of what constitutes a relational database system is composed of
Codd's 12 rules. However, many of the early implementations of the relational model did not conform to all of
Codd's rules, so the term gradually came to describe a broader class of database systems, which at a minimum:
• Present the data to the user as relations (a presentation in tabular form, i.e. as a collection of tables with each table

consisting of a set of rows and columns);
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•• Provide relational operators to manipulate the data in tabular form.
The first systems that were relatively faithful implementations of the relational model were from the University of
Michigan; Micro DBMS (1969), the Massachusetts Institute of Technology;[2] (1971), and from IBM UK Scientific
Centre at Peterlee; IS1 (1970–72) and its followon PRTV (1973–79). The first system sold as an RDBMS was
Multics Relational Data Store, first sold in 1978. Others have been Berkeley Ingres QUEL and IBM BS12. The most
popular definition of an RDBMS is a product that presents a view of data as a collection of rows and columns, even
if it is not based strictly upon relational theory. By this definition, RDBMS products typically implement some but
not all of Codd's 12 rules.
A second school of thought argues that if a database does not implement all of Codd's rules (or the current
understanding on the relational model, as expressed by Christopher J Date, Hugh Darwen and others), it is not
relational. This view, shared by many theorists and other strict adherents to Codd's principles, would disqualify most
DBMSs as not relational. For clarification, they often refer to some RDBMSs as Truly-Relational Database
Management Systems (TRDBMS), naming others Pseudo-Relational Database Management Systems (PRDBMS).
As of 2009, most commercial relational DBMSes employ SQL as their query language.[citation needed] Alternative
query languages have been proposed and implemented, notably the pre-1996 implementation of Berkeley Ingres
QUEL.

References
[1] "A Relational Model of Data for Large Shared Data Banks" (http:/ / www. seas. upenn. edu/ ~zives/ 03f/ cis550/ codd. pdf)
[2][2] SIGFIDET '74 Proceedings of the 1974 ACM SIGFIDET (now SIGMOD) workshop on Data description, access and control

Life cycle of a relational database
The life cycle of a relational database is the cycle of development and changes that a relational database goes
through during the course of its life. The cycle typically consists of several stages. There is a possibility that the
database designer/developer can go back to any of the previous stages. This represents an admission that a full
understanding of a problem, and its solution is likely to evolve as the various stages of design and implementation
proceed. The typical eleven stages involved in the life cycle of a relational database are as follows:

Process
1.1. The designer must try to obtain as complete as possible an understanding of the real world problem that is going

to be helped by the introduction of a database. This understanding of the nature of the problem and the constraints
and outline feasible solutions is often performed using some systems analysis methodology.

2. The entity relationship diagram is drawn, and this diagram in its modified form serves as an essential part of the
logical schema. Attributes of the entity types so produced are then added. Primary and foreign keys are specified.

3. Normalization is used to check the entity-relationship model. Some splitting and even recombination of entity
types may result from normalization and the entity relationship model will have to be updated accordingly. The
entity relationship model and the table definitions resulting from normalization should be consistent.

4.4. Set of Table(s) definition for the required schema is finalized.
5. The database tables are created. Primary, Foreign keys, database constraints and database integrity rules are

specified at this stage.
6.6. At this stage, the file organization is performed. File organization is the way the database relations are to be

stored on the storage medium. The file organization is decided on the basis of maximum speed of access, the type
of access required and storage space considerations. There are two factors to consider; firstly how the records are
to be physically mapped onto the storage medium, and secondly which indexes are to be used and if so, which
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fields (attributes, columns) are to be indexed. Indexes are designed to increase the speed of access to required
records. Views can also be defined at this stage. Views are used to limit access to parts of database only, when
used in conjunction with access privileges. Views also make programming simpler.

7. The designer will be able to design the required queries at this stage. The designer should have a good idea of the
main types of query and reports the database will have to accommodate.

8. At this stage, application screens are designed. The application screens are used to capture the input information
that will be kept in the database. Screen design is partially determined by the data items that must be input and
output by particular applications and partially in human-computer interface terms. When designing screens,
special consideration is given to the suggestions given by the application end users. There are published standards
which can be exactly followed for screens design or organization can develop their own screen design standards
as per their requirements.

9. Report design is another area where input from users is paramount. They will specify what they want to see on
the reports and the format of the reports and in the case of regular reports, when they should be produced.
Nowadays most of the application design tools provide easy to use friendly tools for quick reports development.
e.g. report builder in Oracle, Crystal Reports, R&R Report Writer etc.

10. Testing is performed at this stage. Application screens, various functions offered by the application screens, data
validations through screens and reports are tested and it serves as the ultimate test of the correctness of the
database schema and the viability of the system as a whole. It is recommended to create a test database separate of
the production database. The test database will be useful for testing any schema changes and new and modified
application before applying the changes to the production (live) database. Careful testing of the system before
handover will minimize the expense of later modifications to the schema and major applications.

11.11. The final stage is Handover. This is the stage where the users receive the finished database and applications and
begin data entry. In practice, it is likely that the core of the system will be handed over to users and later
extensions to the system will be implemented.

Sources
• Open University Data base development life cycle [1]
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Logical data model
In computing and more specifically systems engineering, a logical data model (LDM) is a type of data model
showing a detailed representation of some or all of an organization's data, independent of any particular data
management technology, and described in business language. It is typically represented as a diagram, organized in
terms of entities and relationships, with underlying definitions.

Overview
Logical data models represent the abstract structure of a domain of information. They are often diagrammatic in
nature and are most typically used in business processes that seek to capture things of importance to an organization
and how they relate to one another. Once validated and approved, the logical data model can become the basis of a
physical data model and inform the design of a database.
Logical data models should be based on the structures identified in a preceding conceptual data model, since this
describes the semantics of the information context, which the logical model should also reflect. Even so, since the
logical data model anticipates implementation on a specific computing system, the content of the logical data model
is adjusted to achieve certain efficiencies.
The term 'Logical Data Model' is sometimes used as a synonym of 'domain model' or as an alternative to the domain
model. While the two concepts are closely related, and have overlapping goals, a domain model is more focused on
capturing the concepts in the problem domain rather than the structure of the data associated with that domain.

History

The ANSI/SPARC three level architecture, which "shows that a data model can be an
external model (or view), a conceptual model, or a physical model. This is not the only

way to look at data models, but it is a useful way, particularly when comparing
models".[1]

When ANSI first laid out the idea of a
logical schema in 1975,[2] the choices
were hierarchical and network. The
relational model – where data is
described in terms of tables and
columns – had just been recognized as a
data organization theory but no
software existed to support that
approach. Since that time, an
object-oriented approach to data
modelling – where data is described in
terms of classes, attributes, and
associations – has also been introduced.

Logical data model topics

Reasons for building a logical
data model

•• Helps common understanding of business data elements and requirements
•• Provides foundation for designing a database
• Facilitates avoidance of data redundancy and thus prevent data & business transaction inconsistency
•• Facilitates data re-use and sharing
•• Decreases development and maintenance time and cost
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• Confirms a logical process model and helps impact analysis.

Conceptual, logical and physical data model
A logical data model is sometimes incorrectly called a physical data model, which is not what the ANSI people had
in mind. The physical design of a database involves deep use of particular database management technology. For
example, a table/column design could be implemented on a collection of computers, located in different parts of the
world. That is the domain of the physical model.
Conceptual, Logical and physical data models are very different in their objectives, goals and content. Key
differences noted below.

Conceptual Data Model (CDM) Logical Data Model (LDM) Physical Data Model (PDM)

Includes high-level data constructs Includes entities (tables),
attributes (columns/fields) and
relationships (keys)

Includes tables, columns, keys, data types, validation rules, database
triggers, stored procedures, domains, and access constraints

Non-technical names, so that
executives and managers at all levels
can understand the data basis of
Architectural Description

Uses business names for
entities & attributes

Uses more defined and less generic specific names for tables and columns,
such as abbreviated column names, limited by the database management
system (DBMS) and any company defined standards

Uses general high-level data
constructs from which Architectural
Descriptions are created in
non-technical terms

Is independent of technology
(platform, DBMS)

Includes primary keys and indices for fast data access.

May not be normalized Is normalized to fourth normal
form (4NF)

May be de-normalized to meet performance requirements based on the
nature of the database. If the nature of the database is Online Transaction
Processing (OLTP) or Operational Data Store (ODS) it is usually not
de-normalized. De-normalization is common in Datawarehouses.

Represented in the DIV-1 Viewpoint
(DoDAF V2.0)

Represented in the DIV-2
Viewpoint (DoDAF V2.0), and
OV-7 View (DoDAF V1.5)

Represented in the DIV-3 Viewpoint (DoDAF V2.0), and SV-11 View
(DoDAF V1.5)

References
[1] Matthew West and Julian Fowler (1999). Developing High Quality Data Models (http:/ / www. matthew-west. org. uk/ documents/ princ03.

pdf). The European Process Industries STEP Technical Liaison Executive (EPISTLE).
[2] American National Standards Institute. 1975. “ANSI/X3/SPARC Study Group on Data Base Management Systems; Interim Report”.

FDT(Bulletin of ACM SIGMOD) 7:2.

External links
• Building a Logical Data Model (http:/ / replay. web. archive. org/ 20080509063521/ http:/ / www. dbmsmag.

com/ 9506d16. html) By George Tillmann, DBMS, June 1995.
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Logical schema
A logical schema is a data model of a specific problem domain expressed in terms of a particular data management
technology.
Without being specific to a particular database management product, it is in terms of either relational tables and
columns, object-oriented classes, or XML tags. This is as opposed to a conceptual data model, which describes the
semantics of an organization without reference to technology, or a physical data model, which describes the
particular physical mechanisms used to capture data in a storage medium.
The next step in creating a database, after the logical schema is produced, is to create the physical schema.

Relation (database)

Relation, tuple, and attribute represented as table,
row, and column.

In relational database theory, a relation, as originally defined by E.F.
Codd, is a set of tuples (d1, d2, ..., dn), where each element dj is a
member of Dj, a data domain. Codd's original definition
notwithstanding, and contrary to the usual definition in mathematics,
there is no ordering to the elements of the tuples of a relation. Instead,
each element is termed an attribute value. An attribute is a name
paired with a domain (nowadays more commonly referred to as type or
data type). An attribute value is an attribute name paired with an
element of that attribute's domain, and a tuple is a set of attribute
values in which no two distinct elements have the same name. Thus, in some accounts, a tuple is described as a
function, mapping names to values.

A set of attributes in which no two distinct elements have the same name is called a heading. A set of tuples having
the same heading is called a body. A relation is thus a heading paired with a body, the heading of the relation being
also the heading of each tuple in its body. The number of attributes constituting a heading is called the degree, which
term also applies to tuples and relations. The term n-tuple refers to a tuple of degree n (n>=0).
E. F. Codd used the term relation in its mathematical sense of a finitary relation, a set of tuples on some set of n sets
S1, S2, .... ,Sn. Thus, an n-ary relation is interpreted, under the Closed World Assumption, as the extension of some
n-adic predicate: all and only those n-tuples whose values, substituted for corresponding free variables in the
predicate, yield propositions that hold true, appear in the relation.
The term relation schema refers to a heading paired with a set of constraints defined in terms of that heading. A
relation can thus be seen as an instantiation of a relation schema if it has the heading of that schema and it satisfies
the applicable constraints.
Sometimes a relation schema is taken to include a name. A relational database definition (database schema,
sometimes referred to as a relational schema) can thus be thought of as a collection of named relation schemas.
In implementations, the domain of each attribute is effectively a data type and a named relation schema is effectively
a relation variable or relvar for short (see Relation Variables below).
In SQL, a database language for relational databases, relations are represented by tables, where each row of a table
represents a single tuple, and where the values of each attribute form a column.
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Examples
Below is an example of a relation having three named attributes: 'ID' from the domain of integers, and 'Name' and
'Address' from the domain of strings:

ID (Integer) Name (String) Address (String)

102 Yonezawa Akinori Naha, Okinawa

202 Murata Makoto Sendai, Miyagi

104 Sakamura Ken Kumamoto, Kumamoto

152 Matsumoto Yukihiro Okinawa, Okinawa

A predicate for this relation, using the attribute names to denote free variables, might be "Employee number ID is
known as Name and lives at Address". Examination of the relation tells us that there are just four tuples for which the
predicate holds true. So, for example, employee 102 is known only by that name, Yonezawa Akinori, and does not
live anywhere else but in Naha, Okinawa. Also, apart from the four employees shown,there is no other employee
who has both a name and an address.
Under the definition of body, the tuples of a body do not appear in any particular order - one cannot say "The tuple
of 'Murata Makoto' is above the tuple of 'Matsumoto Yukihiro'", nor can one say "The tuple of 'Yonezawa Akinori' is
the first tuple." A similar comment applies to the rows of an SQL table.
Under the definition of heading the elements of a element do not appear in any particular order either, nor, therefore
do the elements of a tuple. A similar comment does not apply here to SQL, which does define an ordering to the
columns of a table.

Relation Variables
A relational database consists of named relation variables (relvars) for the purposes of updating the database in
response to changes in the real world. An update to a single relvar causes the body of the relation assigned to that
variable to be replaced by a different set of tuples. Such variables are classified into two classes: base relation
variables and derived relation variables, the latter also known as virtual relvars but usually referred to by the
short term view.
A base relation variable is a relation variable which is not derived from any other relation variables. In SQL the
term base table equates approximately to base relation variable.
A view can be defined by an expression using the operators of the relational algebra or the relational calculus. Such
an expression operates on one or more relations and when evaluated yields another relation. The result is sometimes
referred to as a "derived" relation when the operands are relations assigned to database variables. A view is defined
by giving a name to such an expression, such that the name can subsequently be used as a variable name. (Note that
the expression must then mention at least one base relation variable.)
By using a Data Definition Language (DDL), it is able to define base relation variables. In SQL, CREATE TABLE
syntax is used to define base tables. The following is an example.

CREATE TABLE List_of_people (

 ID INTEGER,

 Name CHAR(40),

 Address CHAR(200),

 PRIMARY KEY (ID)

)
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The Data Definition Language (DDL) is also used to define derived relation variables. In SQL, CREATE VIEW
syntax is used to define a derived relation variable. The following is an example.

CREATE VIEW List_of_Okinawa_people AS (

 SELECT ID, Name, Address

  FROM List_of_people

  WHERE Address LIKE '%, Okinawa'

)

References
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Table (database)
In relational databases and flat file databases, a table is an organized set of data elements (values) using a model of
vertical columns (which are identified by their name) and horizontal rows, the cell being the unit where a row and
column intersect. A table has a specified number of columns, but can have any number of rows. Each row is
identified by the values appearing in a particular column subset which has been identified as a unique key index.
Table is another term for relation; although there is the difference in that a table is usually a multiset (bag) of rows
whereas a relation is a set and does not allow duplicates. Besides the actual data rows, tables generally have
associated with them some metadata, such as constraints on the table or on the values within particular
columns.Wikipedia:Disputed statement|
The data in a table does not have to be physically stored in the database. Views are also relational tables, but their
data are calculated at query time. Another example are nicknames[clarify], which represent a pointer to a table in
another database.

Comparisons
In non-relational systems, hierarchical databases, the distant counterpart of a table is a structured file, representing
the rows of a table in each record of the file and each column in a record.This structure implies that a record can have
repeating information, Generally in the child data segments.Data are stored in sequence of records which are
equivalent to table term of a relational database.with each record having equivalent rows.
Unlike a spreadsheet, the datatype of field is ordinarily defined by the schema describing the table. Some SQL
systems, such as SQLite, are less strict about field datatype definitions.

Tables versus relations
In terms of the relational model of databases, a table can be considered a convenient representation of a relation, but
the two are not strictly equivalent. For instance, an SQL table can potentially contain duplicate rows, whereas a true
relation cannot contain duplicate tuples. Similarly, representation as a table implies a particular ordering to the rows
and columns, whereas a relation is explicitly unordered. However, the database system does not guarantee any
ordering of the rows unless an ORDER BY clause is specified in the SELECT statement that queries the table.
An equally valid representations of a relation is as an n-dimensional chart, where n is the number of attributes (a
table's columns). For example, a relation with two attributes and three values can be represented as a table with two
columns and three rows, or as a two-dimensional graph with three points. The table and graph representations are
only equivalent if the ordering of rows is not significant, and the table has no duplicate rows.
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Table types
Two types of tables exist:
• A relational table, which is the basic structure to hold user data in a relational database.
• An object table, which is a table that uses an object type to define a column. It is defined to hold instances of

objects of a defined type.
In SQL, the CREATE TABLE statement creates these tables.

References

Tuple
In mathematics, computer science, linguistics,[1] and philosophy[2] a tuple is an ordered list of elements. In set
theory, an (ordered) -tuple is a sequence (or ordered list) of elements, where is a non-negative integer.
There is only one 0-tuple, an empty sequence. An -tuple is defined inductively using the construction of an
ordered pair. Tuples are usually written by listing the elements within parentheses " " and separated by commas;
for example, denotes a 5-tuple. Sometimes other delimiters are used, such as square brackets " "
or angle brackets " ". Braces " " are almost never used for tuples, as they are the standard notation for sets.
Tuples are often used to describe other mathematical objects, such as vectors. In computer science, tuples are
directly implemented as product types in most functional programming languages. More commonly, they are
implemented as record types, where the components are labeled instead of being identified by position alone. This
approach is also used in relational algebra. Tuples are also used in relation to programming the semantic web with
Resource Description Framework or RDF.

Etymology
The term originated as an abstraction of the sequence: single, double, triple, quadruple, quintuple, sextuple, septuple,
octuple, ..., n‑tuple, ..., where the prefixes are taken from the Latin names of the numerals. The unique 0‑tuple is
called the null tuple. A 1‑tuple is called a singleton, a 2‑tuple is called an ordered pair and a 3‑tuple is a triple or
triplet. n can be any nonnegative integer. For example, a complex number can be represented as a 2‑tuple, a
quaternion can be represented as a 4‑tuple, an octonion can be represented as an 8‑tuple and a sedenion can be
represented as a 16‑tuple.
Although these uses treat ‑tuple as the suffix, the original suffix was ‑ple as in "triple" (three-fold) or "decuple"
(ten‑fold). This originates from a medieval Latin suffix ‑plus (meaning "more") related to Greek ‑πλοῦς, which
replaced the classical and late antique ‑plex (meaning "folded"), as in "duplex".[3]

Names for tuples of specific lengths
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Tuple Length Name Alternate names

0 empty tuple unit

1 single Monad

2 double pair / dual / twin

3 triple treble

4 quadruple quad

5 quintuple pentuple

6 sextuple hextuple

7 septuple

8 octuple

9 nonuple

10 decuple

11 undecuple hendecuple

12 duodecuple

13 tredecuple

100 centuple

Properties
The general rule for the identity of two -tuples is

 if and only if 
Thus a tuple has properties that distinguish it from a set.
1. A tuple may contain multiple instances of the same element, so

tuple ; but set .
2. Tuple elements are ordered: tuple , but set .
3.3. A tuple has a finite number of elements, while a set or a multiset may have an infinite number of elements.

Definitions
There are several definitions of tuples that give them the properties described in the previous section.

Tuples as functions
An -tuple can be regarded as a function, F, whose domain is the tuple's implicit set of element indices, X, and
whose codomain, Y, is the tuple's set of elements. Formally:

where:
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Tuples as nested ordered pairs
Another way of formalizing tuples is as nested ordered pairs. This approach assumes that the notion of ordered pair
has already been defined; thus a 2-tuple
1. The 0-tuple (i.e. the empty tuple) is represented by the empty set .
2. An -tuple, with , can be defined as an ordered pair of its first entry and an -tuple (which

contains the remaining entries when ):

This definition can be applied recursively to the -tuple:

Thus, for example:

A variant of this definition starts "peeling off" elements from the other end:
1. The 0-tuple is the empty set .
2. For :

This definition can be applied recursively:

Thus, for example:

Tuples as nested sets
Using Kuratowski's representation for an ordered pair, the second definition above can be reformulated in terms of
pure set theory:
1. The 0-tuple (i.e. the empty tuple) is represented by the empty set ;
2. Let be an -tuple , and let . Then,

. (The right arrow, , could be read as "adjoined with".)
In this formulation:
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Relational model
In database theory, the relational model uses a tuple definition similar to tuples as functions, but each tuple element
is identified by a distinct name, called an attribute, instead of a number; this leads to a more user-friendly and
practical notation.[4] A tuple in the relational model is formally defined as a finite function that maps attributes to
values. For example:

(player : "Harry", score : 25)
In this notation, attribute–value pairs may appear in any order. The distinction between tuples in the relational model
and those in set theory is only superficial; the above example can be interpreted as a 2-tuple if an arbitrary total order
is imposed on the attributes (e.g. ) and then the elements are distinguished by this ordering rather
than by the attributes themselves. Conversely, a 2-tuple may be interpreted as relational model tuple over the
attributes .
In the relational model, a relation is a (possibly empty) finite set of tuples all having the same finite set of attributes.
This set of attributes is more formally called the sort of the relation, or more casually referred to as the set of column
names. A tuple is usually implemented as a row in a database table, but see relational algebra for means of deriving
tuples not physically represented in a table.

Type theory
In type theory, commonly used in programming languages, a tuple has a product type; this fixes not only the length,
but also the underlying types of each component. Formally:

and the projections are term constructors:

The tuple with labeled elements used in the relational model has a record type. Both of these types can be defined as
simple extensions of the simply typed lambda calculus.
The notion of a tuple in type theory and that in set theory are related in the following way: If we consider the natural
model of a type theory, and use the Scott brackets to indicate the semantic interpretation, then the model consists of
some sets (note: the use of italics here that distinguishes sets from types) such that:

and the interpretation of the basic terms is:

.
The -tuple of type theory has the natural interpretation as an -tuple of set theory:[5]

The unit type has as semantic interpretation the 0-tuple.
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Row (database)
In the context of a relational database, a row—also called a record —represents a single, implicitly structured data
item in a table. In simple terms, a database table can be thought of as consisting of rows and columns or fields. Each
row in a table represents a set of related data, and every row in the table has the same structure.
For example, in a table that represents companies, each row would represent a single company. Columns might
represent things like company name, company street address, whether the company is publicly held, its VAT
number, etc.. In a table that represents the association of employees with departments, each row would associate one
employee with one department.
In a less formal usage, e.g. for a database which is not formally relational, a record is equivalent to a row as
described above, but is not usually referred to as a row.
The implicit structure of a row, and the meaning of the data values in a row, requires that the row be understood as
providing a succession of data values, one in each column of the table. The row is then interpreted as a relvar
composed of a set of tuples, with each tuple consisting of the two items: the name of the relevant column and the
value this row provides for that column.
Each column expects a data value of a particular type. For example, one column might require a unique identifier,
another might require text representing a person's name, another might require an integer representing hourly pay in
cents.

http://www.oxfordreference.com/view/10.1093/acref/9780199202720.001.0001/acref-9780199202720-e-2276
http://www.oxfordreference.com/view/10.1093/acref/9780199541430.001.0001/acref-9780199541430-e-2262
http://en.wikipedia.org/w/index.php?title=Serge_Abiteboul
http://en.wikipedia.org/w/index.php?title=Richard_Hull_%28computer_scientist%29
http://en.wikipedia.org/w/index.php?title=Victor_Vianu
http://www.andrew.cmu.edu/user/awodey/preprints/stcsFinal.pdf
http://en.wikipedia.org/w/index.php?title=Preprint
http://en.wikipedia.org/w/index.php?title=Abraham_Adolf_Fraenkel
http://en.wikipedia.org/w/index.php?title=Yehoshua_Bar-Hillel
http://en.wikipedia.org/w/index.php?title=Azriel_L%C3%A9vy
http://books.google.com/books?q=Foundations+of+set+theory&btnG=Search+Books
http://books.google.com/books?q=Foundations+of+set+theory&btnG=Search+Books
http://en.wikipedia.org/w/index.php?title=Gaisi_Takeuti
http://en.wikipedia.org/w/index.php?title=Graduate_texts_in_mathematics
http://books.google.com/books?as_isbn=9780521753746
http://books.google.com/books?as_isbn=9780521753746
http://en.wikipedia.org/w/index.php?title=Keith_Devlin
http://en.wikipedia.org/w/index.php?title=Record_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Column_%28database%29
http://en.wikipedia.org/w/index.php?title=Value_added_tax_identification_number
http://en.wikipedia.org/w/index.php?title=Value_added_tax_identification_number
http://en.wikipedia.org/w/index.php?title=Datatype
http://en.wikipedia.org/w/index.php?title=Identifier
http://en.wikipedia.org/w/index.php?title=Cent_%28currency%29


Row (database) 188

- Column 1 Column 2

Row (Record) 1 Row 1, Column (Field)1 Row 1, Column 2

Row 2 Row 2, Column 1 Row 2, Column 2

Row 3 Row 3, Column 1 Row 3, Column 2

Attribute domain
In computing, the attribute domain is the set of values allowed in an attribute.
For example:

   Rooms in hotel (1-300)

   Age (1-99)

   Married (yes or no)

   Nationality (Nepalese, Indian, American, or British)

   Colors(Red , Yellow , Green)

For the relational model it is a requirement that each part of a tuple be atomic. The consequence is that each value in
the tuple must be of some basic type, like a string or an integer. For the elementary type to be atomic it cannot be
broken into more pieces. Alas, the domain is an elementary type, and attribute domain the domain a given attribute
belongs to an abstraction belonging to or characteristic of an entity.

Candidate key
In the relational model of databases, a candidate key of a relation is a minimal superkey for that relation; that is, a
set of attributes such that
1. the relation does not have two distinct tuples (i.e. rows or records in common database language) with the same

values for these attributes (which means that the set of attributes is a superkey)
2. there is no proper subset of these attributes for which (1) holds (which means that the set is minimal).
The constituent attributes are called prime attributes. Conversely, an attribute that does not occur in ANY candidate
key is called a non-prime attribute.
Since a relation contains no duplicate tuples, the set of all its attributes is a superkey if NULL values are not used. It
follows that every relation will have at least one candidate key.
The candidate keys of a relation tell us all the possible ways we can identify its tuples. As such they are an important
concept for the design of database schema.
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Example
The definition of candidate keys can be illustrated with the following (abstract) example. Consider a relation variable
(relvar) R with attributes (A, B, C, D) that has only the following two legal values r1 and r2:

r1

A B C D

a1 b1 c1 d1

a1 b2 c2 d1

a2 b1 c2 d1

r2

A B C D

a1 b1 c1 d1

a1 b2 c2 d1

a1 b1 c2 d2

Here r2 differs from r1 only in the A and D values of the last tuple.
For r1 the following sets have the uniqueness property, i.e., there are no two distinct tuples in the instance with the
same values for the attributes in the set:

{A,B}, {A,C}, {B,C}, {A,B,C}, {A,B,D}, {A,C,D}, {B,C,D}, {A,B,C,D}
For r2 the uniqueness property holds for the following sets;

{B,C}, {B,D}, {C,D}, {A,B,C}, {A,B,D}, {A,C,D}, {B,C,D}, {A,B,C,D}
Since superkeys of a relvar are those sets of attributes that have the uniqueness property for all legal values of that
relvar and because we assume that r1 and r2 are all the legal values that R can take, we can determine the set of
superkeys of R by taking the intersection of the two lists:

{B,C}, {A,B,C}, {A,B,D}, {A,C,D}, {B,C,D}, {A,B,C,D}
Finally we need to select those sets for which there is no proper subset in the list, which are in this case:

{B,C}, {A,B,D}, {A,C,D}
These are indeed the candidate keys of relvar R.
We have to consider all the relations that might be assigned to a relvar to determine whether a certain set of
attributes is a candidate key. For example, if we had considered only r1 then we would have concluded that {A,B} is
a candidate key, which is incorrect. However, we might be able to conclude from such a relation that a certain set is
not a candidate key, because that set does not have the uniqueness property (example {A,D} for r1). Note that the
existence of a proper subset of a set that has the uniqueness property cannot in general be used as evidence that the
superset is not a candidate key. In particular, note that in the case of an empty relation, every subset of the heading
has the uniqueness property, including the empty set.
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Determining candidate keys
The set of all candidate keys can be computed e.g. from the set of functional dependencies. To this end we need to
define the attribute closure for an attribute set . The set contains all attributes that are functionally
implied by .
It is quite simple to find a single candidate key. We start with a set of attributes and try to remove successively
each attribute. If after removing an attribute the attribute closure stays the same, then this attribute is not necessary
and we can remove it permanently. We call the result . If is the set of all attributes, then

is a candidate key.
Actually we can detect every candidate key with this procedure by simply trying every possible order of removing
attributes. However there are much more permutations of attributes ( ) than subsets ( ). That is, many
attribute orders will lead to the same candidate key.
There is a fundamental difficulty for efficient algorithms for candidate key computation: Certain sets of functional
dependencies lead to exponentially many candidate keys. Consider the functional dependencies

which yields candidate keys:
. That is, the best we can expect is an algorithm that is efficient with respect to the

number of candidate keys.
The following algorithm actually runs in polynomial time in the number of candidate keys and functional
dependencies:

 K[0] := minimize(A);  /* A is the set of all attribute */

 n := 1; /* Number of Keys known so far */

 i := 0; /* Currently processed key */

 while i < n do

   foreach α → β ∈ F do
     S := α ∪ (K[i] − β);
     found := false;

     for j := 0 to n-1 do

       if K[j] ⊆ S then found := true;
     if not found then

       K[n] := minimize(S);

       n := n + 1;

The idea behind the algorithm is that given a candidate key and a functional dependency , the reverse
application of the functional dependency yields the set , which is a key, too. It may however be
covered by other already known candidate keys. (The algorithm checks this case using the 'found' variable.) If not,
then minimizing the new key yields a new candidate key. The key insight is (pun not intended) that all candidate
keys can be created this way.
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External links
• Relational Database Management Systems - Database Design - Terms of Reference - Keys (http:/ / rdbms.

opengrass. net/ 2_Database Design/ 2. 1_TermsOfReference/ 2. 1. 2_Keys. html): An overview of the different
types of keys in an RDBMS (Relational Database Management System).

Unique key
A unique key or primary key is a key that uniquely defines the characteristics of each row. The primary key has to
consist of characteristics that cannot collectively be duplicated by any other row. A Primary and Foreign key is
needed in order to link tables.
In an entity relationship diagram of a data model, one or more unique keys may be declared for each data entity.
Each unique key is composed from one or more data attributes of that data entity. The set of unique keys declared for
a data entity is often referred to as the candidate keys for that data entity. From the set of candidate keys, a single
unique key is selected and declared the primary key for that data entity. In an entity relationship diagram, each entity
relationship uses a unique key, most often the primary key, of one data entity and copies the unique key data
attributes to another data entity to which it relates. This inheritance of the unique key data attributes is referred to as
a foreign key and is used to provide data access paths between data entities. Once the data model is instantiated into
a database, each data entity usually becomes a database table, unique keys become unique indexes associated with
their assigned database tables, and entity relationships become foreign key constraints. In integrated data models,[1]

commonality relationships[2] do not become foreign key constraints since commonality relationships are a
peer-to-peer type of relationship.
The primary key may consist of a single attribute or a multiple attributes in combination. For example, a birthday
could be shared by many people and so would not be a prime candidate for the Primary Key, but a social security
number or Driver's License number would be ideal since it correlates to one single data value. Another unique
characteristic of a Primary Key as it pertains to a relational database, is that a Primary Key must also serve as a
Foreign Key on a related table[citation needed]. For example:

Author Table Schema:

AuthorTable(AUTHOR_ID,AuthorName,CountryBorn,YearBorn)

Book Table Schema:

Book(ISBN,Author_ID,Title,Publisher,Price)

Here we can see that AUTHOR_ID serves as the Primary Key in AuthorTable but also serves as the Foreign Key on
the BookTable. The Foreign Key serves as the link and therefore the connection between the two "related" tables in
this sample database.
In a relational database, a unique key index can uniquely identify each row of data values in a database table. A 
unique key index comprises a single column or a set of columns in a single database table. No two distinct rows or 
data records in a database table can have the same data value (or combination of data values) in those unique key 
index columns if NULL values are not used. Depending on its design, a database table may have many unique key
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indexes but at most one primary key index.
A unique key constraint does not imply the NOT NULL constraint in practice. Because NULL is not an actual value
(it represents the lack of a value), when two rows are compared, and both rows have NULL in a column, the column
values are not considered to be equal. Thus, in order for a unique key to uniquely identify each row in a table, NULL
values must not be used. According to the SQL[3] standard and Relational Model theory, a unique key (unique
constraint) should accept NULL in several rows/tuples — however not all RDBMS implement this feature
correctly.[4][5]

A unique key should uniquely identify all possible rows that exist in a table and not only the currently existing rows
[citation needed]. Examples of unique keys are Social Security numbers (associated with a specific person[6]) or ISBNs
(associated with a specific book). Telephone books and dictionaries cannot use names, words, or Dewey Decimal
system numbers as candidate keys because they do not uniquely identify telephone numbers or words.
A table can have at most one primary key, but more than one unique key. A primary key is a combination of
columns which uniquely specify a row. It is a special case of unique keys. One difference is that primary keys have
an implicit NOT NULL constraint while unique keys do not. Thus, the values in unique key columns may or may
not be NULL, and in fact such a column may contain at most one NULL fields.[7] Another difference is that primary
keys must be defined using another syntax.
The relational model, as expressed through relational calculus and relational algebra, does not distinguish between
primary keys and other kinds of keys. Primary keys were added to the SQL standard mainly as a convenience to the
application programmer.[citation needed]

Unique keys as well as primary keys can be referenced by foreign keys.

Defining primary keys
Primary keys are defined in the ANSI SQL Standard, through the PRIMARY KEY constraint. The syntax to add
such a constraint to an existing table is defined in SQL:2003 like this:

  ALTER TABLE <table identifier> 

      ADD [ CONSTRAINT <constraint identifier> ] 

      PRIMARY KEY ( <column expression> {, <column expression>}... )

The primary key can also be specified directly during table creation. In the SQL Standard, primary keys may consist
of one or multiple columns. Each column participating in the primary key is implicitly defined as NOT NULL. Note
that some DBMS require explicitly marking primary-key columns as NOT NULL.[citation needed]

  CREATE TABLE table_name (

     

     ...

  )

If the primary key consists only of a single column, the column can be marked as such using the following syntax:

  CREATE TABLE table_name (

     id_col  INT  PRIMARY KEY,

     col2    CHARACTER VARYING(20),

     ...

  )

Differences between Primary Key and Unique Key:

Primary Key 
1. A primary key cannot allow null values. (You cannot define a primary key on columns that allow nulls.)
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2. Each table can have at most one primary key. 
3. On some RDBMS a primary key automatically generates a clustered table index by default.
Unique Key
1. A unique key can allow null values. (You can define a unique key on columns that allow nulls.)
2. Each table can have multiple unique keys.
3. On some RDBMS a unique key automatically generates a non-clustered table index by default.

Defining unique keys
The definition of unique keys is syntactically very similar to primary keys.

  ALTER TABLE <table identifier> 

      ADD [ CONSTRAINT <constraint identifier> ] 

      UNIQUE ( <column expression> {, <column expression>}... )

Likewise, unique keys can be defined as part of the CREATE TABLE SQL statement.

  CREATE TABLE table_name (

     id_col   INT,

     col2     CHARACTER VARYING(20),

     key_col  SMALLINT,

     ...

     CONSTRAINT key_unique UNIQUE(key_col),

     ...

  )

  CREATE TABLE table_name (

     id_col  INT  PRIMARY KEY,

     col2    CHARACTER VARYING(20),

     ...

     key_col  SMALLINT UNIQUE,

     ...

  )

Surrogate keys
In some design situations the natural key that uniquely identifies a tuple in a relation is difficult to use for software
development. For example, it may involve multiple columns or large text fields. A surrogate key can be used as the
primary key. In other situations there may be more than one candidate key for a relation, and no candidate key is
obviously preferred. A surrogate key may be used as the primary key to avoid giving one candidate key artificial
primacy over the others.
Since primary keys exist primarily as a convenience to the programmer, surrogate primary keys are often used—in
many cases exclusively—in database application design.
Due to the popularity of surrogate primary keys, many developers and in some cases even theoreticians have come to
regard surrogate primary keys as an inalienable part of the relational data model. This is largely due to a migration of
principles from the Object-Oriented Programming model to the relational model, creating the hybrid
object-relational model. In the ORM, these additional restrictions are placed on primary keys:
•• Primary keys should be immutable, that is, not changed until the record is destroyed.
•• Primary keys should be anonymous integer or numeric identifiers.

http://en.wikipedia.org/w/index.php?title=RDBMS
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However, neither of these restrictions is part of the relational model or any SQL standard. Due diligence should be
applied when deciding on the immutability of primary key values during database and application design. Some
database systems even imply that values in primary key columns cannot be changed using the UPDATE SQL
statement[citation needed].

Alternate key
It is commonplace in SQL databases to declare a single primary key, the most important unique key. However,
there could be further unique keys that could serve the same purpose. These should be marked as 'unique' keys. This
is done to prevent incorrect data from entering a table (a duplicate entry is not valid in a unique column) and to make
the database more complete and useful. These could be called alternate keys.[8]
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Natural key
In relational model database design, a natural key is a key that is formed of attributes that already exist in the real
world. For example, a USA citizen's social security number could be used as a natural key. In other words, a natural
key is a candidate key that has a logical relationship to the attributes within that row. A natural key is sometimes
called domain key.
The main advantage of a natural key over a surrogate key, which has no meaning outside the database environment,
is that it already exists; there is no need to add a new, artificial column to the schema. Using a natural key (when one
can be identified) also simplifies data quality: It ensures that there can only be one row for a key; this "one version of
the truth" can be verified, because the natural key is based on a real-world observation.
The main disadvantage of choosing a natural key is that its value may change and the relational database engine may
not be able to propagate that change across the related foreign keys. For example, if person_name is used as the
primary key for the person table, and a person gets married and changes name, then all of the one-to-many related
tables need to be updated also. The secondary disadvantage of choosing a natural key is identifying uniqueness. The
primary key must consist of the attributes that uniquely identify a row. However, it may be difficult (or it may add
constraints) to create a natural key on a table. For example, if person_name is used as a primary key for the
person table, many persons may share the same name and all but the first entry will be rejected as a duplication. The
uniqueness constraint may be overcome by adding an additional column to the primary key, like
street_address, to increase the likelihood of uniqueness.

External links
• "Intelligent Versus Surrogate Keys" [1], B Carter.
• "Avoid Unique Indexes – (Mistake 3 of 10)" [2], Near Infinity, Create Data Disaster.
• "Natural versus surrogate keys" [3], c2.
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Key field
A unique key or primary key is a key that uniquely defines the characteristics of each row. The primary key has to
consist of characteristics that cannot collectively be duplicated by any other row. A Primary and Foreign key is
needed in order to link tables.
In an entity relationship diagram of a data model, one or more unique keys may be declared for each data entity.
Each unique key is composed from one or more data attributes of that data entity. The set of unique keys declared for
a data entity is often referred to as the candidate keys for that data entity. From the set of candidate keys, a single
unique key is selected and declared the primary key for that data entity. In an entity relationship diagram, each entity
relationship uses a unique key, most often the primary key, of one data entity and copies the unique key data
attributes to another data entity to which it relates. This inheritance of the unique key data attributes is referred to as
a foreign key and is used to provide data access paths between data entities. Once the data model is instantiated into
a database, each data entity usually becomes a database table, unique keys become unique indexes associated with
their assigned database tables, and entity relationships become foreign key constraints. In integrated data models,[1]

commonality relationships[2] do not become foreign key constraints since commonality relationships are a
peer-to-peer type of relationship.
The primary key may consist of a single attribute or a multiple attributes in combination. For example, a birthday
could be shared by many people and so would not be a prime candidate for the Primary Key, but a social security
number or Driver's License number would be ideal since it correlates to one single data value. Another unique
characteristic of a Primary Key as it pertains to a relational database, is that a Primary Key must also serve as a
Foreign Key on a related table[citation needed]. For example:

Author Table Schema:

AuthorTable(AUTHOR_ID,AuthorName,CountryBorn,YearBorn)

Book Table Schema:

Book(ISBN,Author_ID,Title,Publisher,Price)

Here we can see that AUTHOR_ID serves as the Primary Key in AuthorTable but also serves as the Foreign Key on
the BookTable. The Foreign Key serves as the link and therefore the connection between the two "related" tables in
this sample database.
In a relational database, a unique key index can uniquely identify each row of data values in a database table. A
unique key index comprises a single column or a set of columns in a single database table. No two distinct rows or
data records in a database table can have the same data value (or combination of data values) in those unique key
index columns if NULL values are not used. Depending on its design, a database table may have many unique key
indexes but at most one primary key index.
A unique key constraint does not imply the NOT NULL constraint in practice. Because NULL is not an actual value
(it represents the lack of a value), when two rows are compared, and both rows have NULL in a column, the column
values are not considered to be equal. Thus, in order for a unique key to uniquely identify each row in a table, NULL
values must not be used. According to the SQL[3] standard and Relational Model theory, a unique key (unique
constraint) should accept NULL in several rows/tuples — however not all RDBMS implement this feature
correctly.[4][5]

A unique key should uniquely identify all possible rows that exist in a table and not only the currently existing rows 
[citation needed]. Examples of unique keys are Social Security numbers (associated with a specific person[6]) or ISBNs 
(associated with a specific book). Telephone books and dictionaries cannot use names, words, or Dewey Decimal
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system numbers as candidate keys because they do not uniquely identify telephone numbers or words.
A table can have at most one primary key, but more than one unique key. A primary key is a combination of
columns which uniquely specify a row. It is a special case of unique keys. One difference is that primary keys have
an implicit NOT NULL constraint while unique keys do not. Thus, the values in unique key columns may or may
not be NULL, and in fact such a column may contain at most one NULL fields.[7] Another difference is that primary
keys must be defined using another syntax.
The relational model, as expressed through relational calculus and relational algebra, does not distinguish between
primary keys and other kinds of keys. Primary keys were added to the SQL standard mainly as a convenience to the
application programmer.[citation needed]

Unique keys as well as primary keys can be referenced by foreign keys.

Defining primary keys
Primary keys are defined in the ANSI SQL Standard, through the PRIMARY KEY constraint. The syntax to add
such a constraint to an existing table is defined in SQL:2003 like this:

  ALTER TABLE <table identifier> 

      ADD [ CONSTRAINT <constraint identifier> ] 

      PRIMARY KEY ( <column expression> {, <column expression>}... )

The primary key can also be specified directly during table creation. In the SQL Standard, primary keys may consist
of one or multiple columns. Each column participating in the primary key is implicitly defined as NOT NULL. Note
that some DBMS require explicitly marking primary-key columns as NOT NULL.[citation needed]

  CREATE TABLE table_name (

     

     ...

  )

If the primary key consists only of a single column, the column can be marked as such using the following syntax:

  CREATE TABLE table_name (

     id_col  INT  PRIMARY KEY,

     col2    CHARACTER VARYING(20),

     ...

  )

Differences between Primary Key and Unique Key:

Primary Key
1. A primary key cannot allow null values. (You cannot define a primary key on columns that allow nulls.)
2. Each table can have at most one primary key.
3. On some RDBMS a primary key automatically generates a clustered table index by default.
Unique Key
1. A unique key can allow null values. (You can define a unique key on columns that allow nulls.)
2. Each table can have multiple unique keys.
3. On some RDBMS a unique key automatically generates a non-clustered table index by default.
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Defining unique keys
The definition of unique keys is syntactically very similar to primary keys.

  ALTER TABLE <table identifier> 

      ADD [ CONSTRAINT <constraint identifier> ] 

      UNIQUE ( <column expression> {, <column expression>}... )

Likewise, unique keys can be defined as part of the CREATE TABLE SQL statement.

  CREATE TABLE table_name (

     id_col   INT,

     col2     CHARACTER VARYING(20),

     key_col  SMALLINT,

     ...

     CONSTRAINT key_unique UNIQUE(key_col),

     ...

  )

  CREATE TABLE table_name (

     id_col  INT  PRIMARY KEY,

     col2    CHARACTER VARYING(20),

     ...

     key_col  SMALLINT UNIQUE,

     ...

  )

Surrogate keys
In some design situations the natural key that uniquely identifies a tuple in a relation is difficult to use for software
development. For example, it may involve multiple columns or large text fields. A surrogate key can be used as the
primary key. In other situations there may be more than one candidate key for a relation, and no candidate key is
obviously preferred. A surrogate key may be used as the primary key to avoid giving one candidate key artificial
primacy over the others.
Since primary keys exist primarily as a convenience to the programmer, surrogate primary keys are often used—in
many cases exclusively—in database application design.
Due to the popularity of surrogate primary keys, many developers and in some cases even theoreticians have come to
regard surrogate primary keys as an inalienable part of the relational data model. This is largely due to a migration of
principles from the Object-Oriented Programming model to the relational model, creating the hybrid
object-relational model. In the ORM, these additional restrictions are placed on primary keys:
•• Primary keys should be immutable, that is, not changed until the record is destroyed.
•• Primary keys should be anonymous integer or numeric identifiers.
However, neither of these restrictions is part of the relational model or any SQL standard. Due diligence should be
applied when deciding on the immutability of primary key values during database and application design. Some
database systems even imply that values in primary key columns cannot be changed using the UPDATE SQL
statement[citation needed].
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Alternate key
It is commonplace in SQL databases to declare a single primary key, the most important unique key. However,
there could be further unique keys that could serve the same purpose. These should be marked as 'unique' keys. This
is done to prevent incorrect data from entering a table (a duplicate entry is not valid in a unique column) and to make
the database more complete and useful. These could be called alternate keys.[8]
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Compound key
In database design, a compound key is a key that consists of 2 or more attributes that uniquely identify an entity
occurrence. Each attribute that makes up the compound key is a simple key in its own right.
This is often confused with a composite key whereby even though this is also a key that consists of 2 or more
attributes that uniquely identify an entity occurrence, at least one attribute that makes up the composite key is not a
simple key in its own right.
An example might be an entity that represents the modules each student is attending at University. The entity has a
studentId and a moduleCode as its primary key. Each of the attributes that make up the primary key are simple keys
because each represents a unique reference when identifying a student in one instance and a module in the other.
In contrast, using the same example, imagine we identified a student by their firstName + lastName. In our table
representing students on modules our primary key would now be firstName + lastName + moduleCode. Because
firstName + lastName represent a unique reference to a student, it is not a simple key, it is a combination of
attributes used to uniquely identify a student. Therefore the primary key for this entity is a composite key.
No restriction is applied to the attributes regarding their (initial) ownership within the data model. This means that
any one, none, or all, of the multiple attributes within the compound key can be foreign keys. Indeed, a foreign key
may itself be a compound key.
Compound keys almost always originate from attributive or an associative entity (tables) within the model, but this is
not an absolute.
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External links
• Composite Inverse Functional Properties [1]: for an equivalent notion in the Semantic Web
• Relation Database terms of reference, Keys [2]: An overview of the different types of keys in an RDBMS
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Foreign key
In the context of relational databases, a foreign key is a field (or collection of fields) in one table that uniquely
identifies a row of another table. In other words, a foreign key is a column or a combination of columns that is used
to establish and enforce a link between two tables.
The table containing the foreign key is called the referencing or child table, and the table containing the candidate
key is called the referenced or parent table.
Since the purpose of the foreign key is to identify a particular row of the referenced table, it is generally required that
the foreign key is equal to the candidate key in some row of the primary table, or else have no value (the NULL
value.). This rule is called a referential integrity constraint between the two tables. Because violations of these
constraints can be the source of many database problems, most database management systems provide mechanisms
to ensure that every non-null foreign key corresponds to a row of the referenced table.
For example, consider a database with two tables: a CUSTOMER table that includes all customer data and an
ORDER table that includes all customer orders. Suppose the business requires that each order must refer to a single
customer. To reflect this in the database, a foreign key column is added to the ORDER table (e.g., CUSTOMERID),
which references the primary key of CUSTOMER (e.g. ID). Because the primary key of a table must be unique, and
because CUSTOMERID only contains values from that primary key field, we may assume that, when it has a value,
CUSTOMERID will identify the particular customer which placed the order. However, this can no longer be
assumed if the ORDER table is not kept up to date when rows of the CUSTOMER table are deleted or the ID
column altered, and working with these tables may become more difficult. Many real world databased work around
this problem by 'inactivating' rather than physically deleting master table foreign keys, or by complex update
programs that modify all references to a foreign key when a change is needed.
Foreign keys play an essential role in database design. One important part of database design is making sure that
relationships between real-world entities are reflected in the database by references, using foreign keys to refer from
one table to another. Another important part of database design is database normalization, in which tables are broken
apart and foreign keys make it possible for them to be reconstructed.
Multiple rows in the referencing (or child) table may refer to the same row in the referenced (or parent) table. In this
case, the relationship between the two tables is called a one to many relationship between the referenced table and
the referencing table.
In addition, the child and parent table may, in fact, be the same table, i.e. the foreign key refers back to the same
table. Such a foreign key is known in SQL:2003 as a self-referencing or recursive foreign key. In database
management systems, this is often accomplished by linking a first and second reference to the same table.
A table may have multiple foreign keys, and each foreign key can have a different parent table. Each foreign key is
enforced independently by the database system. Therefore, cascading relationships between tables can be established
using foreign keys.
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Defining foreign keys
Foreign keys are defined in the ISO SQL Standard, through a FOREIGN KEY constraint. The syntax to add such a
constraint to an existing table is defined in SQL:2003 as shown below. Omitting the column list in the
REFERENCES clause implies that the foreign key shall reference the primary key of the referenced table.

ALTER TABLE <table identifier>

   ADD [ CONSTRAINT <constraint identifier> ]

      FOREIGN KEY ( <column expression> )

      REFERENCES <table identifier> [ ( <column expression> {, <column expression>}... ) ]

      [ ON UPDATE <referential action> ]

      [ ON DELETE <referential action> ]

Likewise, foreign keys can be defined as part of the CREATE TABLE SQL statement.

CREATE TABLE table_name (

   id    INTEGER  PRIMARY KEY,

   col2  CHARACTER VARYING(20),

   col3  INTEGER,

   ...

   FOREIGN KEY(col3)

      REFERENCES other_table(key_col) ON DELETE CASCADE,

   ... )

If the foreign key is a single column only, the column can be marked as such using the following syntax:

CREATE TABLE table_name (

   id    INTEGER  PRIMARY KEY,

   col2  CHARACTER VARYING(20),

   col3  INTEGER REFERENCES other_table(column_name),

   ... )

Foreign keys can be defined with a stored procedure statement.Wikipedia:Please clarify

sp_foreignkey tabname, pktabname, col1 [, col2] ...  [, col8]

• tabname: the name of the table or view that contains the foreign key to be defined.
• pktabname: the name of the table or view that has the primary key to which the foreign key applies. The primary

key must already be defined.
• col1: the name of the first column that makes up the foreign key. The foreign key must have at least one column

and can have a maximum of eight columns.
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Referential actions
Because the database management system enforces referential constraints, it must ensure data integrity if rows in a
referenced table are to be deleted (or updated). If dependent rows in referencing tables still exist, those references
have to be considered. SQL:2003 specifies 5 different referential actions that shall take place in such occurrences:
•• CASCADE
•• RESTRICT
•• NO ACTION
•• SET NULL
•• SET DEFAULT

CASCADE
Whenever rows in the master (referenced) table are deleted (resp. updated), the respective rows of the child
(referencing) table with a matching foreign key column will get deleted (resp. updated) as well. This is called a
cascade delete (resp. update).

RESTRICT
A value cannot be updated or deleted when a row exists in a referencing or child table that references the value in the
referenced table.
Similarly, a row cannot be deleted as long as there is a reference to it from a referencing or child table.
To understand RESTRICT (and CASCADE) better, it may be helpful to notice the following difference, which
might not be immediately clear. The referential action CASCADE modifies the "behavior" of the (child) table itself
where the word CASCADE is used. For example, ON DELETE CASCADE effectively says "When the referenced
row is deleted from the other table (master table), then delete also from me". However, the referential action
RESTRICT modifies the "behavior" of the master table, not the child table, although the word RESTRICT appears in
the child table and not in the master table! So, ON DELETE RESTRICT effectively says: "When someone tries to
delete the row from the other table (master table), prevent deletion from that other table (and of course, also don't
delete from me, but that's not the main point here)."
RESTRICT is not supported by Microsoft SQL 2012 and earlier.

NO ACTION
NO ACTION and RESTRICT are very much alike. The main difference between NO ACTION and RESTRICT is
that with NO ACTION the referential integrity check is done after trying to alter the table. RESTRICT does the
check before trying to execute the UPDATE or DELETE statement. Both referential actions act the same if the
referential integrity check fails: the UPDATE or DELETE statement will result in an error.
In other words, when an UPDATE or DELETE statement is executed on the referenced table using the referential
action NO ACTION, the DBMS verifies at the end of the statement execution that none of the referential
relationships are violated. This is different from RESTRICT, which assumes at the outset that the operation will
violate the constraint. Using NO ACTION, the triggers or the semantics of the statement itself may yield an end state
in which no foreign key relationships are violated by the time the constraint is finally checked, thus allowing the
statement to complete successfully.
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SET DEFAULT , SET NULL
In general, the action taken by the DBMS for SET NULL or SET DEFAULT is the same for both ON DELETE or
ON UPDATE: The value of the affected referencing attributes is changed to NULL for SET NULL, and to the
specified default value for SET DEFAULT.

Triggers
Referential actions are generally implemented as implied triggers (i.e. triggers with system-generated names, often
hidden.) As such, they are subject to the same limitations as user-defined triggers, and their order of execution
relative to other triggers may need to be considered; in some cases it may become necessary to replace the referential
action with its equivalent user-defined trigger to ensure proper execution order, or to work around mutating-table
limitations.
Another important limitation appears with transaction isolation: your changes to a row may not be able to fully
cascade because the row is referenced by data your transaction cannot "see", and therefore cannot cascade onto. An
example: while your transaction is attempting to renumber a customer account, a simultaneous transaction is
attempting to create a new invoice for that same customer; while a CASCADE rule may fix all the invoice rows your
transaction can see to keep them consistent with the renumbered customer row, it won't reach into another
transaction to fix the data there; because the database cannot guarantee consistent data when the two transactions
commit, one of them will be forced to roll back (often on a first-come-first-served basis.)

Example
As a first example to illustrate foreign keys, suppose an accounts database has a table with invoices and each invoice
is associated with a particular supplier. Supplier details (such as name and address) are kept in a separate table; each
supplier is given a 'supplier number' to identify it. Each invoice record has an attribute containing the supplier
number for that invoice. Then, the 'supplier number' is the primary key in the Supplier table. The foreign key in the
Invoices table points to that primary key. The relational schema is the following. Primary keys are marked in bold,
and foreign keys are marked in italics.

  Supplier ( SupplierNumber, Name, Address, Type )

  Invoices ( InvoiceNumber, SupplierNumber, Text )

The corresponding Data Definition Language statement is as follows.

  CREATE TABLE Supplier (

     SupplierNumber  INTEGER NOT NULL,

     Name            VARCHAR(20) NOT NULL,

     Address         VARCHAR(50) NOT NULL,

     Type            VARCHAR(10),

     CONSTRAINT supplier_pk PRIMARY KEY(SupplierNumber),

     CONSTRAINT number_value CHECK (SupplierNumber > 0) )

  CREATE TABLE Invoices (

     InvoiceNumber   INTEGER NOT NULL,

     SupplierNumber  INTEGER NOT NULL,

     Text            VARCHAR(4096),

     CONSTRAINT invoice_pk PRIMARY KEY(InvoiceNumber),

     CONSTRAINT inumber_value CHECK (InvoiceNumber > 0),

     CONSTRAINT supplier_fk FOREIGN KEY(SupplierNumber)

        REFERENCES Supplier(SupplierNumber)

http://en.wikipedia.org/w/index.php?title=DBMS
http://en.wikipedia.org/w/index.php?title=Database_trigger%23Mutating_tables
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        ON UPDATE CASCADE ON DELETE RESTRICT )

References

External links
• SQL-99 Foreign Keys (https:/ / mariadb. com/ kb/ en/ constraint_type-foreign-key-constraint/ )
• PostgreSQL Foreign Keys (http:/ / www. postgresql. org/ docs/ current/ static/ tutorial-fk. html)
• MySQL Foreign Keys (http:/ / dev. mysql. com/ doc/ refman/ 5. 1/ en/ create-table-foreign-keys. html)
• FirebirdSQL Foreign Keys (http:/ / www. firebirdsql. org/ manual/ nullguide-keys. html#nullguide-keys-fk)
• SQLite support for Foreign Keys (http:/ / www. sqlite. org/ foreignkeys. html)
• Microsoft SQL 2012 table_constraint (Transact-SQL) (http:/ / technet. microsoft. com/ en-us/ library/ ms188066.

aspx)

Persistent Object Identifier
In database design, a Persistent Object Identifier (POID) is a unique identifier of a record on a table, used as the
primary key. Important characteristics of a POID are that it does not carry business information and are not generally
exported or otherwise made visible to data users; as such a POID has many of the characteristics of a surrogate key.
The only purpose of the POID is to act as the primary key on the table where it is defined and to be referenced as the
foreign key by other tables. Because POIDs, like surrogate keys, do not carry business information, they are immune
to changes in the form or meaning of business data.

External links
• Persistent Object ID Service [1]

• What is a Persistent Object Identifier and why should I care? [2]

• Persistent Object [3]
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[1] http:/ / www. ibm. com/ developerworks/ websphere/ techjournal/ 0306_biernat/ biernat. html
[2] http:/ / blog. telemapics. com/ ?p=92
[3] http:/ / devnet. objectivity. com/ objects_faq
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Cardinality (data modeling)
In database design, the cardinality or fundamental principle of one data table with respect to another is a critical
aspect. The relationship of one to the other must be precise and exact between each other in order to explain how
each table links together.
In the relational model, tables can be related as any of "one to many" or "many-to-many." This is said to be the
cardinality of a given table in relation to another.
For example, consider a database designed to keep track of hospital records. Such a database could have many tables
like:
• a doctor table with information about physicians;
• a patient table for medical subjects undergoing treatment;
• and a department table with an entry for each division of a hospital.
In that model:
• There is a many-to-many relationship between the records in the doctor table and records in the patient table

because doctors have many patients, and a patient could have several doctors;
• A one-to-many relation between the department table and the doctor table because each doctor may work for

only one department, but one department could have many doctors.
A "one-to-one" relationship is mostly used to split a table in two in order to provide information concisely and make
it more understandable. In the hospital example, such a relationship could be used to keep apart doctors' own unique
professional information from administrative details.
In data modeling, collections of data elements are grouped into "data tables" which contain groups of data field
names called "database attributes". Tables are linked by "key fields". A "primary key" assigns a field to its "special
order table". For example, the "Doctor Last Name" field might be assigned as a primary key of the Doctor table with
all people having same last name organized alphabetically according to the first three letters of their first name. A
table can also have a foreign key which indicates that field is linked to the primary key of another table.
A complex data model can involve hundreds of related tables. A renowned computer scientist, C.J. Date, created a
systematic method to organize database models. Date's steps for organizing database tables and their keys is called
Database Normalization. Database normalization avoids certain hidden database design errors (delete anomalies or
update anomalies). In real life the process of database normalization ends up breaking tables into a larger number of
smaller tables, so there are common sense data modeling tactics called de-normalization which combine tables in
practical ways.
In real world data models careful design is critical because as the data grows voluminous, tables linked by keys must
be used to speed up programmed retrieval of data. If data modeling is poor, even a computer applications system
with just a million records will give the end-users unacceptable response time delays. For this reason data modeling
is a keystone in the skills needed by a modern software developer.

Formal Database Modeling Technologies
UML class diagram may be used for data modeling. In that case, relationship are modeled using UML associations,
and multiplicity is used on those associations to denote cardinality. Here are some examples:

http://en.wikipedia.org/w/index.php?title=C.J._Date
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left right example

1 1 one-to-one person <-> weight

0..1 1 optional on one side one-to-one date of death <-> person

0..* or * 0..* or * optional on both sides many-to-many person <-> book

1 1..* one-to-many person <-> language

As an alternative to UML, Entity Relationship Diagrams (ERDs) can be used to capture information about data
model cardinality. A crow's foot shows a one-to-many relationship. Alternatively a single line represents a
one-to-one relationship.

External links
• UML multiplicity as data model cardinality [1] - http:/ / www. agiledata. org

References
[1] http:/ / www. agiledata. org/ essays/ umlDataModelingProfile. html#Relationships

Recordset
A recordset is a data structure that consists of a group of database records, and can either come from a base table or
as the result of a query to the table.
The concept is common to a number of platforms, notably Microsoft's Data Access Objects (DAO) and ActiveX
Data Objects (ADO). The Recordset object contains a Fields collection, and a Properties collection. At any time, the
Recordset object refers to only a single record within the set as the current record.

External links
• Microsoft definition of a Recordset object in ADO [1]

•• [2]

References
[1] http:/ / msdn. microsoft. com/ en-us/ library/ ms681510. aspx
[2] http:/ / www. w3schools. com/ ado/ ado_ref_recordset. asp
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Superkey
A superkey is defined in the relational model of database organization as a set of attributes of a relation variable for
which it holds that in all relations assigned to that variable, there are no two distinct tuples (rows) that have the same
values for the attributes in this set. Equivalently a superkey can also be defined as a set of attributes of a relation
schema upon which all attributes of the schema are functionally dependent.
Note that the set of all attributes is a trivial superkey, because in relational algebra duplicate rows are not permitted.
Also note that if attribute set K is a superkey of relation R, then at all times it is the case that the projection of R over
K has the same cardinality as R itself.
Informally, a superkey is a set of attributes within a table whose values can be used to uniquely identify a tuple. A
candidate key is a minimal set of attributes necessary to identify a tuple, this is also called a minimal superkey. For
example, given an employee schema, consisting of the attributes employeeID, name, job, and departmentID, we
could use the employeeID in combination with any or all other attributes of this table to uniquely identify a tuple in
the table. Examples of superkeys in this schema would be {employeeID, Name}, {employeeID, Name, job}, and
{employeeID, Name, job, departmentID}. The last example is known as trivial superkey, because it uses all
attributes of this table to identify the tuple.
In a real database we do not need values for all of those attributes to identify a tuple. We only need, per our example,
the set {employeeID}. This is a minimal superkey – that is, a minimal set of attributes that can be used to identify a
single tuple. So, employeeID is a candidate key.

Example

English Monarchs

Monarch Name Monarch Number Royal House

Edward II Plantagenet

Edward III Plantagenet

Richard III Plantagenet

Henry IV Lancaster

First, list out all the (non-empty) sets of attributes:
• {Monarch Name}
• {Monarch Number}
• {Royal House}
• {Monarch Name, Monarch Number}
• {Monarch Name, Royal House}
• {Monarch Number, Royal House}
• {Monarch Name, Monarch Number, Royal House}

Second, eliminate all the sets which do not meet superkey's requirement. For example, {Monarch Name, Royal
House} cannot be a superkey because for the same attribute values (Edward, Plantagenet), there are two distinct
tuples:
• (Edward, II, Plantagenet)
• (Edward, III, Plantagenet)

http://en.wikipedia.org/w/index.php?title=Set_%28mathematics%29
http://en.wikipedia.org/w/index.php?title=Relation_schema
http://en.wikipedia.org/w/index.php?title=Relation_schema


Superkey 208

Finally, after elimination, the remaining sets of attributes are the only possible superkeys in this example:
• {Monarch Name, Monarch Number} (Candidate Key)
•• {Monarch Name, Monarch Number, Royal House}
In real situations, however, superkeys are normally not determined by this method, which is very tedious and
time-consuming, but by analyzing functional dependencies.

References
• Silberschatz, Abraham (2011). Database System Concepts (6th ed.). McGraw-Hill. pp. 45–46.

ISBN 978-0-07-352332-3.

External links
• Relation Database terms of reference, Keys (http:/ / rdbms. opengrass. net/ 2_Database Design/ 2.

1_TermsOfReference/ 2. 1. 2_Keys. html): An overview of the different types of keys in an RDBMS

Integrity constraints
Integrity constraints are used to ensure accuracy and consistency of data in a relational database.[citation needed]

Types
Codd initially defined two sets of constraints but, in his second version of the relational model, he came up with four
integrity constraints: [citation needed]

Entity Integrity
The entity integrity constraint states that no primary key value can be null. This is because the primary key value is
used to identify individual tuples in a relation. Having null value for the primary key implies that we cannot identify
some tuples.This also specifies that there may not be any duplicate entries in primary key column key word.

Referential Integrity
The referential integrity constraint is specified between two relations and is used to maintain the consistency among
tuples in the two relations. Informally, the referential integrity constraint states that a tuple in one relation that refers
to another relation must refer to an existing tuple in that relation. It is a rule that maintains consistency among the
rows of the two relations in dbms.

Domain Integrity
Domain constraints allows us to test the values inserted into the database and to test the queries to make sure
comparisons made are appropriate.

User Defined Integrity
A business rule is a statement that defines or constrains some aspect of the business. It is intended to assert business
structure or to control or influence the behavior of the business. E.g.: Age>=18 && Age<=60

http://en.wikipedia.org/w/index.php?title=Functional_dependencies
http://en.wikipedia.org/w/index.php?title=International_Standard_Book_Number
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Check Constraint
A check constraint is applied to each row in the table.Wikipedia:Please clarify The constraint must be a predicate. It
can refer to a single or multiple columns of the table. The result of the predicate can be either TRUE, FALSE, or
UNKNOWN, depending on the presence of NULLs. If the predicate evaluates to UNKNOWN, then the constraint is not
violated and the row can be inserted or updated in the table. This is contrary to predicates in WHERE clauses in
SELECT or UPDATE statements.
For example, in a table containing products, one could add a check constraint such that the price of a product and
quantity of a product is a non-negative value:

 PRICE >= 0

 QUANTITY >= 0

If these constraints were not in place, it would be possible to have a negative price (-$30) or quantity (-3 items).
Check constraints are used to ensure the validity of data in a database and to provide data integrity. If they are used
at the database level, applications that use the database will not be able to add invalid data or modify valid data so
the data becomes invalid, even if the application itself accepts invalid data.

Definition
Each check constraint has to be defined in the CREATE TABLE or ALTER TABLE statement using the syntax:

 CREATE TABLE table_name (

    ...,

    CONSTRAINT constraint_name CHECK ( predicate ),

    ...

 )

 ALTER TABLE table_name

    ADD CONSTRAINT constraint_name CHECK ( predicate )

If the check constraint refers to a single column only, it is possible to specify the constraint as part of the column
definition.

 CREATE TABLE table_name (

    ...

    column_name type CHECK ( predicate ),

    ...

 )

http://en.wikipedia.org/wiki/Please_clarify
http://en.wikipedia.org/w/index.php?title=Predicate_%28mathematical_logic%29
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NOT NULL constraint
A NOT NULL constraint is functionally equivalent to the following check constraint with an IS NOT NULL
predicate:

 CHECK (column IS NOT NULL)

Some relational database management systems are able to optimize performance when the NOT NULL constraint
syntax is used as opposed to the CHECK constraint syntax given above.[1]

Common restrictions
Most database management systems restrict check constraints to a single row, with access to constants and
deterministic functions, but not to data in other tables, or to data invisible to the current transaction because of
transaction isolation.
Such constraints are not truly table check constraints but rather row check constraints. Because these constraints are
generally only verified when a row is directly updated (for performance reasons,) and often implemented as implied
INSERT or UPDATE triggers, integrity constraints could be violated by indirect action were it not for these
limitations. Furthermore, otherwise-valid modifications to these records would then be prevented by the CHECK
constraint. Some examples of dangerous constraints include:
• CHECK ((select count(*) from invoices where invoices.customerId =

customerId) < 1000)

•• CHECK (dateInserted = CURRENT_DATE)

•• CHECK (countItems = RAND())

User-defined triggers can be used to work around these restrictions. Although similar in implementation, it is
semantically clear that triggers will only be fired when the table is directly modified, and that it is the designer's
responsibility to handle indirect, important changes in other tables; constraints on the other hand are intended to be
"true at all times" regardless of the user's actions or the designer's lack of foresight.

References
[1] PostgreSQL 8.3devel Documentation, Chapter 5. Data Definition, Section 5.3.2. Not-Null Constraints, Website: http:/ / developer. postgresql.

org/ pgdocs/ postgres/ ddl-constraints. html, Accessed on May 5, 2007
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Propagation constraint
In database systems, a propagation constraint "details what should happen to a related table when we update a row
or rows of a target table" (Paul Beynon-Davies, 2004, p.108). Tables are linked using primary key to foreign key
relationships. It is possible for users to update one table in a relationship in such a way that the relationship is no
longer consistent and this is known as breaking referential integrity. An example of breaking referential integrity: if a
table of employees includes a department number for 'Housewares' which is a foreign key to a table of departments
and a user deletes that department from the department table then Housewares employees records would refer to a
non-existent department number.
Propagation constraints are methods used by relational database management systems (RDBMS) to solve this
problem by ensuring that relationships between tables are preserved without error. In his database textbook,
Beynon-Davies explains the three ways that RDBMS handle deletions of target and related tuples:
• Restricted Delete - the user cannot delete the target row until all rows that point to it (via foreign keys) have been

deleted. This means that all Housewares employees would need to be deleted, or their departments changed,
before removing the department from the departmental table.

•• Cascades Delete - can delete the target row and all rows that point to it (via foreign keys) are also deleted. The
process is the same as a restricted delete, except that the RDBMS would delete the Houseware employees
automatically before removing the department.

• Nullifies Delete - can delete the target row and all foreign keys (pointing to it) are set to null. In this case, after
removing the housewares department, employees who worked in this department would have a NULL (unknown)
value for their department.

Bibliography
• Beynon-Davies, P. (2004) Database Systems Third Edition, Palgrave Macmillan.
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Transition constraint
A transition constraint is a way of enforcing that the data does not enter an impossible state because of a previous
state. For example, it should not be possible for a person to change from being "married" to being "single, never
married". The only valid states after "married" might be "divorced", "widowed", or "deceased".
Transition constraint is commonly used in database models such as relational databases.

References
• Modelling Transition Constraints (ResearchIndex) [1]

References
[1] http:/ / citeseer. ist. psu. edu/ 612731. html

Wide and narrow data
Wide and narrow (sometimes un-stacked and stacked) are terms used to describe two different presentations for
tabular data.[1][2][3]

Wide
Wide, or unstacked data is presented with each different data variable in a separate column.

Person Age Weight

Bob 32 128

Alice 24 86

Steve 64 95

Narrow
Narrow, or stacked data is presented with one column containing all the values and another column listing the
context of the value

Person Variable Value

Bob Age 32

Bob Weight 128

Alice Age 24

Alice Weight 86

Steve Age 64

Steve Weight 95

This is often easier to implement, addition of a new field does not require any changes to the structure of the table,
however it can be harder for people to understand.
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Implementations
Many statistical and data processing systems have functions to convert between these two presentations, for instance
the R programming language has several packages such as the reshape [4] package

References
[1] Thompson, M. E. (1997), Theory of sample surveys, Chapman & Hall, London. ISBN 0-412-31780-X
[2] Kitchenham, B. A. & Pfleeger, S. L. (2003), "Principles of survey research part 6: data analysis" (http:/ / doi. acm. org/ 10. 1145/ 638750.

638758), SIGSOFT Softw.Eng.Notes, 28 (2), 24–27
[3] Chantala, K. (2006) "Using STATA to Analyze data from a Sample Survey" (http:/ / www. cpc. unc. edu/ services/ computer/ presentations/

statatutorial/ statasvy. pdf). 1-10-2001. UNC Chapel Hill, Carolina Population Center. 10-1-2006.
[4] http:/ / had. co. nz/ reshape/

External links
• http:/ / cran. r-project. org/ web/ packages/ reshape (http:/ / cran. r-project. org/ web/ packages/ reshape)

Universal relation assumption
In relational databases, the universal relation assumption states that one can place all data attributes into a
(possibly very wide) table, which may then be decomposed into smaller tables as needed.[1]

However, the assumption that a single large table can capture real database designs is often plagued with a number
of difficulties.[2] The "nested universal relation" model has attempted to address some of the problems and offer
improvements.[3]

References
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[2] Advances in database technology--EDBT 2000 by Carlo Zaniolo 2000 ISBN 3-540-67227-3 page 276
[3] The nested universal relation database model by Mark Levene 1992 ISBN 3-540-55493-9 pages 1-5
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Reference table
A reference table (or table of reference) may mean a set of references that an author may have cited or gained
inspiration from whilst writing an article, similar to a bibliography.
It can also mean an information table that is used as a quick and easy reference for things that are difficult to
remember such as comparing imperial with metric measurements.
In the context of database design a reference table is a table into which an enumerated set of possible values of a
certain field data type is divested. For example, in a relational database model of a warehouse the entity 'Item' may
have a field called 'status' with a predefined set of values such as 'sold', 'reserved', 'out of stock'. In a purely designed
database these values would be divested into an extra entity or Reference Table called 'status' in order to achieve
database normalisation. The entity 'status' in this case has no true representative in the real world but rather would an
exceptional case where the attribute of a certain database entity is divested into its own table. The advantage of doing
this is that internal functionality and optional conditions within the database and the software which utilizes it are
easier to modify and extend on that particular aspect. Establishing an enterprise-wide view of reference tables is
called master data management.

Junction table
In database management systems following the relational model, a junction table is a database table that contains
common fields from two or more other database tables within the same database. It is on the many side of a
one-to-many relationship with each of the other tables. Junction tables are known under many names, among them
cross-reference table, bridge table, join table, map table, intersection table, linking table, many-to-many
resolver, link table, pairing table, pivot table, transition table, or association table.
Junction tables are employed when dealing with many-to-many relationships in a database. A practical use of a
junction table would be to assign permissions to users. There can be multiple users, and each user can be assigned 0
or more permissions.

CREATE TABLE Users (

    UserLogin varchar(50) PRIMARY KEY,

    UserPassword varchar(50) NOT NULL,

    UserName varchar(50) NOT NULL

)

CREATE TABLE Permissions (

    PermissionKey varchar(50) PRIMARY KEY,

    PermissionDescription varchar(500) NOT NULL

)

-- This is the junction table.

CREATE TABLE UserPermissions (

    UserLogin varchar(50) REFERENCES Users (UserLogin),

    PermissionKey varchar(50) REFERENCES Permissions (PermissionKey),

http://en.wikipedia.org/w/index.php?title=Bibliography
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http://en.wikipedia.org/w/index.php?title=Database_normalisation
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    PRIMARY KEY (UserLogin, PermissionKey)

)

Using junction tables
A SELECT-statement on a junction table usually involves joining the main table with the junction table:

SELECT * FROM Users

JOIN UserPermissions USING (UserLogin);

This will return a list of all users and their permissions.
Inserting into a junction table involves two steps: first inserting into the main table (for example, a new User), then
updating the junction table.

-- Creating a new User

INSERT INTO Users (UserLogin, UserPassword, UserName)

VALUES ('SomeUser', 'SecretPassword', 'UserName');

-- Creating a new Permission

INSERT INTO Permissions (PermissionKey, PermissionDescription)

VALUES ('TheKey', 'A key used for several permissions');

-- Finally, updating the junction

INSERT INTO UserPermissions (UserLogin, PermissionKey)

VALUES ('SomeUser', 'TheKey');

Using foreign keys, the database will automatically dereference the values of the UserPermissions table to their own
table.

http://en.wikipedia.org/w/index.php?title=Select_%28SQL%29
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Nested set model
The nested set model is a particular technique for representing nested sets (also known as trees or hierarchies) in
relational databases. The term was apparently introduced by Joe Celko; others describe the same technique without
naming it [1] or using different terms.[2]

Motivation
The technique is an answer to the problem that the standard relational algebra and relational calculus, and the SQL
operations based on them, are unable to express all desirable operations on hierarchies directly. A hierarchy can be
expressed in terms of a parent-child relation - Celko calls this the adjacency list model - but if it can have arbitrary
depth, this does not allow the expression of operations such as comparing the contents of hierarchies of two
elements, or determining whether an element is somewhere in the subhierarchy of another element. When the
hierarchy is of fixed or bounded depth, the operations are possible, but expensive, due to the necessity of performing
one relational join per level. This is often known as the bill of materials problem.[citation needed]

Several resolutions exist and are available in some relational database management systems:
• support for a dedicated hierarchy data type, such as in SQL's hierarchical query facility;
• extending the relational language with hierarchy manipulations, such as in the nested relational algebra.
• extending the relational language with transitive closure, such as SQL's CONNECT statement; this allows a

parent-child relation to be used, but execution remains expensive;
• the queries can be expressed in a language that supports iteration and is wrapped around the relational operations,

such as PL/SQL, T-SQL or a general-purpose programming language
When these solutions are not available or not feasible, another approach must be taken.

The technique
The nested set model is to number the nodes according to a tree traversal, which visits each node twice, assigning
numbers in the order of visiting, and at both visits. This leaves two numbers for each node, which are stored as two
attributes. Querying becomes inexpensive: hierarchy membership can be tested by comparing these numbers.
Updating requires renumbering and is therefore expensive. Refinements that use rational numbers instead of integers
can avoid renumbering, and so are faster to update, although much more complicated.

Example
In a clothing store catalog, clothing may be categorized according to the hierarchy given on the left:

A hierarchy: types of clothing The numbering assigned by tree traversal
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Node Left Right

Clothing 1 22

Men's 2 9

Women's 10 21

Suits 3 8

Slacks 4 5

Jackets 6 7

Dresses 11 16

Skirts 17 18

Blouses 19 20

Evening Gowns 12 13

Sun Dresses 14 + The resulting representation

The "Clothing" category, with the highest position in the hierarchy, encompasses all subordinating categories. It is
therefore given left and right domain values of 1 and 22, the latter value being the double of the total number of
nodes being represented. The next hierarchical level contains "Men's" and "Women's", both containing levels within
themselves that must be accounted for. Each level's data node is assigned left and right domain values according to
the number of sublevels contained within, as shown in the table data.

Performance
Queries using nested sets can be expected to be faster than queries using a stored procedure to traverse an adjacency
list, and so are the faster option for databases which lack native recursive query constructs, such as MySQL.
However, recursive SQL queries can be expected to perform comparably for 'find immediate descendants' queries,
and much faster for other depth search queries, and so are the faster option for databases which provide them, such as
PostgreSQL, Oracle, and Microsoft SQL Server.

Drawbacks
Nested sets are very slow for inserts because it requires updating left and right domain values for all records in the
table after the insert. This can cause a lot of database thrash[citation needed] as many rows are rewritten and indexes
rebuilt.
The nested interval model does not suffer from this problem, but is more complex to implement, and is not as well
known. The nested interval model stores the position of the nodes as rational numbers expressed as quotients (n/d).
[3]

Variations
Using the nested set model as described above has some performance limitations during certain tree traversal
operations. For example, trying to find the immediate child nodes given a parent node requires pruning the subtree to
a specific level as in the following SQL code example:

SELECT Child.Node, Child.Left, Child.Right

FROM Tree as Parent, Tree as Child

WHERE

      Child.Left BETWEEN Parent.Left AND Parent.Right

      AND NOT EXISTS (    -- No Middle Node

http://en.wikipedia.org/wiki/Citation_needed
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            SELECT *

            FROM Tree as Mid

            WHERE Mid.Left BETWEEN Parent.Left AND Parent.Right

                       AND Child.Left BETWEEN Mid.Left AND Mid.Right

                  AND Mid.Node NOT IN (Parent.Node AND Child.Node)

      )

      AND Parent.Left = 1  -- Given Parent Node Left Index

Or, equivalently:

SELECT DISTINCT Child.Node, Child.Left, Child.Right

FROM Tree as Child, Tree as Parent 

WHERE Parent.Left < Child.Left AND Parent.Right > Child.Right  -- associate Child Nodes with ancestors

GROUP BY Child.Node

HAVING max(Parent.Left) = 1  -- Subset for those with the given Parent 

Node as the nearest ancestor

The query will be more complicated when searching for children more than one level deep. To overcome this
limitation and simplify tree traversal an additional column is added to the model to maintain the depth of a node
within a tree.

Node Left Right Depth

Clothing 1 22 0

Men's 2 9 1

Women's 10 21 1

Suits 3 8 2

Slacks 4 5 3

Jackets 6 7 3

Dresses 11 16 2

Skirts 17 18 2

Blouses 19 20 2

Evening Gowns 12 13 3

Sun Dresses 14 15 + The resulting representation

In this model, finding the immediate children given a parent node can be accomplished with the following SQL
code:

SELECT Child.Node, Child.Left, Child.Right

FROM Tree as Child, Tree as Parent

WHERE

      Child.Depth = Parent.Depth + 1

      AND Child.Left > Parent.Left

      AND Child.Right < Parent.Right

      AND Parent.Left = 1  -- Given Parent Node Left Index

http://en.wikipedia.org/w/index.php?title=Tree_traversal
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External links
• Troels' links to Hierarchical data in RDBMSs (http:/ / troels. arvin. dk/ db/ rdbms/ links/ #hierarchical)
• Managing hierarchical data in relational databases (http:/ / mikehillyer. com/ articles/

managing-hierarchical-data-in-mysql/ )
• PHP PEAR Implementation for Nested Sets (http:/ / pear. php. net/ package/ DB_NestedSet) - by Daniel Khan
• Interpreting Nested Sets in PHP (http:/ / semlabs. co. uk/ journal/
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• Understanding Nested Sets (http:/ / www. evanpetersen. com/ item/ nested-sets. html)

Information schema
In relational databases, the information schema is an ANSI standard set of read-only views which provide
information about all of the tables, views, columns, and procedures in a database. It can be used as a source of the
information which some databases make available through non-standard commands, such as the SHOW command of
MySQL, the DESCRIBE command of Oracle, and the \d command of PostgreSQL.

 => select count(table_name) from information_schema.tables;

  count 

 -------

     99

 (1 row)

 => select column_name, data_type, column_default, is_nullable

       from information_schema.columns where table_name='alpha';

  column_name | data_type | column_default | is_nullable 

 -------------+-----------+----------------+-------------

  foo         | integer   |                | YES

  bar         | character |                | YES

 (2 rows)

 => select * from information_schema.information_schema_catalog_name;

  catalog_name 

 --------------

  johnd

 (1 row)
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External links
• Information schema in MySQL 5.7 [1]

• Information schema in PostgreSQL (current version) [2]

• Information schema in SQLite [3]

• Information schema in Microsoft SQL Server 2005 [4]

• Information schema in Microsoft SQL Server Compact 4.0 [5]
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Codd's 12 rules
Codd's twelve rules are a set of thirteen rules (numbered zero to twelve) proposed by Edgar F. Codd worked under
a pioneer of the relational model for databases, designed to define what is required from a database management
system in order for it to be considered relational, i.e., a relational database management system (RDBMS). They are
sometimes jokingly referred to as "Codd's Twelve Commandments".

Details
Codd produced these rules as part of a personal campaign to prevent his vision of the relational database being
diluted, as database vendors scrambled in the early 1980s to repackage existing products with a relational veneer.
Rule 12 was particularly designed to counter such a positioning. Even if such repackaged non-relational products
eventually gave way to SQL DBMSs, no popular "relational" DBMSs are actually relational, be it by Codd’s twelve
rules or by the more formal definitions in his papers, in his books or in succeeding works in the academia or by its
coworkers and successors, Christopher J. Date, Hugh Darwen, David McGoveran and Fabian Pascal. Only less
known DBMSs, most of them academic, strive to comply. The only commercial example, as of December 2010[1],
is Dataphor. Some rules are controversial, especially rule three, because of the debate on three-valued logic.

Rules
Rule 0: The Foundation rule:

A relational database management system must manage its stored data using only its relational capabilities.
The system must qualify as relational, as a database, and as a management system. For a system to qualify as
a relational database management system (RDBMS), that system must use its relational facilities (exclusively)
to manage the database.

Rule 1: The information rule:
All information in a relational database (including table and column names) is represented in only one way,
namely as a value in a table.

Rule 2: The guaranteed access rule:
All data must be accessible. This rule is essentially a restatement of the fundamental requirement for primary 
keys. It says that every individual scalar value in the database must be logically addressable by specifying the 
name of the containing table, the name of the containing column and the primary key value of the containing
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row.
Rule 3: Systematic treatment of null values:

The DBMS must allow each field to remain null (or empty). Specifically, it must support a representation of
"missing information and inapplicable information" that is systematic, distinct from all regular values (for
example, "distinct from zero or any other number", in the case of numeric values), and independent of data
type. It is also implied that such representations must be manipulated by the DBMS in a systematic way.

Rule 4: Active online catalog based on the relational model:
The system must support an online, inline, relational catalog that is accessible to authorized users by means of
their regular query language. That is, users must be able to access the database's structure (catalog) using the
same query language that they use to access the database's data.

Rule 5: The comprehensive data sublanguage rule:
The system must support at least one relational language that
1. Has a linear syntax
2.2. Can be used both interactively and within application programs,
3. Supports data definition operations (including view definitions), data manipulation operations (update as

well as retrieval), security and integrity constraints, and transaction management operations (begin, commit,
and rollback).

Rule 6: The view updating rule:
All views that are theoretically updatable must be updatable by the system.

Rule 7: High-level insert, update, and delete:
The system must support set-at-a-time insert, update, and delete operators. This means that data can be
retrieved from a relational database in sets constructed of data from multiple rows and/or multiple tables. This
rule states that insert, update, and delete operations should be supported for any retrievable set rather than just
for a single row in a single table.

Rule 8: Physical data independence:
Changes to the physical level (how the data is stored, whether in arrays or linked lists etc.) must not require a
change to an application based on the structure.

Rule 9: Logical data independence:
Changes to the logical level (tables, columns, rows, and so on) must not require a change to an application
based on the structure. Logical data independence is more difficult to achieve than physical data independence.

Rule 10: Integrity independence:
Integrity constraints must be specified separately from application programs and stored in the catalog. It must
be possible to change such constraints as and when appropriate without unnecessarily affecting existing
applications.

Rule 11: Distribution independence:
The distribution of portions of the database to various locations should be invisible to users of the database.
Existing applications should continue to operate successfully:
1.1. when a distributed version of the DBMS is first introduced; and
2.2. when existing distributed data are redistributed around the system.

Rule 12: The nonsubversion rule:
If the system provides a low-level (record-at-a-time) interface, then that interface cannot be used to subvert the
system, for example, bypassing a relational security or integrity constraint.
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Edgar F. Codd

Edgar Frank "Ted" Codd

Born August 19, 1923
Isle of Portland, England

Died April 18, 2003 (aged 79)
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Notable awards Turing Award

Edgar Frank "Ted" Codd (August 19, 1923 – April 18, 2003) was an English computer scientist who, while
working for IBM, invented the relational model for database management, the theoretical basis for relational
databases. He made other valuable contributions to computer science, but the relational model, a very influential
general theory of data management, remains his most mentioned achievement.

Biography
Edgar Frank Codd was born on the Isle of Portland in England. After attending Poole Grammar School, he studied
mathematics and chemistry at Exeter College, Oxford, before serving as a pilot in the Royal Air Force during the
Second World War. In 1948, he moved to New York to work for IBM as a mathematical programmer. In 1953,
angered by Senator Joseph McCarthy, Codd moved to Ottawa, Canada. A decade later he returned to the U.S. and
received his doctorate in computer science from the University of Michigan in Ann Arbor. Two years later he moved
to San Jose, California, to work at IBM's San Jose Research Laboratory, where he continued to work until the
1980s.[2] He was appointed IBM Fellow in 1976. During the 1990s, his health deteriorated and he ceased work.
Codd received the Turing Award in 1981, and in 1994 he was inducted as a Fellow of the Association for Computing
Machinery.[3]

Codd died of heart failure at his home in Williams Island, Florida, at the age of 79 on April 18, 2003.[4]
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Work
Codd received a PhD in 1965 from the University of Michigan, Ann Arbor advised by John Henry Holland. His
thesis was about self-replication in cellular automata, extending on work of von Neumann and showing that a set of
eight states was sufficient for universal computation and construction. His design for a self-replicating computer was
only implemented in 2010.
In the 1960s and 1970s he worked out his theories of data arrangement, issuing his paper "A Relational Model of
Data for Large Shared Data Banks" in 1970, after an internal IBM paper one year earlier.[5] To his disappointment,
IBM proved slow to exploit his suggestions until commercial rivals started implementing them.
Initially, IBM refused to implement the relational model in order to preserve revenue from IMS/DB. Codd then
showed IBM customers the potential of the implementation of its model, and they in turn pressured IBM. Then IBM
included in its Future Systems project a System R subproject — but put in charge of it developers who were not
thoroughly familiar with Codd's ideas, and isolated the team from Codd[citation needed]. As a result, they did not use
Codd's own Alpha language but created a non-relational one, SEQUEL. Even so, SEQUEL was so superior to
pre-relational systems that it was copied, in 1979, based on pre-launch papers presented at conferences, by Larry
Ellison, of Relational software Inc, in his Oracle Database, which actually reached market before SQL/DS —
because of the then-already proprietary status of the original name, SEQUEL had been renamed SQL.
Codd continued to develop and extend his relational model, sometimes in collaboration with Chris Date. One of the
normalized forms, the Boyce–Codd normal form, is named after him.
Codd's theorem, a result proven in his seminal work on the relational model, equates the expressive power of
relational algebra and relational calculus (which, in essence, is equivalent to first-order logic).
As the relational model started to become fashionable in the early 1980s, Codd fought a sometimes bitter campaign
to prevent the term being misused by database vendors who had merely added a relational veneer to older
technology. As part of this campaign, he published his 12 rules to define what constituted a relational database. This
made his position in IBM increasingly difficult, so he left to form his own consulting company with Chris Date and
others.
Codd coined the term Online analytical processing (OLAP) and wrote the "twelve laws of online analytical
processing".[6] Controversy erupted, however, after it was discovered that this paper had been sponsored by Arbor
Software (subsequently Hyperion, now acquired by Oracle), a conflict of interest that had not been disclosed, and
ComputerWorld withdrew the paper.[7]

In 2004, SIGMOD renamed its highest prize to the SIGMOD Edgar F. Codd Innovations Award, in his honour.
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Relational algebra

Relational algebra
In computer science, relational algebra is an offshoot of first-order logic and of algebra of sets concerned with
operations over finitary relations, usually made more convenient to work with by identifying the components of a
tuple by a name (called attribute) rather than by a numeric column index, which is called a relation in database
terminology.
The main application of relational algebra is providing a theoretical foundation for relational databases, particularly
query languages for such databases, chief among which is SQL.

Introduction
Relational algebra received little attention outside of pure mathematics until the publication of E.F. Codd's relational
model of data in 1970. Codd proposed such an algebra as a basis for database query languages. (See section
Implementations.)
Both a named and an unnamed perspective are possible for relational algebra, depending on whether the tuples are
endowed with component names or not. In the unnamed perspective, a tuple is simply a member of a Cartesian
product. In the named perspective, tuples are functions from a finite set U of attributes (of the relation) to a domain
of values (assumed distinct from U).[1] The relational algebras obtained from the two perspectives are equivalent.[2]

The typical undergraduate textbooks present only the named perspective though, and this article follows suit.
Relational algebra is essentially equivalent in expressive power to relational calculus (and thus first-order logic); this
result is known as Codd's theorem. One must be careful to avoid a mismatch that may arise between the two
languages because negation, applied to a formula of the calculus, constructs a formula that may be true on an infinite
set of possible tuples, while the difference operator of relational algebra always returns a finite result. To overcome
these difficulties, Codd restricted the operands of relational algebra to finite relations only and also proposed
restricted support for negation (NOT) and disjunction (OR). Analogous restrictions are found in many other
logic-based computer languages. Codd defined the term relational completeness to refer to a language that is
complete with respect to first-order predicate calculus apart from the restrictions he proposed. In practice the
restrictions have no adverse effect on the applicability of his relational algebra for database purposes.

Primitive operations
As in any algebra, some operators are primitive and the others are derived in terms of the primitive ones. It is useful
if the choice of primitive operators parallels the usual choice of primitive logical operators.
Five primitive operators of Codd's algebra are the selection, the projection, the Cartesian product (also called the
cross product or cross join), the set union, and the set difference. Another operator, rename was not noted by Codd,
but the need for it is shown by the inventors of ISBL. These six operators are fundamental in the sense that omitting
any one of them causes a loss of expressive power. Many other operators have been defined in terms of these six.
Among the most important are set intersection, division, and the natural join. In fact ISBL made a compelling case
for replacing the Cartesian product with the natural join, of which the Cartesian product is a degenerate case.
Altogether, the operators of relational algebra have an expressive power identical to that of domain relational 
calculus or tuple relational calculus. However, for the reasons given in section Introduction, relational algebra is less 
expressive than first-order predicate calculus without function symbols. Relational algebra corresponds to a subset of
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first-order logic, namely Horn clauses without recursion and negation.

Set operators
The relational algebra uses set union, set difference, and Cartesian product from set theory, but adds additional
constraints to these operators.
For set union and set difference, the two relations involved must be union-compatible—that is, the two relations
must have the same set of attributes. Because set intersection can be defined in terms of set difference, the two
relations involved in set intersection must also be union-compatible.
For the Cartesian product to be defined, the two relations involved must have disjoint headers—that is, they must not
have a common attribute name.
In addition, the Cartesian product is defined differently from the one in set theory in the sense that tuples are
considered to be "shallow" for the purposes of the operation. That is, the Cartesian product of a set of n-tuples with a
set of m-tuples yields a set of "flattened" (n + m)-tuples (whereas basic set theory would have prescribed a set of
2-tuples, each containing an n-tuple and an m-tuple). More formally, R × S is defined as follows:

R × S = {(r1, r2, ..., rn, s1, s2, ..., sm) | (r1, r2, ..., rn) ∈ R, (s1, s2, ..., sm) ∈ S}
The cardinality of the Cartesian product is the product of the cardinalities of its factors, i.e., |R × S| = |R| × |S|.

Projection (π)

A projection is a unary operation written as where is a set of attribute names. The result
of such projection is defined as the set that is obtained when all tuples in R are restricted to the set .
This specifies the specific subset of columns (attributes of each tuple) to be retrieved. To obtain the names and phone
numbers from an address book, the projection might be written

. The result of that projection would be a relation which
contains only the contactName and contactPhoneNumber attributes for each unique entry in addressBook.

Selection (σ)

A generalized selection is a unary operation written as where is a propositional formula that consists of
atoms as allowed in the normal selection and the logical operators (and), (or) and (negation). This
selection selects all those tuples in R for which holds.
To obtain a listing of all friends or business associates in an address book, the selection might be written as

. The result would be a relation containing every
attribute of every unique record where isFriend is true or where isBusinessContact is true.
In Codd's 1970 paper, selection is called restriction.
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Rename (ρ)

A rename is a unary operation written as where the result is identical to R except that the b attribute in all
tuples is renamed to an a attribute. This is simply used to rename the attribute of a relation or the relation itself.
To rename the 'isFriend' attribute to 'isBusinessContact' in a relation, 
might be used.

Joins and join-like operators

Natural join (⋈)
Natural join ( ) is a binary operator that is written as (R  S) where R and S are relations.[3] The result of the
natural join is the set of all combinations of tuples in R and S that are equal on their common attribute names. For an
example consider the tables Employee and Dept and their natural join:

Name EmpId DeptName

Harry 3415 Finance

Sally 2241 Sales

George 3401 Finance

Harriet 2202 Sales

DeptName Manager

Finance George

Sales Harriet

Production Charles

Name EmpId DeptName Manager

Harry 3415 Finance George

Sally 2241 Sales Harriet

George 3401 Finance George

Harriet 2202 Sales Harriet

This can also be used to define composition of relations. For example, the composition of Employee and Dept is their
join as shown above, projected on all but the common attribute DeptName. In category theory, the join is precisely
the fiber product.
The natural join is arguably one of the most important operators since it is the relational counterpart of logical AND.
Note carefully that if the same variable appears in each of two predicates that are connected by AND, then that
variable stands for the same thing and both appearances must always be substituted by the same value. In particular,
natural join allows the combination of relations that are associated by a foreign key. For example, in the above
example a foreign key probably holds from Employee.DeptName to Dept.DeptName and then the natural join of
Employee and Dept combines all employees with their departments. Note that this works because the foreign key
holds between attributes with the same name. If this is not the case such as in the foreign key from Dept.manager to
Employee.Name then we have to rename these columns before we take the natural join. Such a join is sometimes also
referred to as an equijoin (see θ-join).
More formally the semantics of the natural join are defined as follows:

where Fun is a predicate that is true for a relation r if and only if r is a function. It is usually required that R and S
must have at least one common attribute, but if this constraint is omitted, and R and S have no common attributes,
then the natural join becomes exactly the Cartesian product.
The natural join can be simulated with Codd's primitives as follows. Assume that c1,...,cm are the attribute names
common to R and S, r1,...,rn are the attribute names unique to R and s1,...,sk are the attribute unique to S. Furthermore
assume that the attribute names x1,...,xm are neither in R nor in S. In a first step we can now rename the common
attribute names in S:

Then we take the Cartesian product and select the tuples that are to be joined:
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Finally we take a projection to get rid of the renamed attributes:

θ-join and equijoin
Consider tables Car and Boat which list models of cars and boats and their respective prices. Suppose a customer
wants to buy a car and a boat, but she does not want to spend more money for the boat than for the car. The θ-join (

θ) on the relation CarPrice ≥ BoatPrice produces a table with all the possible options. When using a condition
where the attributes are equal, for example Price, then the condition may be specified as Price=Price or alternatively
(Price) itself.

CarModel CarPrice

CarA 20,000

CarB 30,000

CarC 50,000

BoatModel BoatPrice

Boat1 10,000

Boat2 40,000

Boat3 60,000

CarModel CarPrice BoatModel BoatPrice

CarA 20,000 Boat1 10,000

CarB 30,000 Boat1 10,000

CarC 50,000 Boat1 10,000

CarC 50,000 Boat2 40,000

If we want to combine tuples from two relations where the combination condition is not simply the equality of
shared attributes then it is convenient to have a more general form of join operator, which is the θ-join (or
theta-join). The θ-join is a binary operator that is written as or where a and b are attribute

names, θ is a binary relation in the set {<, ≤, =, >, ≥}, v is a value constant, and R and S are relations. The result of
this operation consists of all combinations of tuples in R and S that satisfy the relation θ. The result of the θ-join is
defined only if the headers of S and R are disjoint, that is, do not contain a common attribute.
The simulation of this operation in the fundamental operations is therefore as follows:

R θ S = σθ(R × S)
In case the operator θ is the equality operator (=) then this join is also called an equijoin.
Note, however, that a computer language that supports the natural join and rename operators does not need θ-join as
well, as this can be achieved by selection from the result of a natural join (which degenerates to Cartesian product
when there are no shared attributes).

Semijoin (⋉)(⋊)
The left semijoin is joining similar to the natural join and written as R  S where R and S are relations.[4] The result
of this semijoin is the set of all tuples in R for which there is a tuple in S that is equal on their common attribute
names. For an example consider the tables Employee and Dept and their semi join:

Name EmpId DeptName

Harry 3415 Finance

Sally 2241 Sales

George 3401 Finance

Harriet 2202 Production

DeptName Manager

Sales Bob

Sales Thomas

Production Katie

Production Mark

Name EmpId DeptName

Sally 2241 Sales

Harriet 2202 Production

More formally the semantics of the semijoin can be defined as follows:
R  S = { t : t  R  s  S(Fun (t  s)) }
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where Fun(r) is as in the definition of natural join.
The semijoin can be simulated using the natural join as follows. If a1, ..., an are the attribute names of R, then

R  S = a1,..,an(R  S).
Since we can simulate the natural join with the basic operators it follows that this also holds for the semijoin.

Antijoin (▷)
The antijoin, written as R  S where R and S are relations, is similar to the semijoin, but the result of an antijoin is
only those tuples in R for which there is no tuple in S that is equal on their common attribute names.[5]

For an example consider the tables Employee and Dept and their antijoin:

Name EmpId DeptName

Harry 3415 Finance

Sally 2241 Sales

George 3401 Finance

Harriet 2202 Production

DeptName Manager

Sales Sally

Production Harriet

Name EmpId DeptName

Harry 3415 Finance

George 3401 Finance

The antijoin is formally defined as follows:
R  S = { t : t  R  s  S(Fun (t  s)) }

or
R  S = { t : t  R, there is no tuple s of S that satisfies Fun (t  s) }

where Fun(r) is as in the definition of natural join.
The antijoin can also be defined as the complement of the semijoin, as follows:

R  S = R − R  S
Given this, the antijoin is sometimes called the anti-semijoin, and the antijoin operator is sometimes written as
semijoin symbol with a bar above it, instead of .

Division (÷)
The division is a binary operation that is written as R ÷ S. The result consists of the restrictions of tuples in R to the
attribute names unique to R, i.e., in the header of R but not in the header of S, for which it holds that all their
combinations with tuples in S are present in R. For an example see the tables Completed, DBProject and their
division:

Student Task

Fred Database1

Fred Database2

Fred Compiler1

Eugene Database1

Eugene Compiler1

Sarah Database1

Sarah Database2

Task

Database1

Database2

Student

Fred

Sarah
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If DBProject contains all the tasks of the Database project, then the result of the division above contains exactly the
students who have completed both of the tasks in the Database project.
More formally the semantics of the division is defined as follows:

R ÷ S = { t[a1,...,an] : t  R  s  S ( (t[a1,...,an]  s)  R) }
where {a1,...,an} is the set of attribute names unique to R and t[a1,...,an] is the restriction of t to this set. It is usually
required that the attribute names in the header of S are a subset of those of R because otherwise the result of the
operation will always be empty.
The simulation of the division with the basic operations is as follows. We assume that a1,...,an are the attribute names
unique to R and b1,...,bm are the attribute names of S. In the first step we project R on its unique attribute names and
construct all combinations with tuples in S:

T := πa1,...,an(R) × S
In the prior example, T would represent a table such that every Student (because Student is the unique key / attribute
of the Completed table) is combined with every given Task. So Eugene, for instance, would have two rows, Eugene
-> Database1 and Eugene -> Database2 in T.
In the next step we subtract R from this relation:

U := T − R
Note that in U we have the possible combinations that "could have" been in R, but weren't. So if we now take the
projection on the attribute names unique to R then we have the restrictions of the tuples in R for which not all
combinations with tuples in S were present in R:

V := πa1,...,an(U)
So what remains to be done is take the projection of R on its unique attribute names and subtract those in V:

W := πa1,...,an(R) − V

Common extensions
In practice the classical relational algebra described above is extended with various operations such as outer joins,
aggregate functions and even transitive closure.

Outer joins
Whereas the result of a join (or inner join) consists of tuples formed by combining matching tuples in the two
operands, an outer join contains those tuples and additionally some tuples formed by extending an unmatched tuple
in one of the operands by "fill" values for each of the attributes of the other operand. Note that outer joins are not
considered part of the classical relational algebra discussed so far.
The operators defined in this section assume the existence of a null value, ω, which we do not define, to be used for
the fill values; in practice this corresponds to the NULL in SQL. In order to make subsequent selection operations on
the resulting table meaningful, a semantic meaning needs to be assigned to nulls; in Codd's approach the
propositional logic used by the selection is extended to a three-valued logic, although we elide those details in this
article.
Three outer join operators are defined: left outer join, right outer join, and full outer join. (The word "outer" is
sometimes omitted.)
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Left outer join (⟕)
The left outer join is written as R ⟕ S where R and S are relations.[6] The result of the left outer join is the set of all
combinations of tuples in R and S that are equal on their common attribute names, in addition (loosely speaking) to
tuples in R that have no matching tuples in S.
For an example consider the tables Employee and Dept and their left outer join:

Name EmpId DeptName

Harry 3415 Finance

Sally 2241 Sales

George 3401 Finance

Harriet 2202 Sales

Tim 1123 Executive

DeptName Manager

Sales Harriet

Production Charles

Name EmpId DeptName Manager

Harry 3415 Finance ω

Sally 2241 Sales Harriet

George 3401 Finance ω

Harriet 2202 Sales Harriet

Tim 1123 Executive ω

In the resulting relation, tuples in S which have no common values in common attribute names with tuples in R take
a null value, ω.
Since there are no tuples in Dept with a DeptName of Finance or Executive, ωs occur in the resulting relation where
tuples in Employee have a DeptName of Finance or Executive.
Let r1, r2, ..., rn be the attributes of the relation R and let {(ω, ..., ω)} be the singleton relation on the attributes that
are unique to the relation S (those that are not attributes of R). Then the left outer join can be described in terms of
the natural join (and hence using basic operators) as follows:

Right outer join (⟖)
The right outer join behaves almost identically to the left outer join, but the roles of the tables are switched.
The right outer join of relations R and S is written as R ⟖ S.[7] The result of the right outer join is the set of all
combinations of tuples in R and S that are equal on their common attribute names, in addition to tuples in S that have
no matching tuples in R.
For example consider the tables Employee and Dept and their right outer join:

Name EmpId DeptName

Harry 3415 Finance

Sally 2241 Sales

George 3401 Finance

Harriet 2202 Sales

Tim 1123 Executive

DeptName Manager

Sales Harriet

Production Charles

Name EmpId DeptName Manager

Sally 2241 Sales Harriet

Harriet 2202 Sales Harriet

ω ω Production Charles

In the resulting relation, tuples in R which have no common values in common attribute names with tuples in S take
a null value, ω.
Since there are no tuples in Employee with a DeptName of Production, ωs occur in the Name attribute of the
resulting relation where tuples in DeptName had tuples of Production.
Let s1, s2, ..., sn be the attributes of the relation S and let {(ω, ..., ω)} be the singleton relation on the attributes that 
are unique to the relation R (those that are not attributes of S). Then, as with the left outer join, the right outer join



Relational algebra 233

can be simulated using the natural join as follows:

Full outer join (⟗)
The outer join or full outer join in effect combines the results of the left and right outer joins.
The full outer join is written as R ⟗ S where R and S are relations.[8] The result of the full outer join is the set of all
combinations of tuples in R and S that are equal on their common attribute names, in addition to tuples in S that have
no matching tuples in R and tuples in R that have no matching tuples in S in their common attribute names.
For an example consider the tables Employee and Dept and their full outer join:

Name EmpId DeptName

Harry 3415 Finance

Sally 2241 Sales

George 3401 Finance

Harriet 2202 Sales

Tim 1123 Executive

DeptName Manager

Sales Harriet

Production Charles

Name EmpId DeptName Manager

Harry 3415 Finance ω

Sally 2241 Sales Harriet

George 3401 Finance ω

Harriet 2202 Sales Harriet

Tim 1123 Executive ω

ω ω Production Charles

In the resulting relation, tuples in R which have no common values in common attribute names with tuples in S take
a null value, ω. Tuples in S which have no common values in common attribute names with tuples in R also take a
null value, ω.
The full outer join can be simulated using the left and right outer joins (and hence the natural join and set union) as
follows:

R ⟗ S = (R ⟕ S) (R ⟖ S)

Operations for domain computations
There is nothing in relational algebra introduced so far that would allow computations on the data domains (other
than evaluation of propositional expressions involving equality). For example, it's not possible using only the algebra
introduced so far to write an expression that would multiply the numbers from two columns, e.g. a unit price with a
quantity to obtain a total price. Practical query languages have such facilities, e.g. the SQL SELECT allows
arithmetic operations to define new columns in the result SELECT unit_price * quantity AS

total_price FROM t, and a similar facility is provided more explicitly by Tutorial D's EXTEND keyword. In
database theory, this is called extended projection.:213

Aggregation

Furthermore, computing various functions on a column, like the summing up its elements, is also not possible using
the relational algebra introduced so far. There are five aggregate functions that are included with most relational
database systems. These operations are Sum, Count, Average, Maximum and Minimum. In relational algebra the
aggregation operation over a schema (A1, A2, ... An) is written as follows:
G1, G2, ..., Gm g f1(A1'), f2(A2'), ..., fk(Ak') (r)
where each Aj', 1 ≤ j ≤ k, is one of the original attributes Ai, 1 ≤ i ≤ n.
The attributes preceding the g are grouping attributes, which function like a "group by" clause in SQL. Then there 
are an arbitrary number of aggregation functions applied to individual attributes. The operation is applied to an 
arbitrary relation r. The grouping attributes are optional, and if they are not supplied, the aggregation functions are
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applied across the entire relation to which the operation is applied.
Let's assume that we have a table named Account with three columns, namely Account_Number, Branch_Name and
Balance. We wish to find the maximum balance of each branch. This is accomplished by

Branch_NameGMax(Balance)(Account). To find the highest balance of all accounts regardless of branch, we could simply
write GMax(Balance)(Account).

Transitive closure
Although relational algebra seems powerful enough for most practical purposes, there are some simple and natural
operators on relations which cannot be expressed by relational algebra. One of them is the transitive closure of a
binary relation. Given a domain D, let binary relation R be a subset of D×D. The transitive closure R+ of R is the
smallest subset of D×D containing R which satisfies the following condition:

There is no relational algebra expression E(R) taking R as a variable argument which produces R+. This can be
proved using the fact that, given a relational expression E for which it is claimed that E(R) = R+, where R is a
variable, we can always find an instance r of R (and a corresponding domain d) such that E(r) ≠ r+.
SQL however officially supports such fixpoint queries since 1999, and it had vendor-specific extensions in this
direction well before that.

Use of algebraic properties for query optimization
Queries can be represented as a tree, where
•• the internal nodes are operators,
• leaves are relations,
•• subtrees are subexpressions.
Our primary goal is to transform expression trees into equivalent expression trees, where the average size of the
relations yielded by subexpressions in the tree is smaller than it was before the optimization. Our secondary goal is
to try to form common subexpressions within a single query, or if there is more than one query being evaluated at the
same time, in all of those queries. The rationale behind the second goal is that it is enough to compute common
subexpressions once, and the results can be used in all queries that contain that subexpression.
Here we present a set of rules that can be used in such transformations.

Selection
Rules about selection operators play the most important role in query optimization. Selection is an operator that very
effectively decreases the number of rows in its operand, so if we manage to move the selections in an expression tree
towards the leaves, the internal relations (yielded by subexpressions) will likely shrink.

Basic selection properties

Selection is idempotent (multiple applications of the same selection have no additional effect beyond the first one),
and commutative (the order selections are applied in has no effect on the eventual result).

1.
2.
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Breaking up selections with complex conditions

A selection whose condition is a conjunction of simpler conditions is equivalent to a sequence of selections with
those same individual conditions, and selection whose condition is a disjunction is equivalent to a union of
selections. These identities can be used to merge selections so that fewer selections need to be evaluated, or to split
them so that the component selections may be moved or optimized separately.

1.
2.

Selection and cross product

Cross product is the costliest operator to evaluate. If the input relations have N and M rows, the result will contain
rows. Therefore it is very important to do our best to decrease the size of both operands before applying the

cross product operator.
This can be effectively done, if the cross product is followed by a selection operator, e.g. (R × P). Considering
the definition of join, this is the most likely case. If the cross product is not followed by a selection operator, we can
try to push down a selection from higher levels of the expression tree using the other selection rules.
In the above case we break up condition A into conditions B, C and D using the split rules about complex selection
conditions, so that A = B  C  D and B only contains attributes from R, C contains attributes only from P and D
contains the part of A that contains attributes from both R and P. Note, that B, C or D are possibly empty. Then the
following holds:

Selection and set operators

Selection is distributive over the setminus, intersection, and union operators. The following three rules are used to
push selection below set operations in the expression tree. Note, that in the setminus and the intersection operators it
is possible to apply the selection operator to only one of the operands after the transformation. This can make sense
in cases, where one of the operands is small, and the overhead of evaluating the selection operator outweighs the
benefits of using a smaller relation as an operand.

1.
2.
3.

Selection and projection

Selection commutes with projection if and only if the fields referenced in the selection condition are a subset of the
fields in the projection. Performing selection before projection may be useful if the operand is a cross product or
join. In other cases, if the selection condition is relatively expensive to compute, moving selection outside the
projection may reduce the number of tuples which must be tested (since projection may produce fewer tuples due to
the elimination of duplicates resulting from omitted fields).
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Projection

Basic projection properties

Projection is idempotent, so that a series of (valid) projections is equivalent to the outermost projection.

Projection and set operators

Projection is distributive over set union.

Projection does not distribute over intersection and set difference. Counterexamples are given by:

and

where b is assumed to be distinct from b'.

Rename

Basic rename properties

Successive renames of a variable can be collapsed into a single rename. Rename operations which have no variables
in common can be arbitrarily reordered with respect to one another, which can be exploited to make successive
renames adjacent so that they can be collapsed.

1.
2.

Rename and set operators

Rename is distributive over set difference, union, and intersection.

1.
2.
3.

Implementations
The first query language to be based on Codd's algebra was ISBL, and this pioneering work has been acclaimed by
many authorities as having shown the way to make Codd's idea into a useful language. Business System 12 was a
short-lived industry-strength relational DBMS that followed the ISBL example.
In 1998 Chris Date and Hugh Darwen proposed a language called Tutorial D intended for use in teaching relational
database theory, and its query language also draws on ISBL's ideas. Rel is an implementation of Tutorial D.
Even the query language of SQL is loosely based on a relational algebra, though the operands in SQL (tables) are not
exactly relations and several useful theorems about the relational algebra do not hold in the SQL counterpart
(arguably to the detriment of optimisers and/or users). The SQL table model is a bag (multiset), rather than a set. For
example, the expression (R ∪ S) − T = (R − T ) ∪ (S − T) is a theorem for relational algebra on sets, but not for
relational algebra on bags; for a treatment of relational algebra on bags see chapter 5 of the "Complete" textbook by
Garcia-Molina, Ullman and Widom.
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Further reading
Practically any academic textbook on databases has a detailed treatment of the classic relational algebra.
• Imieliński, T.; Lipski, W. (1984). "The relational model of data and cylindric algebras". Journal of Computer and

System Sciences 28: 80–102. doi: 10.1016/0022-0000(84)90077-1 (http:/ / dx. doi. org/ 10. 1016/
0022-0000(84)90077-1). (For relationship with cylindric algebras).

External links
• RAT. Software Relational Algebra Translator to SQL (http:/ / www. slinfo. una. ac. cr/ rat/ rat. html)
• Lecture Notes: Relational Algebra (http:/ / www. databasteknik. se/ webbkursen/ relalg-lecture/ index. html) – A

quick tutorial to adapt SQL queries into relational algebra
• LEAP – An implementation of the relational algebra (http:/ / leap. sourceforge. net)
• Relational – A graphic implementation of the relational algebra (http:/ / galileo. dmi. unict. it/ wiki/ relational/ )
• Query Optimization (http:/ / www-db. stanford. edu/ ~widom/ cs346/ ioannidis. pdf) This paper is an introduction

into the use of the relational algebra in optimizing queries, and includes numerous citations for more in-depth
study.

• bandilab.org – neat graphical illustrations of the relational operators (http:/ / bandilab. org/ bandicoot-algebra.
pdf)

• Relational Algebra System for Oracle and Microsoft SQL Server (http:/ / www. cse. fau. edu/
~marty#RADownload)
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Projection (relational algebra)
In relational algebra, a projection is a unary operation written as where is a set of
attribute names. The result of such projection is defined as the set obtained when the components of the tuple are
restricted to the set  – it discards (or excludes) the other attributes.[1]

In practical terms, it can be roughly thought of as picking a sub-set of all available columns. For example, if the
attributes are (name, age), then projection of the relation {(Alice, 5), (Bob, 8)} onto attribute list (age) yields {5,8} –
we have discarded the names, and only know what ages are present.
In addition, projection can be used to modify an attribute's value: if relation R has attributes a, b, and c, and b is a
number, then will return a relation nearly the same as R, but with all values for 'b' shrunk by half.
[2]

Related concepts
The closely related concept in set theory (see: projection (set theory)) differs from that of relational algebra in that, in
set theory, one projects onto ordered components, not onto attributes. For instance, projecting onto the
second component yields 7.
Projection is relational algebra's counterpart of existential quantification in predicate logic. The attributes not
included correspond to existentially quantified variables in the predicate whose extension the operand relation
represents. The example below illustrates this point.
Because of the correspondence with existential quantification, some authorities prefer to define projection in terms
of the excluded attributes. In a computer language it is of course possible to provide notations for both, and that was
done in ISBL and several languages that have taken their cue from ISBL.
A nearly identical concept occurs in the category of monoids, called a string projection, which consists of removing
all of the letters in the string that do not belong to a given alphabet.

Example
For an example, consider the relations depicted in the following two tables which are the relation and its
projection on (some say "over") the attributes and :

Name Age Weight

Harry 34 180

Sally 28 164

George 29 170

Helena 54 154

Peter 34 180

Age Weight

34 180

28 164

29 170

54 154

Suppose the predicate of Person is "Name is age years old and weighs weight." Then the given projection represents
the predicate, "There exists Name such that Name is age years old and weighs weight."
Note that Harry and Peter have the same age and weight, but since the result is a relation, and therefore a set, this
combination only appears once in the result.
More formally the semantics of projection are defined as follows:
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where is the restriction of the tuple to the set so that

The result of a projection is defined only if is a subset of the header of .
It is interesting to note that projection over no attributes at all is possible, yielding a relation of degree zero. In this
case the cardinality of the result is zero if the operand is empty, otherwise one. The two relations of degree zero are
the only ones that cannot be depicted as tables.
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[2] http:/ / www. csee. umbc. edu/ ~pmundur/ courses/ CMSC661-02/ rel-alg. pdf See Problem 3.8.B on page 3

Rename (relational algebra)
In relational algebra, a rename is a unary operation written as where:
• is a relation
• and are attribute names
• is an attribute of 
The result is identical to except that the attribute in all tuples is renamed to . For an example, consider the
following invocation of on an relation and the result of that invocation:

Name EmployeeId

Harry 3415

Sally 2241

EmployeeName EmployeeId

Harry 3415

Sally 2241

Formally the semantics of the rename operator is defined as follows:

where is defined as the tuple with the attribute renamed to so that:
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Selection (relational algebra)
In relational algebra, a selection (sometimes called a restriction to avoid confusion with SQL's use of SELECT) is a
unary operation written as or where:
• and are attribute names
• is a binary operation in the set 
• is a value constant
• is a relation

The selection selects all those tuples in for which holds between the and the attribute.
The selection selects all those tuples in for which holds between the attribute and the value .
For an example, consider the following tables where the first table gives the relation , the second table
gives the result of and the third table gives the result of .

Name Age Weight

Harry 34 80

Sally 28 64

George 29 70

Helena 54 54

Peter 34 80

Name Age Weight

Harry 34 80

Helena 54 54

Peter 34 80

Name Age Weight

Helena 54 54

More formally the semantics of the selection is defined as follows:

The result of the selection is only defined if the attribute names that it mentions are in the heading of the relation that
it operates upon.
In computer languages it is expected that any truth-valued expression be permitted as the selection condition rather
than restricting it to be a simple comparison.
In SQL, selections are performed by using WHERE definitions in SELECT, UPDATE, and DELETE statements, but
note that the selection condition can result in any of three truth values (true, false and unknown) instead of the usual
two.
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Generalized selection
In relational algebra, a generalized selection is a unary operation written as where is a propositional
formula that consists of atoms as allowed in the normal selection and the logical operators (and), (or) and 
(negation). This selection selects all those tuples in for which holds.
For an example, consider the following tables where the first table gives the relation and the second the
result of .

Name Age Weight

Harry 34 80

Sally 28 64

George 29 70

Helena 54 54

Peter 34 80

Name Age Weight

Helena 54 54

Formally the semantics of the generalized selection is defined as follows:

The result of the selection is only defined if the attribute names that it mentions are in the header of the relation that
it operates upon.
The simulation of a generalized selection that is not a fundamental selection with the fundamental operators is
defined by the following rules:

The generalized selection is expressible with other basic algebraic operations.
In SQL, general selections are performed by using WHERE definitions with AND, OR, or NOT operands in SELECT,
UPDATE, and DELETE statements.
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Range query
A range query is a common database operation that retrieves all records where some value is between an upper and
lower boundary. For example, list all employees with 3 to 5 years experience. Range queries are unusual because it
is not generally known in advance how many entries a range query will return, or if it will return any at all. Many
other queries, such as the top ten most senior employees, or the newest employee, can be done more efficiently
because there is an upper bound to the number of results they will return. A query that returns exactly one result is
sometimes called a singleton.

Partial match query
Match at least one of the requested keys

Data structures for range query
Range tree
K-D tree

Monotonic query
In database theory and systems, a monotonic query is one whose result size does not decrease with the addition of
new tuples in the database. Formally, a query q over a schema R is monotonic if and only if for every two instances
I, J of R, (q must be a monotonic function).
An example of a monotonic query is a select-project-join query containing only conditions of equality (also known
as conjunctive queries). Examples of non-monotonic queries are aggregation queries, or queries with set difference.
Identifying whether a query is monotonic can be crucial for query optimization, especially in view maintenance and
data stream management. Since the answer set for a monotonic query can only grow as more tuples are added to the
database, query processing may be optimized by executing only the new portions of the database and adding the new
results to the existing answer set.

Applications

Data streams
A data stream is a real-time, continuous, ordered (implicitly by arrival time or explicitly by timestamp) sequence of
items. The number of items is considered to be infinite and therefore cannot feasibly be stored in its entirety. Queries
over data streams are often called continuous or long-running queries, and are mostly run over a limited window of
tuples in the stream. To evaluate a continuous query, one can simply reevaluate the query over newly arrived tuples,
and append the new tuples to the existing result set. More formally, let A(Q, t) be the answer set of a continuous
query Q at time t, τ be the current time, and 0 the start time. Then, if Q is monotonic, its result set at time τ is

In contrast, non-montonic queries have the following answer semantics:
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View maintenance

Recursive join
The recursive join is an operation used in relational databases, also sometimes called a "fixed-point join". It is a
compound operation that involves repeating the join operation, typically accumulating more records each time, until
a repetition makes no change to the results (as compared to the results of the previous iteration).
For example, if a database of family relationships is to be searched, and the record for each person has "mother" and
"father" fields, a recursive join would be one way to retrieve all of a person's known ancestors: first the person's
direct parents' records would be retrieved, then the parents' information would be used to retrieve the grandparents'
records, and so on until no new records are being found.
In this example, as in many real cases, the repetition involves only a single database table, and so is more specifically
a "recursive self-join".
Recursive joins can be very time-consuming unless optimized through indexing, the addition of extra key fields, or
other techniques.
Recursive joins are highly characteristic of hierarchical data, and therefore become a serious issue with XML data. In
XML, operations such as determining whether one element contains another are extremely common, and the
recursive join is perhaps the most obvious way to implement them when the XML data is stored in a relational
database.
The standard way to define recursive joins in the SQL:1999 standard is by way of recursive common table
expressions. Database management systems that support recursive CTEs include Microsoft SQL Server, Oracle,
PostgreSQL and others.
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Relvar
In relational databases, relvar is a term introduced by C. J. Date and Hugh Darwen as an abbreviation for relation
variable in their 1995 paper The Third Manifesto, to avoid the confusion sometimes arising from the use of the term
relation, by the inventor of the relational model, E. F. Codd, for a variable to which a relation is assigned as well as
for the relation itself. The term is used in Date's well-known database textbook An Introduction to Database Systems
and in various other books authored or coauthored by him.
Relvar is not universally accepted as a term, and it is not used in the context of existing database management
system products that support SQL[citation needed], whose counterpart concept (but not exact equivalent) is the base
table, this being something that, like computer language variables in general, has a name and is subject to update
(i.e., being assigned different values from time to time). Other database textbooks continue to use the term relation
for both the variable and the data it contains. Similarly, texts on SQL tend to use the term table for both purposes,
though the qualified term base table is used in the standard for the variable.
A closely related term often used in academic texts is relation schema, this being a set of attributes paired with a set
of constraints, together defining a set of relations for the purpose of some discussion (typically, database
normalization). Constraints that mention just one relvar are termed relvar constraints, so relation schema can be
regarded as a single term encompassing a relvar and its relvar constraints.
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Relational calculus
Relational calculus consists of two calculi, the tuple relational calculus and the domain relational calculus, that are
part of the relational model for databases and provide a declarative way to specify database queries. This in contrast
to the relational algebra which is also part of the relational model but provides a more procedural way for specifying
queries.
The relational algebra might suggest these steps to retrieve the phone numbers and names of book stores that supply
Some Sample Book:
1.1. Join book stores and titles over the BookstoreID.
2. Restrict the result of that join to tuples for the book Some Sample Book.
3.3. Project the result of that restriction over StoreName and StorePhone.
The relational calculus would formulate a descriptive, declarative way:

Get StoreName and StorePhone for supplies such that there exists a title BK with the same BookstoreID value
and with a BookTitle value of Some Sample Book.

The relational algebra and the relational calculus are essentially logically equivalent: for any algebraic expression,
there is an equivalent expression in the calculus, and vice versa. This result is known as Codd's theorem.
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Tuple relational calculus
Tuple calculus is a calculus that was introduced by Edgar F. Codd as part of the relational model, in order to provide
a declarative database-query language for this data model. It formed the inspiration for the database-query languages
QUEL and SQL, of which the latter, although far less faithful to the original relational model and calculus, is now
the de-facto-standard database-query language; a dialect of SQL is used by nearly every
relational-database-management system. Lacroix and Pirotte proposed domain calculus, which is closer to first-order
logic and which showed that both of these calculi (as well as relational algebra) are equivalent in expressive power.
Subsequently, query languages for the relational model were called relationally complete if they could express at
least all of these queries.

Definition of the calculus

Relational database
Since the calculus is a query language for relational databases we first have to define a relational database. The basic
relational building block is the domain, or data type. A tuple is an ordered multiset of attributes, which are ordered
pairs of domain and value; or just a row. A relvar (relation variable) is a set of ordered pairs of domain and name,
which serves as the header for a relation. A relation is a set of tuples. Although these relational concepts are
mathematically defined, those definitions map loosely to traditional database concepts. A table is an accepted visual
representation of a relation; a tuple is similar to the concept of row.
We first assume the existence of a set C of column names, examples of which are "name", "author", "address" et 
cetera. We define headers as finite subsets of C. A relational database schema is defined as a tuple S = (D, R, h) 
where D is the domain of atomic values (see relational model for more on the notions of domain and atomic value),
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R is a finite set of relation names, and
h : R → 2C

a function that associates a header with each relation name in R. (Note that this is a simplification from the full
relational model where there is more than one domain and a header is not just a set of column names but also maps
these column names to a domain.) Given a domain D we define a tuple over D as a partial function

t : C → D
that maps some column names to an atomic value in D. An example would be (name : "Harry", age : 25).
The set of all tuples over D is denoted as TD. The subset of C for which a tuple t is defined is called the domain of t
(not to be confused with the domain in the schema) and denoted as dom(t).
Finally we define a relational database given a schema S = (D, R, h) as a function

db : R → 2TD

that maps the relation names in R to finite subsets of TD, such that for every relation name r in R and tuple t in db(r)
it holds that

dom(t) = h(r).
The latter requirement simply says that all the tuples in a relation should contain the same column names, namely
those defined for it in the schema.

Atoms
For the construction of the formulae we will assume an infinite set V of tuple variables. The formulas are defined
given a database schema S = (D, R, h) and a partial function type : V -> 2C that defines a type assignment that assigns
headers to some tuple variables. We then define the set of atomic formulas A[S,type] with the following rules:
1. if v and w in V, a in type(v) and b in type(w) then the formula " v.a = w.b " is in A[S,type],
2. if v in V, a in type(v) and k denotes a value in D then the formula " v.a = k " is in A[S,type], and
3. if v in V, r in R and type(v) = h(r) then the formula " r(v) " is in A[S,type].
Examples of atoms are:
• (t.age = s.age) — t has an age attribute and s has an age attribute with the same value
• (t.name = "Codd") — tuple t has a name attribute and its value is "Codd"
• Book(t) — tuple t is present in relation Book.
The formal semantics of such atoms is defined given a database db over S and a tuple variable binding val : V -> TD
that maps tuple variables to tuples over the domain in S:
1. " v.a = w.b " is true if and only if val(v)(a) = val(w)(b)
2. " v.a = k " is true if and only if val(v)(a) = k
3. " r(v) " is true if and only if val(v) is in db(r)

Formulas
The atoms can be combined into formulas, as is usual in first-order logic, with the logical operators ∧ (and), ∨ (or)
and ¬ (not), and we can use the existential quantifier (∃) and the universal quantifier (∀) to bind the variables. We
define the set of formulas F[S,type] inductively with the following rules:
1. every atom in A[S,type] is also in F[S,type]
2. if f1 and f2 are in F[S,type] then the formula " f1 ∧ f2 " is also in F[S,type]
3. if f1 and f2 are in F[S,type] then the formula " f1 ∨ f2 " is also in F[S,type]
4. if f is in F[S,type] then the formula " ¬ f " is also in F[S,type]
5. if v in V, H a header and f a formula in F[S,type[v->H]] then the formula " ∃ v : H ( f ) " is also in F[S,type], where

type[v->H] denotes the function that is equal to type except that it maps v to H,
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6. if v in V, H a header and f a formula in F[S,type[v->H]] then the formula " ∀ v : H ( f ) " is also in F[S,type]
Examples of formulas:
• t.name = "C. J. Date" ∨ t.name = "H. Darwen"
• Book(t) ∨ Magazine(t)
• ∀ t : {author, title, subject} ( ¬ ( Book(t) ∧ t.author = "C. J. Date" ∧ ¬ ( t.subject = "relational model")))
Note that the last formula states that all books that are written by C. J. Date have as their subject the relational model.
As usual we omit brackets if this causes no ambiguity about the semantics of the formula.
We will assume that the quantifiers quantify over the universe of all tuples over the domain in the schema. This leads
to the following formal semantics for formulas given a database db over S and a tuple variable binding val : V -> TD:
1. " f1 ∧ f2 " is true if and only if " f1 " is true and " f2 " is true,
2. " f1 ∨ f2 " is true if and only if " f1 " is true or " f2 " is true or both are true,
3. " ¬ f " is true if and only if " f " is not true,
4. " ∃ v : H ( f ) " is true if and only if there is a tuple t over D such that dom(t) = H and the formula " f " is true for

val[v->t], and
5. " ∀ v : H ( f ) " is true if and only if for all tuples t over D such that dom(t) = H the formula " f " is true for

val[v->t].

Queries
Finally we define what a query expression looks like given a schema S = (D, R, h):

{ v : H | f(v) }
where v is a tuple variable, H a header and f(v) a formula in F[S,type] where type = { (v, H) } and with v as its only
free variable. The result of such a query for a given database db over S is the set of all tuples t over D with dom(t) =
H such that f is true for db and val = { (v, t) }.
Examples of query expressions are:
• { t : {name} | ∃ s : {name, wage} ( Employee(s) ∧ s.wage = 50.000 ∧ t.name = s.name ) }
• { t : {supplier, article} | ∃ s : {s#, sname} ( Supplier(s) ∧ s.sname = t.supplier ∧ ∃ p : {p#, pname} ( Product(p) ∧

p.pname = t.article ∧ ∃ a : {s#, p#} ( Supplies(a) ∧ s.s# = a.s# ∧ a.p# = p.p# ) }

Semantic and syntactic restriction of the calculus

Domain-independent queries
Because the semantics of the quantifiers is such that they quantify over all the tuples over the domain in the schema
it can be that a query may return a different result for a certain database if another schema is presumed. For example,
consider the two schemas S1 = ( D1, R, h ) and S2 = ( D2, R, h ) with domains D1 = { 1 }, D2 = { 1, 2 }, relation
names R = { "r1" } and headers h = { ("r1", {"a"}) }. Both schemas have a common instance:

db = { ( "r1", { ("a", 1) } ) }
If we consider the following query expression

{ t : {a} | t.a = t.a }
then its result on db is either { (a : 1) } under S1 or { (a : 1), (a : 2) } under S2. It will also be clear that if we take the
domain to be an infinite set, then the result of the query will also be infinite. To solve these problems we will restrict
our attention to those queries that are domain independent, i.e., the queries that return the same result for a database
under all of its schemas.
An interesting property of these queries is that if we assume that the tuple variables range over tuples over the 
so-called active domain of the database, which is the subset of the domain that occurs in at least one tuple in the
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database or in the query expression, then the semantics of the query expressions does not change. In fact, in many
definitions of the tuple calculus this is how the semantics of the quantifiers is defined, which makes all queries by
definition domain independent.

Safe queries
In order to limit the query expressions such that they express only domain-independent queries a syntactical notion
of safe query is usually introduced. To determine whether a query expression is safe we will derive two types of
information from a query. The first is whether a variable-column pair t.a is bound to the column of a relation or a
constant, and the second is whether two variable-column pairs are directly or indirectly equated (denoted t.v == s.w).
For deriving boundedness we introduce the following reasoning rules:
1. in " v.a = w.b " no variable-column pair is bound,
2. in " v.a = k " the variable-column pair v.a is bound,
3. in " r(v) " all pairs v.a are bound for a in type(v),
4. in " f1 ∧ f2 " all pairs are bound that are bound either in f1 or in f2,
5. in " f1 ∨ f2 " all pairs are bound that are bound both in f1 and in f2,
6. in " ¬ f " no pairs are bound,
7. in " ∃ v : H ( f ) " a pair w.a is bound if it is bound in f and w <> v, and
8. in " ∀ v : H ( f ) " a pair w.a is bound if it is bound in f and w <> v.
For deriving equatedness we introduce the following reasoning rules (next to the usual reasoning rules for
equivalence relations: reflexivity, symmetry and transitivity):
1. in " v.a = w.b " it holds that v.a == w.b,
2. in " v.a = k " no pairs are equated,
3. in " r(v) " no pairs are equated,
4. in " f1 ∧ f2 " it holds that v.a == w.b if it holds either in f1 or in f2,
5. in " f1 ∨ f2 " it holds that v.a == w.b if it holds both in f1 and in f2,
6. in " ¬ f " no pairs are equated,
7. in " ∃ v : H ( f ) " it holds that w.a == x.b if it holds in f and w<>v and x<>v, and
8. in " ∀ v : H ( f ) " it holds that w.a == x.b if it holds in f and w<>v and x<>v.
We then say that a query expression { v : H | f(v) } is safe if
• for every column name a in H we can derive that v.a is equated with a bound pair in f,
• for every subexpression of f of the form " ∀ w : G ( g ) " we can derive that for every column name a in G we can

derive that w.a is equated with a bound pair in g, and
• for every subexpression of f of the form " ∃ w : G ( g ) " we can derive that for every column name a in G we can

derive that w.a is equated with a bound pair in g.
The restriction to safe query expressions does not limit the expressiveness since all domain-independent queries that
could be expressed can also be expressed by a safe query expression. This can be proven by showing that for a
schema S = (D, R, h), a given set K of constants in the query expression, a tuple variable v and a header H we can
construct a safe formula for every pair v.a with a in H that states that its value is in the active domain. For example,
assume that K={1,2}, R={"r"} and h = { ("r", {"a, "b"}) } then the corresponding safe formula for v.b is:

v.b = 1 ∨ v.b = 2 ∨ ∃ w ( r(w) ∧ ( v.b = w.a ∨ v.b = w.b ) )
This formula, then, can be used to rewrite any unsafe query expression to an equivalent safe query expression by
adding such a formula for every variable v and column name a in its type where it is used in the expression.
Effectively this means that we let all variables range over the active domain, which, as was already explained, does
not change the semantics if the expressed query is domain independent.
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Overview

Query language
Query languages are computer languages used to make queries into databases and information systems.
Broadly, query languages can be classified according to whether they are database query languages or information
retrieval query languages. The difference is that a database query language attempts to give factual answers to factual
questions, while an information retrieval query language attempts to find documents containing information that is
relevant to an area of inquiry.
Examples include:
• .QL is a proprietary object-oriented query language for querying relational databases; successor of Datalog;
• Contextual Query Language (CQL) a formal language for representing queries to information retrieval systems

such as web indexes or bibliographic catalogues.
• CQLF (CODASYL Query Language, Flat) is a query language for CODASYL-type databases;
• Concept-Oriented Query Language (COQL) is used in the concept-oriented model (COM). It is based on a novel

data modeling construct, concept, and uses such operations as projection and de-projection for multi-dimensional
analysis, analytical operations and inference;

• DMX is a query language for Data Mining models;
• Datalog is a query language for deductive databases;
• F-logic is a declarative object-oriented language for deductive databases and knowledge representation.
• FQL enables you to use a SQL-style interface to query the data exposed by the Graph API. It provides advanced

features not available in the Graph API.[1]

• Gellish English is a language that can be used for queries in Gellish English Databases, for dialogues (requests
and responses) as well as for information modeling and knowledge modeling;[2]

• HTSQL is a query language that translates HTTP queries to SQL;
• ISBL is a query language for PRTV, one of the earliest relational database management systems;
• LINQ query-expressions is a way to query various data sources from .NET languages
• LDAP is an application protocol for querying and modifying directory services running over TCP/IP;
• MQL is a cheminformatics query language for a substructure search allowing beside nominal properties also

numerical properties;
• MDX is a query language for OLAP databases;
• OQL is Object Query Language;
• OCL (Object Constraint Language). Despite its name, OCL is also an object query language and an OMG

standard;
• OPath, intended for use in querying WinFS Stores;
• OttoQL, intended for querying tables, XML, and databases;
• Poliqarp Query Language is a special query language designed to analyze annotated text. Used in the Poliqarp

search engine;
• QUEL is a relational database access language, similar in most ways to SQL;
• RDQL is a RDF query language;
• SMARTS is the cheminformatics standard for a substructure search;
• SPARQL is a query language for RDF graphs;
• SPL is a search language for machine-generated big data, based upon Unix Piping and SQL.
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• SQL is a well known query language and Data Manipulation Language for relational databases;
• SuprTool is a proprietary query language for SuprTool, a database access program used for accessing data in

Image/SQL (formerly TurboIMAGE) and Oracle databases;
• TMQL Topic Map Query Language is a query language for Topic Maps;
• Tutorial D is a query language for truly relational database management systems (TRDBMS);
• XQuery is a query language for XML data sources;
• XPath is a declarative language for navigating XML documents;
• XSPARQL is an integrated query language combining XQuery with SPARQL to query both XML and RDF data

sources at once;
• YQL is an SQL-like query language created by Yahoo!
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Data Definition Language
A data definition language or data description language (DDL) is a syntax similar to a computer programming
language for defining data structures, especially database schemas.

History
The data definition language concept and name was first introduced in relation to the Codasyl database model, where
the schema of the database was written in a language syntax describing the records, fields, and sets of the user data
model. Later it was used to refer to a subset of Structured Query Language (SQL) for creating tables and constraints.
SQL-92 introduced a schema manipulation language and schema information tables to query schemas. These
information tables were specified as SQL/Schemata in SQL:2003. The term DDL is also used in a generic sense to
refer to any formal language for describing data or information structures.

SQL
Many data description languages use a declarative syntax to define fields and data types. SQL, however, uses a
collection of imperative verbs whose effect is to modify the schema of the database by adding, changing, or deleting
definitions of tables or other objects. These statements can be freely mixed with other SQL statements, so the DDL is
not truly a separate language.

CREATE statements
Create - To make a new database, table, index, or stored procedure.
A CREATE statement in SQL creates an object in a relational database management system (RDBMS). In the SQL
1992 specification, the types of objects that can be created are schemas, tables, views, domains, character sets,
collations, translations, and assertions. Many implementations extend the syntax to allow creation of additional
objects, such as indexes and user profiles. Some systems (such as PostgreSQL) allow CREATE, and other DDL
commands, inside a transaction and thus they may be rolled back.
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CREATE TABLE statement

A commonly used CREATE command is the CREATE TABLE command. The typical usage is:
CREATE TABLE [table name] ( [column definitions] ) [table parameters].
column definitions: A comma-separated list consisting of any of the following
• Column definition: [column name] [data type] {NULL | NOT NULL} {column options}
• Primary key definition: PRIMARY KEY ( [comma separated column list] )
• Constraints: {CONSTRAINT} [constraint definition]
• RDBMS specific functionality
For example, the command to create a table named employees with a few sample columns would be:

CREATE TABLE employees (

    id            INTEGER      PRIMARY KEY,

    first_name    VARCHAR(50)  null,

    last_name     VARCHAR(75)  not null,

    fname         VARCHAR(50)  not null,

    dateofbirth   DATE         null

);

Note that some forms of CREATE TABLE DDL may incorporate DML (data manipulation language)-like
constructs as well, such as the CREATE TABLE AS SELECT (CTAS) syntax of SQL.

DROP statements
Drop - To destroy an existing database, table, index, or view.
A DROP statement in SQL removes an object from a relational database management system (RDBMS). The types
of objects that can be dropped depends on which RDBMS is being used, but most support the dropping of tables,
users, and databases. Some systems (such as PostgreSQL) allow DROP and other DDL commands to occur inside of
a transaction and thus be rolled back. The typical usage is simply:
DROP objecttype objectname.
For example, the command to drop a table named employees would be:

DROP employees;

The DROP statement is distinct from the DELETE and TRUNCATE statements, in that DELETE and TRUNCATE
do not remove the table itself. For example, a DELETE statement might delete some (or all) data from a table while
leaving the table itself in the database, whereas a DROP statement would remove the entire table from the database.

ALTER statements
Alter - To modify an existing database object.
An ALTER statement in SQL changes the properties of an object inside of a relational database management system
(RDBMS). The types of objects that can be altered depends on which RDBMS is being used. The typical usage is:
ALTER objecttype objectname parameters.
For example, the command to add (then remove) a column named bubbles for an existing table named sink would
be:

ALTER TABLE sink ADD bubbles INTEGER;

ALTER TABLE sink DROP COLUMN bubbles;
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Referential integrity statements
Finally, another kind of DDL sentence in SQL is one used to define referential integrity relationships, usually
implemented as primary key and foreign key tags in some columns of the tables.
These two statements can be included inside a CREATE TABLE or an ALTER TABLE sentence.

Other languages
• XML Schema is an example of a DDL for XML.
•• Simple Declarative Language

References

External links
• How to change data type of a column MS SQL - How to change data type of a column (http:/ / aspxtutorial. com/

post/ 2010/ 07/ 01/ MS-SQL-How-to-change-the-data-type-of-a-column-using-query. aspx)

Varchar
A varchar or Variable Character Field is a set of character data of indeterminate length. The term varchar refers
to a data type of a field (or column) in a database management system which can hold letters and numbers. Varchar
fields can be of any size up to a limit, which varies by databases: an Oracle 9i database has a limit of 4000 bytes, a
MySQL database has a limit of 65,535 bytes (for the entire row) and Microsoft SQL Server 2005 has a limit of 8000
bytes (unless varchar(max) is used, which has a maximum storage capacity of 2 gigabytes).

References
• CHAR and VARCHAR documentation [1] for Microsoft SQL Server 2008
• VARCHAR documentation [2] for Apache Derby
• CHAR and VARCHAR documentation [3] for MySQL 5.1 [4]

• CHAR and VARCHAR documentation [5] for IBM Informix

References
[1] http:/ / msdn. microsoft. com/ en-us/ library/ ms176089. aspx
[2] http:/ / db. apache. org/ derby/ docs/ 10. 9/ ref/ rrefsqlj41207. html
[3] http:/ / dev. mysql. com/ doc/ refman/ 5. 1/ en/ char. html
[4] http:/ / dev. mysql. com/
[5] http:/ / publib. boulder. ibm. com/ infocenter/ idshelp/ v10/ index. jsp?topic=/ com. ibm. sqls. doc/ sqls984. htm
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Data Manipulation Language
A data manipulation language (DML) is a family of syntax elements similar to a computer programming language
used for inserting, deleting and updating data in a database. Performing read-only queries of data is sometimes also
considered a component of DML.
A popular data manipulation language is that of Structured Query Language (SQL), which is used to retrieve and
manipulate data in a relational database.[1] Other forms of DML are those used by IMS/DLI, CODASYL databases,
such as IDMS and others.
Data manipulation language comprises the SQL data change statements, which modify stored data but not the
schema or database objects. Manipulation of persistent database objects, e.g., tables or stored procedures, via the
SQL schema statements,[] rather than the data stored within them, is considered to be part of a separate data
definition language. In SQL these two categories are similar in their detailed syntax, data types, expressions etc., but
distinct in their overall function.
Data manipulation languages have their functional capability organized by the initial word in a statement, which is
almost always a verb. In the case of SQL, these verbs are:
•• SELECT ... FROM ... WHERE ...

•• INSERT INTO ... VALUES ...

•• UPDATE ... SET ... WHERE ...

•• DELETE FROM ... WHERE ...

The purely read-only SELECT query statement is classed with the 'SQL-data' statements and so is considered by the
standard to be outside of DML. The SELECT ... INTO form is considered to be DML because it manipulates
(i.e. modifies) data. In common practice though, this distinction is not made and SELECT is widely considered to be
part of DML.
Most SQL database implementations extend their SQL capabilities by providing imperative, i.e. procedural
languages. Examples of these are Oracle's PL/SQL and DB2's SQL PL.
Data manipulation languages tend to have many different flavors and capabilities between database vendors. There
have been a number of standards established for SQL by ANSI, but vendors still provide their own extensions to the
standard while not implementing the entire standard.
Data manipulation languages are divided into two types, procedural programming and declarative programming.
Data manipulation languages were initially only used within computer programs, but with the advent of SQL have
come to be used interactively by database administrators.

References
• "The SQL92 standard" [2].
[1][1] SQL92
[2] http:/ / www. contrib. andrew. cmu. edu/ ~shadow/ sql/ sql1992. txt

http://en.wikipedia.org/w/index.php?title=Programming_language
http://en.wikipedia.org/w/index.php?title=Structured_Query_Language
http://en.wikipedia.org/w/index.php?title=Information_Management_System
http://en.wikipedia.org/w/index.php?title=CODASYL
http://en.wikipedia.org/w/index.php?title=IDMS
http://en.wikipedia.org/w/index.php?title=Data_definition_language
http://en.wikipedia.org/w/index.php?title=Data_definition_language
http://en.wikipedia.org/w/index.php?title=Verb
http://en.wikipedia.org/w/index.php?title=Select_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Insert_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Update_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Delete_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Select_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Select_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Select_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Imperative_programming
http://en.wikipedia.org/w/index.php?title=IBM_DB2
http://en.wikipedia.org/w/index.php?title=ANSI
http://en.wikipedia.org/w/index.php?title=Procedural_programming
http://en.wikipedia.org/w/index.php?title=Declarative_programming
http://en.wikipedia.org/w/index.php?title=Computer_program
http://www.contrib.andrew.cmu.edu/~shadow/sql/sql1992.txt
http://www.contrib.andrew.cmu.edu/~shadow/sql/sql1992.txt


Create, read, update and delete 255

Create, read, update and delete
In computer programming, create, read, update and delete (CRUD) (Sometimes called SCRUD with an "S" for
Search) are the four basic functions of persistent storage. Sometimes CRUD is expanded with the words retrieve
instead of read, modify instead of update, or destroy instead of delete. It is also sometimes used to describe user
interface conventions that facilitate viewing, searching, and changing information; often using computer-based forms
and reports. The term was likely first popularized by James Martin in his 1983 book Managing the Data-base
Environment. The acronym may be extended to CRUDL to cover listing of large data sets which bring additional
complexity such as pagination when the data sets are too large to hold easily in memory.
Another variation of CRUD is BREAD, an acronym for "Browse, Read, Edit, Add, Delete".

Database applications
The acronym CRUD refers to all of the major functions that are implemented in relational database applications.
Each letter in the acronym can map to a standard SQL statement and HTTP method:

Operation SQL HTTP

Create INSERT PUT / POST

Read (Retrieve) SELECT GET

Update (Modify) UPDATE PUT / PATCH

Delete (Destroy) DELETE DELETE

Although a relational database provides a common persistence layer in software applications, numerous other
persistence layers exist. CRUD functionality can be implemented with an object database, an XML database, flat text
files, custom file formats, tape, or card, for example.

User interface
CRUD is also relevant at the user interface level of most applications. For example, in address book software, the
basic storage unit is an individual contact entry. As a bare minimum, the software must allow the user to:
•• Create or add new entries
•• Read, retrieve, search, or view existing entries
•• Update or edit existing entries
•• Delete/deactivate existing entries
Without at least these four operations, the software cannot be considered complete. Because these operations are so
fundamental, they are often documented and described under one comprehensive heading, such as "contact
management", "content management" or "contact maintenance" (or "document management" in general, depending
on the basic storage unit for the particular application).
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SQL

SQL

Paradigm(s) Multi-paradigm

Appeared in 1974

Designed by Donald D. Chamberlin
Raymond F. Boyce

Developer ISO/IEC

Stable release SQL:2011 (2011)

Typing discipline Static, strong

Major implementations Many

Dialects SQL-86, SQL-89, SQL-92, SQL:1999, SQL:2003, SQL:2008, SQL:2011

Influenced by Datalog

Influenced CQL, LINQ, SOQL, Windows PowerShell, JPQL, jOOQ

OS Cross-platform

File format details

Filename extension .sql

Internet media type application/sql

Developed by ISO/IEC

Initial release 1986

Latest release SQL:2898 / 2011

Type of format Database

Standard(s) ISO/IEC 9075

Open format? Yes

SQL (/ˈɛsHelp:IPA for English#KeykjuːHelp:IPA for English#Keyˈɛl/, or /ˈsiːkwəl/; Structured Query
Language[1][2]) is a special-purpose programming language designed for managing data held in a relational database
management system (RDBMS).
Originally based upon relational algebra and tuple relational calculus, SQL consists of a data definition language and
a data manipulation language. The scope of SQL includes data insert, query, update and delete, schema creation and
modification, and data access control. Although SQL is often described as, and to a great extent is, a declarative
language (4GL), it also includes procedural elements.
SQL was one of the first commercial languages for Edgar F. Codd's relational model, as described in his influential
1970 paper, "A Relational Model of Data for Large Shared Data Banks." Despite not entirely adhering to the
relational model as described by Codd, it became the most widely used database language.
SQL became a standard of the American National Standards Institute (ANSI) in 1986, and of the International
Organization for Standardization (ISO) in 1987. Since then, the standard has been enhanced several times with added
features. Despite these standards, code is not completely portable among different database systems, which can lead
to vendor lock-in. The different makers do not perfectly adhere to the standard, for instance by adding extensions,
and the standard itself is sometimes ambiguous.
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History
SQL was initially developed at IBM by Donald D. Chamberlin, Donald C. Messerly, and Raymond F. Boyce in the
early 1970s.[3] This version, initially called SEQUEL (Structured English Query Language), was designed to
manipulate and retrieve data stored in IBM's original quasi-relational database management system, System R,
which a group at IBM San Jose Research Laboratory had developed during the 1970s. The acronym SEQUEL was
later changed to SQL because "SEQUEL" was a trademark of the UK-based Hawker Siddeley aircraft company.
In the late 1970s, Relational Software, Inc. (now Oracle Corporation) saw the potential of the concepts described by
Codd, Chamberlin, and Boyce and developed their own SQL-based RDBMS with aspirations of selling it to the U.S.
Navy, Central Intelligence Agency, and other U.S. government agencies. In June 1979, Relational Software, Inc.
introduced the first commercially available implementation of SQL, Oracle V2 (Version2) for VAX computers.
After testing SQL at customer test sites to determine the usefulness and practicality of the system, IBM began
developing commercial products based on their System R prototype including System/38, SQL/DS, and DB2, which
were commercially available in 1979, 1981, and 1983, respectively.

Syntax

Language elements

A chart showing several of the SQL language elements that compose a single statement

The SQL language is subdivided into
several language elements, including:
• Clauses, which are constituent

components of statements and
queries. (In some cases, these are
optional.)[4]

• Expressions, which can produce
either scalar values, or tables
consisting of columns and rows of data.

• Predicates, which specify conditions that can be evaluated to SQL three-valued logic (3VL) (true/false/unknown)
or Boolean truth values and which are used to limit the effects of statements and queries, or to change program
flow.

• Queries, which retrieve the data based on specific criteria. This is an important element of SQL.
• Statements, which may have a persistent effect on schemata and data, or which may control transactions, program

flow, connections, sessions, or diagnostics.
• SQL statements also include the semicolon (";") statement terminator. Though not required on every platform,

it is defined as a standard part of the SQL grammar.
• Insignificant whitespace is generally ignored in SQL statements and queries, making it easier to format SQL code

for readability.

Operators
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Operator Description Example

= Equal to Author = 'Alcott'

<> Not equal to (most DBMS also accept !=
instead of <> )

Dept <> 'Sales'

> Greater than Hire_Date > '2012-01-31'

< Less than Bonus < 50000.00

>= Greater than or equal Dependents >= 2

<= Less than or equal Rate <= 0.05

BETWEEN Between an inclusive range Cost BETWEEN 100.00 AND 500.00

LIKE Match a character pattern First_Name LIKE 'Will%'

IN Equal to one of multiple possible values DeptCode IN (101, 103, 209)

IS or IS NOT Compare to null (missing data) Address IS NOT NULL

IS NOT DISTINCT
FROM

Is equal to value or both are nulls (missing data) Debt IS NOT DISTINCT FROM -
Receivables

AS Used to change a field name when viewing
results

SELECT employee AS 'department1'

Conditional (CASE) expressions

SQL has the case/when/then/else/end expression, which was introduced in SQL-92. In its most general
form, which is called a "searched case" in the SQL standard, it works like else if in other programming languages:

CASE WHEN n > 0 

          THEN 'positive' 

     WHEN n < 0 

          THEN 'negative'

     ELSE 'zero'

END

The WHEN conditions are tested in the order in which they appear in the source. If no ELSE expression is specified,
it defaults to ELSE NULL. An abbreviated syntax exists mirroring switch statements; it is called "simple case" in the
SQL standard:

CASE n WHEN 1 

            THEN 'one' 

       WHEN 2

          THEN 'two' 

       ELSE 'i cannot count that high'

END

This syntax uses implicit equality comparisons, with the usual caveats for comparing with NULL.
For the Oracle-SQL dialect, the latter can be shortened to an equivalent DECODE construct:

SELECT DECODE(n, 1, 'one', 

               2, 'two',

                 'i cannot count that high')

FROM   some_table;
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The last value is the default; if none is specified, it also defaults to NULL. However, unlike the standard's "simple
case", Oracle's DECODE considers two NULLs to be equal with each other.

Queries
The most common operation in SQL is the query, which is performed with the declarative SELECT statement.
SELECT retrieves data from one or more tables, or expressions. Standard SELECT statements have no persistent
effects on the database. Some non-standard implementations of SELECT can have persistent effects, such as the
SELECT INTO syntax that exists in some databases.
Queries allow the user to describe desired data, leaving the database management system (DBMS) responsible for
planning, optimizing, and performing the physical operations necessary to produce that result as it chooses.
A query includes a list of columns to be included in the final result immediately following the SELECT keyword.
An asterisk ("*") can also be used to specify that the query should return all columns of the queried tables. SELECT
is the most complex statement in SQL, with optional keywords and clauses that include:
• The FROM clause which indicates the table(s) from which data is to be retrieved. The FROM clause can include

optional JOIN subclauses to specify the rules for joining tables.
• The WHERE clause includes a comparison predicate, which restricts the rows returned by the query. The WHERE

clause eliminates all rows from the result set for which the comparison predicate does not evaluate to True.
• The GROUP BY clause is used to project rows having common values into a smaller set of rows. GROUP BY is

often used in conjunction with SQL aggregation functions or to eliminate duplicate rows from a result set. The
WHERE clause is applied before the GROUP BY clause.

• The HAVING clause includes a predicate used to filter rows resulting from the GROUP BY clause. Because it
acts on the results of the GROUP BY clause, aggregation functions can be used in the HAVING clause predicate.

• The ORDER BY clause identifies which columns are used to sort the resulting data, and in which direction they
should be sorted (options are ascending or descending). Without an ORDER BY clause, the order of rows
returned by an SQL query is undefined.

The following is an example of a SELECT query that returns a list of expensive books. The query retrieves all rows
from the Book table in which the price column contains a value greater than 100.00. The result is sorted in ascending
order by title. The asterisk (*) in the select list indicates that all columns of the Book table should be included in the
result set.

SELECT *

 FROM  Book

 WHERE price > 100.00

 ORDER BY title;

The example below demonstrates a query of multiple tables, grouping, and aggregation, by returning a list of books
and the number of authors associated with each book.

SELECT Book.title AS Title,

       count(*) AS Authors

 FROM  Book

 JOIN  Book_author

   ON  Book.isbn = Book_author.isbn

 GROUP BY Book.title;

Example output might resemble the following:

Title                  Authors

---------------------- -------

http://en.wikipedia.org/w/index.php?title=Select_%28SQL%29
http://en.wikipedia.org/w/index.php?title=From_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Join_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Where_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Having_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Order_by_%28SQL%29


SQL 260

SQL Examples and Guide 4

The Joy of SQL         1

An Introduction to SQL 2

Pitfalls of SQL        1

Under the precondition that isbn is the only common column name of the two tables and that a column named title
only exists in the Books table, the above query could be rewritten in the following form:

SELECT title,

       count(*) AS Authors

 FROM  Book 

 NATURAL JOIN Book_author

 GROUP BY title;

However, many vendors either do not support this approach, or require certain column naming conventions in order
for natural joins to work effectively.
SQL includes operators and functions for calculating values on stored values. SQL allows the use of expressions in
the select list to project data, as in the following example which returns a list of books that cost more than 100.00
with an additional sales_tax column containing a sales tax figure calculated at 6% of the price.

SELECT isbn,

       title,

       price,

       price * 0.06 AS sales_tax

 FROM  Book

 WHERE price > 100.00

 ORDER BY title;

Subqueries

Queries can be nested so that the results of one query can be used in another query via a relational operator or
aggregation function. A nested query is also known as a subquery. While joins and other table operations provide
computationally superior (i.e. faster) alternatives in many cases, the use of subqueries introduces a hierarchy in
execution which can be useful or necessary. In the following example, the aggregation function AVG receives as
input the result of a subquery:

SELECT isbn,

       title,

       price

 FROM  Book

 WHERE price < (SELECT AVG(price) FROM Book)

 ORDER BY title;

A subquery can use values from the outer query, in which case it is known as a correlated subquery.
Since 1999 the SQL standard allows named subqueries called common table expression (named and designed after
the IBM DB2 version 2 implementation; Oracle calls these subquery factoring). CTEs can be also be recursive by
referring to themselves; the resulting mechanism allows tree or graph traversals (when represented as relations), and
more generally fixpoint computations.
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Null and three-valued logic (3VL)

The concept of Null was introduced into SQL to handle missing information in the relational model. The word
NULL is a reserved keyword in SQL, used to identify the Null special marker. Comparisons with Null, for instance
equality (=) in WHERE clauses, results in an Unknown truth value. In SELECT statements SQL returns only results
for which the WHERE clause returns a value of True; i.e. it excludes results with values of False and also excludes
those whose value is Unknown.
Along with True and False, the Unknown resulting from direct comparisons with Null thus brings a fragment of
three-valued logic to SQL. The truth tables SQL uses for AND, OR, and NOT correspond to a common fragment of
the Kleene and Lukasiewicz three-valued logic (which differ in their definition of implication, however SQL defines
no such operation).

p AND q p

True False Unknown

q True True False Unknown

False False False False

Unknown Unknown False Unknown

p OR q p

True False Unknown

q True True True True

False True False Unknown

Unknown True Unknown Unknown

q NOT q

True False

False True

Unknown Unknown

p = q p

True False Unknown

q True True False Unknown

False False True Unknown

Unknown Unknown Unknown Unknown

There are however disputes about the semantic interpretation of Nulls in SQL because of its treatment outside direct
comparisons. As seen in the table above direct equality comparisons between two NULLs in SQL (e.g. NULL =
NULL) returns a truth value of Unknown. This is in line with the interpretation that Null does not have a value (and is
not a member of any data domain) but is rather a placeholder or "mark" for missing information. However, the
principle that two Nulls aren't equal to each other is effectively violated in the SQL specification for the UNION and
INTERSECT operators, which do identify nulls with each other. Consequently, these set operations in SQL may
produce results not representing sure information, unlike operations involving explicit comparisons with NULL (e.g.
those in a WHERE clause discussed above). In Codd's 1979 proposal (which was basically adopted by SQL92) this
semantic inconsistency is rationalized by arguing that removal of duplicates in set operations happens "at a lower
level of detail than equality testing in the evaluation of retrieval operations." However, computer science professor
Ron van der Meyden concluded that "The inconsistencies in the SQL standard mean that it is not possible to ascribe
any intuitive logical semantics to the treatment of nulls in SQL."[]

Additionally, since SQL operators return Unknown when comparing anything with Null directly, SQL provides two 
Null-specific comparison predicates: IS NULL and IS NOT NULL test whether data is or is not Null. Universal 
quantification is not explicitly supported by SQL, and must be worked out as a negated existential 
quantification.[5][6][7] There is also the "<row value expression> IS DISTINCT FROM <row value expression>" 
infixed comparison operator which returns TRUE unless both operands are equal or both are NULL. Likewise, IS 
NOT DISTINCT FROM is defined as "NOT (<row value expression> IS DISTINCT FROM <row value 
expression>)". SQL:1999 also introduced BOOLEAN type variables, which according to the standard can also hold 
Unknown values. In practice, a number of systems (e.g. PostgreSQL) implement the BOOLEAN Unknown as a
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BOOLEAN NULL.

Data manipulation
The Data Manipulation Language (DML) is the subset of SQL used to add, update and delete data:
• INSERT adds rows (formally tuples) to an existing table, e.g.:

INSERT INTO example

 (field1, field2, field3)

 VALUES

 ('test', 'N', NULL);

• UPDATE modifies a set of existing table rows, e.g.:

UPDATE example

 SET field1 = 'updated value'

 WHERE field2 = 'N';

• DELETE removes existing rows from a table, e.g.:

DELETE FROM example

 WHERE field2 = 'N';

• MERGE is used to combine the data of multiple tables. It combines the INSERT and UPDATE elements. It is
defined in the SQL:2003 standard; prior to that, some databases provided similar functionality via different
syntax, sometimes called "upsert".

 MERGE INTO table_name USING table_reference ON (condition)

 WHEN MATCHED THEN

 UPDATE SET column1 = value1 [, column2 = value2 ...]

 WHEN NOT MATCHED THEN

 INSERT (column1 [, column2 ...]) VALUES (value1 [, value2 ...

Transaction controls
Transactions, if available, wrap DML operations:
• START TRANSACTION (or BEGIN WORK, or BEGIN TRANSACTION, depending on SQL dialect) marks the

start of a database transaction, which either completes entirely or not at all.
• SAVE TRANSACTION (or SAVEPOINT) saves the state of the database at the current point in transaction

CREATE TABLE tbl_1(id int);

 INSERT INTO tbl_1(id) VALUES(1);

 INSERT INTO tbl_1(id) VALUES(2);

COMMIT;

 UPDATE tbl_1 SET id=200 WHERE id=1;

SAVEPOINT id_1upd;

 UPDATE tbl_1 SET id=1000 WHERE id=2;

ROLLBACK to id_1upd;

 SELECT id from tbl_1;

• COMMIT causes all data changes in a transaction to be made permanent.
• ROLLBACK causes all data changes since the last COMMIT or ROLLBACK to be discarded, leaving the state of

the data as it was prior to those changes.
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Once the COMMIT statement completes, the transaction's changes cannot be rolled back.
COMMIT and ROLLBACK terminate the current transaction and release data locks. In the absence of a START
TRANSACTION or similar statement, the semantics of SQL are implementation-dependent. The following example
shows a classic transfer of funds transaction, where money is removed from one account and added to another. If
either the removal or the addition fails, the entire transaction is rolled back.

START TRANSACTION;

 UPDATE Account SET amount=amount-200 WHERE account_number=1234;

 UPDATE Account SET amount=amount+200 WHERE account_number=2345;

IF ERRORS=0 COMMIT;

IF ERRORS<>0 ROLLBACK;

Data definition
The Data Definition Language (DDL) manages table and index structure. The most basic items of DDL are the
CREATE, ALTER, RENAME, DROP and TRUNCATE statements:
• CREATE creates an object (a table, for example) in the database, e.g.:

CREATE TABLE example(

 field1 INTEGER,

 field2 VARCHAR(50),

 field3 DATE NOT NULL,

 PRIMARY KEY (field1, field2)

);

• ALTER modifies the structure of an existing object in various ways, for example, adding a column to an existing
table or a constraint, e.g.:

ALTER TABLE example ADD field4 NUMBER(3) NOT NULL;

• TRUNCATE deletes all data from a table in a very fast way, deleting the data inside the table and not the table
itself. It usually implies a subsequent COMMIT operation, i.e., it cannot be rolled back (data is not written to the
logs for rollback later, unlike DELETE).

TRUNCATE TABLE example;

• DROP deletes an object in the database, usually irretrievably, i.e., it cannot be rolled back, e.g.:

DROP TABLE example;

Data types
Each column in an SQL table declares the type(s) that column may contain. ANSI SQL includes the following data
types.[8]

Character strings

• CHARACTER(n) or CHAR(n): fixed-width n-character string, padded with spaces as needed
• CHARACTER VARYING(n) or VARCHAR(n): variable-width string with a maximum size of n characters
• NATIONAL CHARACTER(n) or NCHAR(n): fixed width string supporting an international character set
• NATIONAL CHARACTER VARYING(n) or NVARCHAR(n): variable-width NCHAR string
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Bit strings

• BIT(n): an array of n bits
• BIT VARYING(n): an array of up to n bits

Numbers

• INTEGER and SMALLINT
• FLOAT, REAL and DOUBLE PRECISION
• NUMERIC(precision, scale) or DECIMAL(precision, scale)
For example, the number 123.45 has a precision of 5 and a scale of 2. The precision is a positive integer that
determines the number of significant digits in a particular radix (binary or decimal). The scale is a non-negative
integer. A scale of 0 indicates that the number is an integer. For a decimal number with scale S, the exact numeric
value is the integer value of the significant digits divided by 10S.
SQL provides a function to round numerics or dates, called TRUNC (in Informix, DB2, PostgreSQL, Oracle and
MySQL) or ROUND (in Informix, SQLite, Sybase, Oracle, PostgreSQL and Microsoft SQL Server)[9]

Date and time

• DATE: for date values (e.g. 2011-05-03)
• TIME: for time values (e.g. 15:51:36). The granularity of the time value is usually a tick (100 nanoseconds).
• TIME WITH TIME ZONE or TIMETZ: the same as TIME, but including details about the time zone in

question.
• TIMESTAMP: This is a DATE and a TIME put together in one variable (e.g. 2011-05-03 15:51:36).
• TIMESTAMP WITH TIME ZONE or TIMESTAMPTZ: the same as TIMESTAMP, but including details about the

time zone in question.
SQL provides several functions for generating a date / time variable out of a date / time string (TO_DATE,
TO_TIME, TO_TIMESTAMP), as well as for extracting the respective members (seconds, for instance) of such
variables. The current system date / time of the database server can be called by using functions like NOW.

Data control
The Data Control Language (DCL) authorizes users to access and manipulate data. Its two main statements are:
• GRANT authorizes one or more users to perform an operation or a set of operations on an object.
• REVOKE eliminates a grant, which may be the default grant.
Example:

GRANT SELECT, UPDATE

 ON example

 TO some_user, another_user;

REVOKE SELECT, UPDATE

 ON example

 FROM some_user, another_user;
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Procedural extensions
SQL is designed for a specific purpose: to query data contained in a relational database. SQL is a set-based,
declarative query language, not an imperative language like C or BASIC. However, there are extensions to Standard
SQL which add procedural programming language functionality, such as control-of-flow constructs. These include:

Source Common name Full name

ANSI/ISO Standard SQL/PSM SQL/Persistent Stored Modules

Interbase / Firebird PSQL Procedural SQL

IBM DB2 SQL PL SQL Procedural Language (implements SQL/PSM)

IBM Informix SPL Stored Procedural Language

IBM Netezza NZPLSQL[10] (based on Postgres PL/pgSQL)

Microsoft / Sybase T-SQL Transact-SQL

Mimer SQL SQL/PSM SQL/Persistent Stored Module (implements SQL/PSM)

MySQL SQL/PSM SQL/Persistent Stored Module (implements SQL/PSM)

Oracle PL/SQL Procedural Language/SQL (based on Ada)

PostgreSQL PL/pgSQL Procedural Language/PostgreSQL (based on Oracle PL/SQL)

PostgreSQL PL/PSM Procedural Language/Persistent Stored Modules (implements SQL/PSM)

Sybase Watcom-SQL SQL Anywhere Watcom-SQL Dialect

Teradata SPL Stored Procedural Language

In addition to the standard SQL/PSM extensions and proprietary SQL extensions, procedural and object-oriented
programmability is available on many SQL platforms via DBMS integration with other languages. The SQL
standard defines SQL/JRT extensions (SQL Routines and Types for the Java Programming Language) to support
Java code in SQL databases. SQL Server 2005 uses the SQLCLR (SQL Server Common Language Runtime) to host
managed .NET assemblies in the database, while prior versions of SQL Server were restricted to using unmanaged
extended stored procedures that were primarily written in C. PostgreSQL allows functions to be written in a wide
variety of languages including Perl, Python, Tcl, and C.

Criticism
SQL deviates in several ways from its theoretical foundation, the relational model and its tuple calculus. In that
model, a table is a set of tuples, while in SQL, tables and query results are lists of rows: the same row may occur
multiple times, and the order of rows can be employed in queries (e.g. in the LIMIT clause). Furthermore, additional
features (such as NULL and views) were introduced without founding them directly on the relational model, which
makes them more difficult to interpret.
Critics argue that SQL should be replaced with a language that strictly returns to the original foundation: for
example, see The Third Manifesto. Other critics suggest that Datalog has two advantages over SQL: it has a cleaner
semantics which facilitates program understanding and maintenance, and it is more expressive, in particular for
recursive queries.[11]

Another criticism is that SQL implementations are incompatible between vendors. In particular date and time syntax,
string concatenation, NULLs, and comparison case sensitivity vary from vendor to vendor. A particular exception is
PostgreSQL, which strives for compliance.
Popular implementations of SQL commonly omit support for basic features of Standard SQL, such as the DATE or 
TIME data types. The most obvious such examples, and incidentally the most popular commercial and proprietary
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SQL DBMSs, are Oracle (whose DATE behaves as DATETIME, and lacks a TIME type) and MS SQL Server
(before the 2008 version). As a result, SQL code can rarely be ported between database systems without
modifications.
There are several reasons for this lack of portability between database systems:
•• The complexity and size of the SQL standard means that most implementors do not support the entire standard.
• The standard does not specify database behavior in several important areas (e.g. indexes, file storage...), leaving

implementations to decide how to behave.
•• The SQL standard precisely specifies the syntax that a conforming database system must implement. However,

the standard's specification of the semantics of language constructs is less well-defined, leading to ambiguity.
• Many database vendors have large existing customer bases; where the SQL standard conflicts with the prior

behavior of the vendor's database, the vendor may be unwilling to break backward compatibility.
• There is little commercial incentive for vendors to make it easier for users to change database suppliers (see

vendor lock-in).
•• Users evaluating database software tend to place other factors such as performance higher in their priorities than

standards conformance.

Standardization
SQL was adopted as a standard by the American National Standards Institute (ANSI) in 1986 as SQL-86 and the
International Organization for Standardization (ISO) in 1987. Nowadays the standard is subject to continuous
improvement by the Joint Technical Committee ISO/IEC JTC 1, Information technology, Subcommittee SC 32, Data
management and interchange which affiliate to ISO as well as IEC. It is commonly denoted by the pattern: ISO/IEC
9075-n:yyyy Part n: title, or, as a shortcut, ISO/IEC 9075.
ISO/IEC 9075 is complemented by ISO/IEC 13249: SQL Multimedia and Application Packages (SQL/MM) which
defines SQL based interfaces and packages to widely spread applications like video, audio and spatial data.
Until 1996, the National Institute of Standards and Technology (NIST) data management standards program certified
SQL DBMS compliance with the SQL standard. Vendors now self-certify the compliance of their products.
The original SQL standard declared that the official pronunciation for SQL is "es queue el". Many English-speaking
database professionals still use the original pronunciation /ˈsiːkwəl/ (like the word "sequel"), including Donald
Chamberlin himself.
The SQL standard has gone through a number of revisions:

Year Name Alias Comments

1986 SQL-86 SQL-87 First formalized by ANSI.

1989 SQL-89 FIPS
127-1

Minor revision, in which the major addition were integrity constraints. Adopted as FIPS 127-1.

1992 SQL-92 SQL2,
FIPS
127-2

Major revision (ISO 9075), Entry Level SQL-92 adopted as FIPS 127-2.

1999 SQL:1999 SQL3 Added regular expression matching, recursive queries (e.g. transitive closure), triggers, support for procedural and
control-of-flow statements, non-scalar types, and some object-oriented features (e.g. structured types). Support for
embedding SQL in Java (SQL/OLB) and vice-versa (SQL/JRT).

2003 SQL:2003 SQL
2003

Introduced XML-related features (SQL/XML), window functions, standardized sequences, and columns with
auto-generated values (including identity-columns).
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2006 SQL:2006 SQL
2006

ISO/IEC 9075-14:2006 defines ways in which SQL can be used in conjunction with XML. It defines ways of
importing and storing XML data in an SQL database, manipulating it within the database and publishing both XML
and conventional SQL-data in XML form. In addition, it enables applications to integrate into their SQL code the
use of XQuery, the XML Query Language published by the World Wide Web Consortium (W3C), to concurrently
access ordinary SQL-data and XML documents.

2008 SQL:2008 SQL
2008

Legalizes ORDER BY outside cursor definitions. Adds INSTEAD OF triggers. Adds the TRUNCATE statement.

2011 SQL:2011

Interested parties may purchase SQL standards documents from ISO, IEC or ANSI. A draft of SQL:2008 is freely
available as a zip archive.
The SQL standard is divided into nine parts.
• ISO/IEC 9075-1:2011 Part 1: Framework (SQL/Framework). It provides logical concepts.
• ISO/IEC 9075-2:2011 Part 2: Foundation (SQL/Foundation). It contains the most central elements of the

language and consists of both mandatory and optional features.
• ISO/IEC 9075-3:2008 Part 3: Call-Level Interface (SQL/CLI). It defines interfacing components (structures,

procedures, variable bindings) that can be used to execute SQL statements from applications written in Ada, C
respectively C++, COBOL, Fortran, MUMPS, Pascal or PL/I. (For Java see part 10.) SQL/CLI is defined in such
a way that SQL statements and SQL/CLI procedure calls are treated as separate from the calling application's
source code. Open Database Connectivity is a well-known superset of SQL/CLI. This part of the standard consists
solely of mandatory features.

• ISO/IEC 9075-4:2011 Part 4: Persistent Stored Modules (SQL/PSM) It standardizes procedural extensions for
SQL, including flow of control, condition handling, statement condition signals and resignals, cursors and local
variables, and assignment of expressions to variables and parameters. In addition, SQL/PSM formalizes
declaration and maintenance of persistent database language routines (e.g., "stored procedures"). This part of the
standard consists solely of optional features.

• ISO/IEC 9075-9:2008 Part 9: Management of External Data (SQL/MED). It provides extensions to SQL that
define foreign-data wrappers and datalink types to allow SQL to manage external data. External data is data that
is accessible to, but not managed by, an SQL-based DBMS. This part of the standard consists solely of optional
features.

• ISO/IEC 9075-10:2008 Part 10: Object Language Bindings (SQL/OLB). It defines the syntax and semantics of
SQLJ, which is SQL embedded in Java (see also part 3). The standard also describes mechanisms to ensure binary
portability of SQLJ applications, and specifies various Java packages and their contained classes. This part of the
standard consists solely of optional features, as opposed to SQL/OLB JDBC, which is not part of the SQL
standard, which defines an API.[citation needed]

• ISO/IEC 9075-11:2011 Part 11: Information and Definition Schemas (SQL/Schemata). It defines the Information
Schema and Definition Schema, providing a common set of tools to make SQL databases and objects
self-describing. These tools include the SQL object identifier, structure and integrity constraints, security and
authorization specifications, features and packages of ISO/IEC 9075, support of features provided by SQL-based
DBMS implementations, SQL-based DBMS implementation information and sizing items, and the values
supported by the DBMS implementations. This part of the standard contains both mandatory and optional
features.

• ISO/IEC 9075-13:2008 Part 13: SQL Routines and Types Using the Java Programming Language (SQL/JRT). It
specifies the ability to invoke static Java methods as routines from within SQL applications
('Java-in-the-database'). It also calls for the ability to use Java classes as SQL structured user-defined types. This
part of the standard consists solely of optional features.

• ISO/IEC 9075-14:2011 Part 14: XML-Related Specifications (SQL/XML). It specifies SQL-based extensions for 
using XML in conjunction with SQL. The XMLType data type is introduced, as well as several routines,
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functions, and XML-to-SQL data type mappings to support manipulation and storage of XML in an SQL
database. This part of the standard consists solely of optional features.[citation needed]

ISO/IEC 9075 is complemented by ISO/IEC 13249 SQL Multimedia and Application Packages. This closely related
but separate standard is developed by the same committee. It defines interfaces and packages which are based on
SQL. The aim is a unified access to typical database applications like text, pictures, data mining or spatial data.
• ISO/IEC 13249-1:2007 Part 1: Framework
• ISO/IEC 13249-2:2003 Part 2: Full-Text
• ISO/IEC 13249-3:2011 Part 3: Spatial
• ISO/IEC 13249-5:2003 Part 5: Still image
• ISO/IEC 13249-6:2006 Part 6: Data mining
• ISO/IEC 13249-8:xxxx Part 8: Metadata registries (MDR) (work in progress)

Alternatives
A distinction should be made between alternatives to SQL as a language, and alternatives to the relational model
itself. Below are proposed relational alternatives to the SQL language. See navigational database and NoSQL for
alternatives to the relational model.
• .QL: object-oriented Datalog
• 4D Query Language (4D QL)
•• Datalog
• HTSQL: URL based query method
• IBM Business System 12 (IBM BS12): one of the first fully relational database management systems, introduced

in 1982
•• ISBL
• jOOQ: SQL implemented in Java as an internal internal domain-specific language
• Java Persistence Query Language (JPQL): The query language used by the Java Persistence API and Hibernate

persistence library
• LINQ: Runs SQL statements written like language constructs to query collections directly from inside .Net code.
•• Object Query Language
•• OttoQL
• QBE (Query By Example) created by Moshè Zloof, IBM 1977
• Quel introduced in 1974 by the U.C. Berkeley Ingres project.
•• Tutorial D
•• XQuery

Notes
[1][1] From Oxford Dictionaries: "Definition of SQL - abbreviation, Structured Query Language, an international standard for database

manipulation."
[2][2] From Microsoft: "Structured Query Language, invented at IBM in the 1970s. It is more commonly known by its acronym, SQL .."
[3] http:/ / www. kkhsou. in/ main/ EVidya2/ computer_science/ intro_SQL. html
[4] ANSI/ISO/IEC International Standard (IS). Database Language SQL—Part 2: Foundation (SQL/Foundation). 1999.
[5] M. Negri, G. Pelagatti, L. Sbattella (1989) Semantics and problems of universal quantification in SQL (http:/ / portal. acm. org/ citation.

cfm?id=63224. 68822& coll=GUIDE& dl=GUIDE).
[6] Fratarcangeli, Claudio (1991). Technique for universal quantification in SQL. Retrieved from ACM.org. (http:/ / portal. acm. org/ citation.

cfm?id=126482. 126484& coll=GUIDE& dl=GUIDE& CFID=5934371& CFTOKEN=55309005)
[7] Kawash, Jalal (2004) Complex quantification in Structured Query Language (SQL): a tutorial using relational calculus - Journal of

Computers in Mathematics and Science Teaching ISSN 0731-9258 Volume 23, Issue 2, 2004 AACE Norfolk, Virginia. Retrieved from
Thefreelibrary.com (http:/ / www. thefreelibrary. com/ Complex+ quantification+ in+ Structured+ Query+ Language+ (SQL):+ a+ tutorial. . .
-a0119901477).
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[8][8] (proposed revised text of DIS 9075)].
[9] Arie Jones, Ryan K. Stephens, Ronald R. Plew, Alex Kriegel, Robert F. Garrett (2005), SQL Functions Programmer's Reference. Wiley, 127

pages.
[10] http:/ / pic. dhe. ibm. com/ infocenter/ ntz/ v7r0m3/ index. jsp?topic=%2Fcom. ibm. nz. sproc. doc%2Fc_sproc_stored_procs. html
[11] http:/ / lbd. udc. es/ jornadas2011/ actas/ PROLE/ PROLE/ S5/ 13_article. pdf
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• Discussion on alleged SQL flaws (C2 wiki)
• C. J. Date with Hugh Darwen: A Guide to the SQL standard : a users guide to the standard database language

SQL, 4th ed., Addison Wesley, USA 1997, ISBN 978-0-201-96426-4

External links
• 1995 SQL Reunion: People, Projects, and Politics, by Paul McJones (ed.) (http:/ / www. mcjones. org/ System_R/

SQL_Reunion_95/ sqlr95. html): transcript of a reunion meeting devoted to the personal history of relational
databases and SQL.

• American National Standards Institute. X3H2 Records, 1978–1995 (http:/ / special. lib. umn. edu/ findaid/ xml/
cbi00168. xml) Charles Babbage Institute Collection documents the H2 committee's development of the NDL and
SQL standards.

• Oral history interview with Donald D. Chamberlin (http:/ / purl. umn. edu/ 107215) Charles Babbage Institute In
this oral history Chamberlin recounts his early life, his education at Harvey Mudd College and Stanford
University, and his work on relational database technology. Chamberlin was a member of the System R research
team and, with Raymond F. Boyce, developed the SQL database language. Chamberlin also briefly discusses his
more recent research on XML query languages.

• Comparison of Different SQL Implementations (http:/ / troels. arvin. dk/ db/ rdbms/ ) This comparison of various
SQL implementations is intended to serve as a guide to those interested in porting SQL code between various
RDBMS products, and includes comparisons between SQL:2008, PostgreSQL, DB2, MS SQL Server, MySQL,
Oracle, and Informix.
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SQL-92
SQL-92 was the third revision of the SQL database query language. Unlike SQL-89, it was a major revision of the
standard. For all but a few minor incompatibilities, the SQL-89 standard is forward compatible with SQL-92.
The standard specification itself grew about five times compared to SQL-89. Much of it was due more precise
specifications of existing features; the increase due to new features was only by a factor of 1.5–2. Many of the new
features had already been implemented by vendors before the new standard was adopted. However, most of the new
features were added to the "intermediate" and "full" tiers of the specification, meaning that conformance with
SQL-92 entry level was scarcely any more demanding than conformance with SQL-89.
Later revisions of the standard include SQL:1999 (SQL3), SQL:2003, SQL:2008, and SQL:2011.

New Features
Significant new features include:[1]

• New data types defined: DATE, TIME, TIMESTAMP, INTERVAL, BIT string, VARCHAR strings, and
NATIONAL CHARACTER strings.

• Support for additional character sets beyond the base requirement for representing SQL statements.
• New scalar operations such as string concatenation and substring extraction, date and time mathematics, and

conditional statements.
• New set operations such as UNION JOIN, NATURAL JOIN, set differences, and set intersections.
• Conditional expressions with CASE. For an example, see Case (SQL).
• Support for alterations of schema definitions via ALTER and DROP.
• Bindings for C, Ada, and MUMPS.
•• New features for user privileges.
• New integrity-checking functionality such as within a CHECK constraint.
• A new information schema—read-only views about database metadata like what tables it contains, etc. For

example, SELECT * FROM INFORMATION_SCHEMA.TABLES;.
•• Dynamic execution of queries (as opposed to prepared).
•• Better support for remote database access.
• Temporary tables; CREATE TEMP TABLE etc.
• Transaction isolation levels.
• New operations for changing data types on the fly via CAST (expr AS type).
• Scrolled cursors.
•• Compatibility flagging for backwards and forwards compatibility with other SQL standards.
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Extensions
Two significant extension were published after standard (but before the next major iteration.)
• SQL/CLI (Call Level Interface) in 1995
• SQL/PSM (stored procedures) in 1996

References
[1] C. J. Date with Hugh Darwen: A Guide to the SQL standard : a users guide to the standard database language SQL, 4th ed., Addison Wesley,

USA 1997, ISBN 978-0-201-96426-4

External links
• The SQL-92 standard (http:/ / www. contrib. andrew. cmu. edu/ ~shadow/ sql/ sql1992. txt)
• BNF Grammar for ISO/IEC 9075:1992 - Database Language SQL (SQL-92) (http:/ / savage. net. au/ SQL/ sql-92.

bnf. html)
• Presentation of SQL:1999 (http:/ / dbis-informatik. uibk. ac. at/ files/ ext/ lehre/ ss11/ vo-ndbm/ lit/

ORel-SQL1999-IBM-Nelson-Mattos. pdf); covers history and features of SQL-92 as well.

SQL:1999
SQL:1999 (also called SQL 3) was the fourth revision of the SQL database query language. It introduced a large
number of new features, many of which required clarifications in the subsequent SQL:2003. The latest revision of
the standard is SQL:2011.

Summary
The ISO standard documents were published between 1999 and 2002 in several installments, the first one consisting
of multiple parts. Unlike previous editions, the standard's name used a colon instead of a hyphen for consistency with
the names of other ISO standards. The first installment of SQL:1999 had five parts:
• SQL/Framework ISO/IEC 9075-1:1999 [1]

• SQL/Foundation ISO/IEC 9075-2:1999 [2]

• SQL/CLI : an updated definition of the extension Call Level Interface, originally published in 1995, also known
as CLI-95 ISO/IEC 9075-3:1999 [3]

• SQL/PSM : an updated definition of the extension Persistent Stored Modules, originally published in 1996, also
known as PSM-96 ISO/IEC 9075-4:1999 [4]

• SQL/Bindings ISO/IEC 9075-5:1999 [5]

Three more parts, also considered part of SQL:1999 were published subsequently:
• SQL/MED Management of External Data (SQL:1999 part 9) ISO/IEC 9075-9:2001 [6]

• SQL/OLB Object Language Bindings (SQL:1999 part 10) ISO/IEC 9075-10:2000 [7]

• SQL/JRT SQL Routines and Types using the Java Programming Language (SQL:1999 part 13) ISO/IEC
9075-13:2002 [8]
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New features

Data types

Boolean data types

The SQL:1999 standard calls for a Boolean type,[9] but many commercial SQL Servers (Microsoft SQL Server 2005,
Oracle 9i, IBM DB2) do not support it as a column type, variable type or allow it in the results set. MySQL interprets
"BOOLEAN" as a synonym for TINYINT (8-bit signed integer).

Distinct user-defined types of power

Sometimes called just distinct types, these were introduced as an optional feature (S011) to allow existing atomic
types to be extended with a distinctive meaning to create a new type and thereby enabling the type checking
mechanism to detect some logical errors, e.g. accidentally adding an age to a salary. For example:

create type age as integer FINAL;

create type salary as integer FINAL;

creates two different and incompatible types. The SQL distinct types use name equivalence not structural
equivalence like typedefs in C. It's still possible to perform compatible operations on (columns or data) of distinct
types by using an explicit type CAST.
Few SQL systems support these. IBM DB2 is one those supporting them. Oracle database does not currently support
them, recommending instead to emulate them by a one-place structured type.

Structured user-defined types

These are the backbone of the object-relational database extension in SQL:1999. They are analogous to classes in
objected-oriented programming languages. SQL:1999 allows only single inheritance.

Common table expressions and recursive queries
SQL:1999 added a WITH [RECURSIVE] construct allowing recursive queries, like transitive closure, to be
specified in the query language itself; see common table expressions.

Some OLAP capabilities
GROUP BY was extended with ROLLUP, CUBE, and GROUPING SETS.

Role-based access control
Full support for RBAC via CREATE ROLE.
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Further reading
• Jim Melton; Alan R. Simon (2002). SQL:1999: Understanding Relational Language Components. Morgan

Kaufmann. ISBN 978-1-55860-456-8.
• Jim Melton (2003). Advanced SQL, 1999: Understanding Object-Relational and Other Advanced Features.

Morgan Kaufmann. ISBN 978-1-55860-677-7.

External links
• Extensive presentation of SQL:1999 (http:/ / dbis-informatik. uibk. ac. at/ files/ ext/ lehre/ ss11/ vo-ndbm/ lit/

ORel-SQL1999-IBM-Nelson-Mattos. pdf)

SQL:2003
SQL:2003 is the fifth revision of the SQL database query language. The latest revision of the standard is SQL:2011.

Summary
The SQL:2003 standard makes minor modifications to all parts of SQL:1999 (also known as SQL3), and officially
introduces a few new features such as:
• XML-related features (SQL/XML)
•• Window functions
•• the sequence generator, which allows standardized sequences
•• two new column types: auto-generated values and identity-columns
• the new MERGE statement
• extensions to the CREATE TABLE statement, to allow "CREATE TABLE AS" and "CREATE TABLE LIKE"
•• removal of the poorly implemented "BIT" and "BIT VARYING" data types
• OLAP capabilities (initially added in SQL:1999) were extended with a window function.

Documentation availability
The SQL standard is not freely available. SQL:2003 may be purchased from ISO [1] or ANSI [2]. A late draft is
available as a zip archive [3] from Whitemarsh Information Systems Corporation [4]. The zip archive contains a
number of PDF files that define the parts of the SQL:2003 specification.
• ISO/IEC 9075(1-4,9-11,13,14):2003 CD-ROM (352 CHF, or approximately 225 EUR, to order the CD)

• ISO/IEC 9075-1:2003 [5] – Framework (SQL/Framework)
• ISO/IEC 9075-2:2003 [6] – Foundation (SQL/Foundation)
• ISO/IEC 9075-3:2003 [7] – Call-Level Interface (SQL/CLI)
• ISO/IEC 9075-4:2003 [8] – Persistent Stored Modules (SQL/PSM)
• ISO/IEC 9075-9:2003 [9] – Management of External Data (SQL/MED)
• ISO/IEC 9075-10:2003 [10] – Object Language Bindings (SQL/OLB)
• ISO/IEC 9075-11:2003 [11] – Information and Definition Schemas (SQL/Schemata)
• ISO/IEC 9075-13:2003 [12] – SQL Routines and Types Using the Java Programming Language (SQL/JRT)
• ISO/IEC 9075-14:2003 [13] – XML-Related Specifications (SQL/XML)
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External links
• BNF Grammar for ISO/IEC 9075-1:2003 (http:/ / savage. net. au/ SQL/ sql-2003-1. bnf. html) –

SQL/Framework
• BNF Grammar for ISO/IEC 9075-2:2003 (http:/ / savage. net. au/ SQL/ sql-2003-2. bnf. html) – SQL/Foundation

SQL:2008
SQL:2008 is the sixth revision of the ISO and ANSI standard for the SQL database query language. It was formally
adopted in July 2008.[1]

Summary
The SQL:2008 standard is split into several parts, covering the Framework, the Foundation, the Call-Level Interface,
Persistent Stored Modules, Management of External Data, Object Language Bindings, Information and Definition
Schemas, Routines and Types Using Java, and various "Related Specifications."
Additions to the Foundation include
• enhanced MERGE and DIAGNOSTIC statements,
• the TRUNCATE TABLE statement,
•• comma-separated WHEN clauses in a CASE expression,
• INSTEAD OF database triggers
• partitioned JOIN tables,
• support for various XQuery regular expression/pattern-matching features, and
•• enhancements to derived column names.
The Related Specifications for XML defines ways in which SQL can be used in conjunction with XML, including
importing and storing XML data in an SQL database, manipulating it within the database and publishing both XML
and conventional SQL-data in XML form.[2]
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Documentation
The SQL standard is not freely available. The whole standard may be purchased from the ISO as ISO/IEC
9075(1-4,9-11,13,14):2008. The standard consists of the following parts:
• ISO/IEC 9075-1:2008 [3] Framework (SQL/Framework)
• ISO/IEC 9075-2:2008 [4] Foundation (SQL/Foundation)
• ISO/IEC 9075-3:2008 [5] Call-Level Interface (SQL/CLI)
• ISO/IEC 9075-4:2008 [6] Persistent Stored Modules (SQL/PSM)
• ISO/IEC 9075-9:2008 [7] Management of External Data (SQL/MED)
• ISO/IEC 9075-10:2008 [8] Object Language Bindings (SQL/OLB)
• ISO/IEC 9075-11:2008 [9] Information and Definition Schemas (SQL/Schemata)
• ISO/IEC 9075-13:2008 [10] SQL Routines and Types Using the Java TM Programming Language (SQL/JRT)
• ISO/IEC 9075-14:2008 [11] XML-Related Specifications (SQL/XML)

Claims of conformance
The minimum level of conformance to SQL:2008 that a product can claim is called "Core SQL:2008" and is limited
to definitions specified in two parts of the standard: the Foundation and the Information and Definition Schemas.[12]

References
[1] SQL:2008 now an approved ISO International Standard (http:/ / iablog. sybase. com/ paulley/ 2008/ 07/

sql2008-now-an-approved-iso-international-standard/ ), a July 29th, 2008 blog post from a Sybase blog
[2][2] International Organization for Standardization: "ISO/IEC 9075-14:2008"
[3] http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_tc/ catalogue_detail. htm?csnumber=45498
[4] http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_tc/ catalogue_detail. htm?csnumber=38640
[5] http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_tc/ catalogue_detail. htm?csnumber=38641
[6] http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_tc/ catalogue_detail. htm?csnumber=38642
[7] http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_tc/ catalogue_detail. htm?csnumber=38643
[8] http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_tc/ catalogue_detail. htm?csnumber=38644
[9] http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_tc/ catalogue_detail. htm?csnumber=38645
[10] http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_tc/ catalogue_detail. htm?csnumber=38646
[11] http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_tc/ catalogue_detail. htm?csnumber=45499
[12] Oracle Compliance To Core SQL:2008 (http:/ / docs. oracle. com/ cd/ E11882_01/ server. 112/ e26088/ ap_standard_sql. htm) from Oracle

Corporation

External links
• Freely downloadable drafts of this standard (http:/ / www. wiscorp. com/ SQLStandards. html)

http://en.wikipedia.org/w/index.php?title=International_Organization_for_Standardization
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=45498
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38640
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38641
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38642
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38643
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38644
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38645
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38646
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=45499
http://iablog.sybase.com/paulley/2008/07/sql2008-now-an-approved-iso-international-standard/
http://iablog.sybase.com/paulley/2008/07/sql2008-now-an-approved-iso-international-standard/
http://en.wikipedia.org/w/index.php?title=Sybase
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=45498
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38640
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38641
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38642
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38643
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38644
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38645
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38646
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=45499
http://docs.oracle.com/cd/E11882_01/server.112/e26088/ap_standard_sql.htm
http://en.wikipedia.org/w/index.php?title=Oracle_Corporation
http://en.wikipedia.org/w/index.php?title=Oracle_Corporation
http://www.wiscorp.com/SQLStandards.html


SQL:2011 276

SQL:2011
SQL:2011 or ISO/IEC 9075:2011 (under the general title "Information technology – Database languages – SQL")
is the seventh revision of the ISO (1987) and ANSI (1986) standard for the SQL database query language. It was
formally adopted in December 2011.

Parts
The standard is split into these parts:
• Part 1: Framework (SQL/Framework)
• Part 2: Foundation (SQL/Foundation)
• Part 3: Call-Level Interface (SQL/CLI)
• Part 4: Persistent Stored Modules (SQL/PSM)
• Part 9: Management of External Data (SQL/MED)
• Part 10: Object Language Bindings (SQL/OLB)
• Part 11: Information and Definition Schemas (SQL/Schemata)
• Part 13: SQL Routines and Types Using the Java™ Programming Language (SQL/JRT)
• Part 14: XML-Related Specifications (SQL/XML)

New features

Temporal support
One of the main new features is improved support for temporal databases.[1][2] Language enhancements for temporal
data definition and manipulation include:
• Time Period definitions use two standard table columns as the start and end of a named time period, with

closed-open semantics. This provides compatibility with existing data models, application code, and tools
• Definition of application time period tables (elsewhere called valid time tables), using the PERIOD FOR

annotation
• Update and deletion of application time rows with automatic time period splitting
• Temporal primary keys incorporating application time periods with optional non-overlapping constraints via the
WITHOUT OVERLAPS clause

• Temporal referential integrity constraints for application time tables
• Application time tables are queried using regular query syntax or using new temporal predicates for time periods

including CONTAINS, OVERLAPS, EQUALS, PRECEDES, SUCCEEDS, IMMEDIATELY PRECEDES, and
IMMEDIATELY SUCCEEDS (which are modified versions of Allen’s interval relations)

• Definition of system-versioned tables (elsewhere called transaction time tables), using the PERIOD FOR
SYSTEM_TIME annotation and WITH SYSTEM VERSIONING modifier. System time periods are maintained
automatically. Constraints for system-versioned tables are not required to be temporal and are only enforced on
current rows

• Syntax for time-sliced and sequenced queries on system time tables via the AS OF SYSTEM TIME and
VERSIONS BETWEEN SYSTEM TIME ... AND ... clauses

• Application time and system versioning can be used together to provide bitemporal tables

IBM DB2 version 10 claims to be the first database to have a conforming implementation of this feature in what they
call "Time Travel Queries".,[3][4] although they use the alternative syntax FOR SYSTEM_TIME AS OF.
Oracle (version 10 and above) has similar functionality in what they call Flashback Queries, using the alternative
syntax AS OF TIMESTAMP.[5]
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Data
Data (/ˈdeɪtə/ DAY-tə or /ˈdætə/ DA-tə, also /ˈdɑːtə/ DAH-tə) is a set of values of qualitative or quantitative
variables; restated, data are individual pieces of information. Data in computing (or data processing) are represented
in a structure that is often tabular (represented by rows and columns), a tree (a set of nodes with parent-children
relationship), or a graph (a set of connected nodes). Data are typically the results of measurements and can be
visualised using graphs or images.
Data as an abstract concept can be viewed as the lowest level of abstraction, from which information and then
knowledge are derived.
Raw data, i.e., unprocessed data, refers to a collection of numbers, characters and is a relative term; data processing
commonly occurs by stages, and the "processed data" from one stage may be considered the "raw data" of the next.
Field data refers to raw data that is collected in an uncontrolled in situ environment. Experimental data refers to data
that is generated within the context of a scientific investigation by observation and recording.
The word data is the traditional plural form of the now-archaic datum, neuter past participle of the Latin dare, "to
give", hence "something given". In discussions of problems in geometry, mathematics, engineering, and so on, the
terms givens and data are used interchangeably. This usage is the origin of data as a concept in computer science or
data processing: data are accepted numbers, words, images, etc.
Data is also increasingly used in humanities (particularly in the growing digital humanities) the highly interpretive
nature whereof might oppose the ethos of data as "given". Peter Checkland introduced the term capta (from the Latin
capere, “to take”) to distinguish between an immense number of possible data and a sub-set of them, to which
attention is oriented. Johanna Drucker has argued that the humanities affirm knowledge production as “situated,
partial, and constitutive” and that using data may therefore introduce assumptions that are counterproductive, for
example that phenomena are discrete or observer-independent. The term capta, which emphasizes the act of
observation as constitutive, is offered as an alternative to data for visual representations in the humanities.
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Usage in English
Datum means "an item given". In cartography, geography, nuclear magnetic resonance and technical drawing it often
refers to a reference datum wherefrom distances to all other data are measured. Any measurement or result is a
datum, though data point is now far more common.
In one sense, datum is a count noun with the plural datums (see usage in datum article) that can be used with cardinal
numbers (e.g. "80 datums"); data (originally a Latin plural) is not used like a normal count noun with cardinal
numbers and can be plural with such plural determiners as these and many or as a singular abstract mass noun with a
verb in the singular form. Even when a very small quantity of data is referenced (one number, for example) the
phrase piece of data is often used, as opposed to datum. The debate over appropriate usage continues.
The IEEE Computer Society allows usage of data as either a mass noun or plural based on author preference. Some
professional organizations and style guidesWikipedia:Link rot require that authors treat data as a plural noun. For
example, the Air Force Flight Test Center specifically states that the word data is always plural, never singular.
Data is most often used as a singular mass noun in educated everyday usage.[1][2] Some major newspapers such as
The New York Times use it either in the singular or plural. In the New York Times the phrases "the survey data are
still being analyzed" and "the first year for which data is available" have appeared within one day. The Wall Street
Journal explicitly allows this usage in its style guide. The Associated Press style guide classifies data as a collective
noun that is singular when a unit and plural when referring to individual items ("The data is sound.", and "The data
have been carefully collected.").
In scientific writing data is often treated as a plural, as in These data do not support the conclusions, and as a
singular mass entity like information, for instance in computing and related disciplines. British usage now widely
accepts treating data as singular in standard English, including everyday newspaper usage at least in non-scientific
use. UK scientific publishing still prefers treating it as a plural. Some UK university style guides recommend using
data for both singular and plural use and some recommend treating it only as a singular in connection with
computers.

Meaning of data, information and knowledge
Data, information and knowledge frequently overlap, mainly differing in abstraction. Data is least abstract,
information next least, and knowledge most. Data becomes information by interpretation; e.g., the height of Mt.
Everest is generally considered as "data", a book on Mt. Everest geological characteristics may be considered as
"information", and a report containing practical information on the best way to reach Mt. Everest's peak may be
considered as "knowledge".
'Information' bears a diversity of meanings that ranges from everyday to technical. Generally speaking, the concept
of information is closely related to notions of constraint, communication, control, data, form, instruction, knowledge,
meaning, mental stimulus, pattern, perception, and representation.
Beynon-Davies uses the concept of a sign to distinguish between data and information; data are symbols while
information occurs when the symbols are used to refer to something.
It is people and computers who collect data and impose patterns on it. These patterns are seen as information which
can be used to enhance knowledge. These patterns can be interpreted as truth, and are authorized as aesthetic and
ethical criteria. Events that leave behind perceivable physical or virtual remains can be traced back through data.
Marks are no longer considered data once the link between the mark and observation is broken.
Mechanical computing devices are classified according to the means by which they represent data. An analog
computer represents a datum as a voltage, distance, position, or other physical quantity. A digital computer
represents a datum as a sequence of symbols drawn from a fixed alphabet. The most common digital computers use a
binary alphabet, that is, an alphabet of two characters, typically denoted "0" and "1". More familiar representations,
such as numbers or letters, are then constructed from the binary alphabet.
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Some special forms of data are distinguished. A computer program is a collection of data, which can be interpreted
as instructions. Most computer languages make a distinction between programs and the other data on which
programs operate, but in some languages, notably Lisp and similar languages, programs are essentially
indistinguishable from other data. It is also useful to distinguish metadata, that is, a description of other data. A
similar yet earlier term for metadata is "ancillary data." The prototypical example of metadata is the library catalog,
which is a description of the contents of books.
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External links
• Data is a singular noun (http:/ / purl. org/ nxg/ note/ singular-data) (a detailed assessment)

Metadata
Metadata is "data about data". The term is ambiguous, as it is used for two fundamentally different concepts (types).
Structural metadata is about the design and specification of data structures and is more properly called "data about
the containers of data"; descriptive metadata, on the other hand, is about individual instances of application data,
the data content.
Metadata are traditionally found in the card catalogs of libraries. As information has become increasingly digital,
metadata are also used to describe digital data using metadata standards specific to a particular discipline. By
describing the contents and context of data files, the quality of the original data/files is greatly increased. For
example, a webpage may include metadata specifying what language it is written in, what tools were used to create
it, and where to go for more on the subject, allowing browsers to automatically improve the experience of users.

Definition
Metadata (metacontent) are defined as the data providing information about one or more aspects of the data, such as:
•• Means of creation of the data
•• Purpose of the data
•• Time and date of creation
•• Creator or author of the data
• Location on a computer network where the data were created
• Standards used
For example, a digital image may include metadata that describe how large the picture is, the color depth, the image
resolution, when the image was created, and other data. A text document's metadata may contain information about
how long the document is, who the author is, when the document was written, and a short summary of the document.
Metadata are data. As such, metadata can be stored and managed in a database, often called a metadata registry or 
metadata repository.[1] However, without context and a point of reference, it might be impossible to identify 
metadata just by looking at them. For example: by itself, a database containing several numbers, all 13 digits long 
could be the results of calculations or a list of numbers to plug into an equation - without any other context, the
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numbers themselves can be perceived as the data. But if given the context that this database is a log of a book
collection, those 13-digit numbers may now be identified as ISBNs - information that refers to the book, but is not
itself the information within the book.
The term "metadata" was coined in 1968 by Philip Bagley, in his book "Extension of programming language
concepts" where it is clear that he uses the term in the ISO 11179 "traditional" sense, which is "structural metadata"
i.e. "data about the containers of data"; rather than the alternate sense "content about individual instances of data
content" or metacontent, the type of data usually found in library catalogues.[2] Since then the fields of information
management, information science, information technology, librarianship and GIS have widely adopted the term. In
these fields the word metadata is defined as "data about data". While this is the generally accepted definition, various
disciplines have adopted their own more specific explanation and uses of the term.

Libraries
Metadata have been used in various forms as a means of cataloging archived information. The Dewey Decimal
System employed by libraries for the classification of library materials is an early example of metadata usage.
Library catalogues used 3x5 inch cards to display a book's title, author, subject matter, and a brief plot synopsis
along with an abbreviated alpha-numeric identification system which indicated the physical location of the book
within the library's shelves. Such data help classify, aggregate, identify, and locate a particular book. Another form
of older metadata collection is the use by US Census Bureau of what is known as the "Long Form." The Long Form
asks questions that are used to create demographic data to find patterns of distribution.

Photographs
Metadata may be written into a digital photo file that will identify who owns it, copyright and contact information,
what camera created the file, along with exposure information and descriptive information such as keywords about
the photo, making the file searchable on the computer and/or the Internet. Some metadata are written by the camera
and some is input by the photographer and/or software after downloading to a computer. However, not all digital
cameras enable you to edit metadata; this functionality has been available on most Nikon DSLRs since the Nikon D3
and on most new Canon cameras since the Canon EOS 7D.
Photographic Metadata Standards are governed by organizations that develop the following standards. They include,
but are not limited to:
• IPTC Information Interchange Model IIM (International Press Telecommunications Council),
• IPTC Core Schema for XMP
• XMP – Extensible Metadata Platform (an ISO standard)
• Exif – Exchangeable image file format, Maintained by CIPA (Camera & Imaging Products Association) and

published by JEITA (Japan Electronics and Information Technology Industries Association)
• Dublin Core (Dublin Core Metadata Initiative – DCMI)
•• PLUS (Picture Licensing Universal System).
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Video
Metadata are particularly useful in video, where information about its contents (such as transcripts of conversations
and text descriptions of its scenes) are not directly understandable by a computer, but where efficient search is
desirable.

Web pages
Web pages often include metadata in the form of meta tags. Description and keywords meta tags are commonly used
to describe the Web page's content. Most search engines use these data when adding pages to their search index.

Creation of metadata
Metadata can be created either by automated information processing or by manual work. Elementary metadata
captured by computers can include information about when an object was created, who created it, when it was last
updated, file size and file extension.
For the purposes of this article, an "object" refers to any of the following:
•• A physical item such as a book, CD, DVD, map, chair, table, flower pot, etc.
•• An electronic file such as a digital image, digital photo, document, program file, database table, etc.

Metadata types
The metadata application is manyfold covering a large variety of fields of application there are nothing but
specialised and well accepted models to specify types of metadata. Bretheron & Singley (1994) distinguish between
two distinct classes: structural/control metadata and guide metadata. Structural metadata are used to describe the
structure of database objects such as tables, columns, keys and indexes. Guide metadata are used to help humans
find specific items and are usually expressed as a set of keywords in a natural language. According to Ralph Kimball
metadata can be divided into 2 similar categories: technical metadata and business metadata. Technical metadata
correspond to internal metadata, business metadata - to external metadata. Kimball adds a third category named
process metadata. On the other hand, NISO distinguishes among three types of metadata: descriptive, structural and
administrative. Descriptive metadata are the information used to search and locate an object such as title, author,
subjects, keywords, publisher; structural metadata give a description of how the components of the object are
organised; and administrative metadata refer to the technical information including file type. Two sub-types of
administrative metadata are rights management metadata and preservation metadata.

Metadata structures
Metadata (metacontent), or more correctly, the vocabularies used to assemble metadata (metacontent) statements, are
typically structured according to a standardized concept using a well-defined metadata scheme, including: metadata
standards and metadata models. Tools such as controlled vocabularies, taxonomies, thesauri, data dictionaries and
metadata registries can be used to apply further standardization to the metadata. Structural metadata commonality is
also of paramount importance in data model development and in database design.
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Metadata syntax
Metadata (metacontent) syntax refers to the rules created to structure the fields or elements of metadata
(metacontent). A single metadata scheme may be expressed in a number of different markup or programming
languages, each of which requires a different syntax. For example, Dublin Core may be expressed in plain text,
HTML, XML and RDF.
A common example of (guide) metacontent is the bibliographic classification, the subject, the Dewey Decimal class
number. There is always an implied statement in any "classification" of some object. To classify an object as, for
example, Dewey class number 514 (Topology) (i.e. books having the number 514 on their spine) the implied
statement is: "<book><subject heading><514>. This is a subject-predicate-object triple, or more importantly, a
class-attribute-value triple. The first two elements of the triple (class, attribute) are pieces of some structural
metadata having a defined semantic. The third element is a value, preferably from some controlled vocabulary, some
reference (master) data. The combination of the metadata and master data elements results in a statement which is a
metacontent statement i.e. "metacontent = metadata + master data". All these elements can be thought of as
"vocabulary". Both metadata and master data are vocabularies which can be assembled into metacontent statements.
There are many sources of these vocabularies, both meta and master data: UML, EDIFACT, XSD,
Dewey/UDC/LoC, SKOS, ISO-25964, Pantone, Linnaean Binomial Nomenclature etc. Using controlled
vocabularies for the components of metacontent statements, whether for indexing or finding, is endorsed by
ISO-25964 [3]: "If both the indexer and the searcher are guided to choose the same term for the same concept, then
relevant documents will be retrieved." This is particularly relevant when considering the behemoth of the internet,
Google. It simply indexes pages then matches text strings using its complex algorithm, there is no intelligence or
"inferencing" occurring. Just the illusion thereof.

Hierarchical, linear and planar schemata
Metadata schema can be hierarchical in nature where relationships exist between metadata elements and elements are
nested so that parent-child relationships exist between the elements. An example of a hierarchical metadata schema
is the IEEE LOM schema where metadata elements may belong to a parent metadata element. Metadata schema can
also be one-dimensional, or linear, where each element is completely discrete from other elements and classified
according to one dimension only. An example of a linear metadata schema is Dublin Core schema which is one
dimensional. Metadata schema are often two dimensional, or planar, where each element is completely discrete from
other elements but classified according to two orthogonal dimensions.

Metadata hypermapping
In all cases where the metadata schemata exceed the planar depiction, some type of hypermapping is required to
enable display and view of metadata according to chosen aspect and to serve special views. Hypermapping
frequently applies to layering of geographical and geological information overlays.

Granularity
The degree to which the data or metadata are structured is referred to as their granularity. Metadata with a high
granularity allow for deeper structured information and enable greater levels of technical manipulation however, a
lower level of granularity means that metadata can be created for considerably lower costs but will not provide as
detailed information. The major impact of granularity is not only on creation and capture, but moreover on
maintenance. As soon as the metadata structures get outdated, the access to the referred data will get outdated. Hence
granularity shall take into account the effort to create as well as the effort to maintain.
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Metadata standards
International standards apply to metadata. Much work is being accomplished in the national and international
standards communities, especially ANSI (American National Standards Institute) and ISO (International
Organization for Standardization) to reach consensus on standardizing metadata and registries.
The core standard is ISO/IEC 11179-1:2004 and subsequent standards (see ISO/IEC 11179). All yet published
registrations according to this standard cover just the definition of metadata and do not serve the structuring of
metadata storage or retrieval neither any administrative standardisation. It is important to note that this standard
refers to metadata as the data about containers of the data and not to metadata (metacontent) as the data about the
data contents. It should also be noted that this standard describes itself originally as a "data element" registry,
describing disembodied data elements, and explicitly disavows the capability of containing complex structures. Thus
the original term "data element" is more applicable than the later applied buzzword "metadata".
The Dublin Core metadata terms are a set of vocabulary terms which can be used to describe resources for the
purposes of discovery. The original set of 15 classic metadata terms, known as the Dublin Core Metadata Element
Set are endorsed in the following standards documents:
•• IETF RFC 5013
•• ISO Standard 15836-2009
•• NISO Standard Z39.85.
Although not a standard, Microformat (also mentioned in the section metadata on the internet below) is a web-based
approach to semantic markup which seeks to re-use existing HTML/XHTML tags to convey metadata. Microformat
follows XHTML and HTML standards but is not a standard in itself. One advocate of microformats, Tantek Çelik,
characterized a problem with alternative approaches:

“Here's a new language we want you to learn, and now you need to output these additional files on your server. It's a hassle. (Microformats)
lower the barrier to entry. ”

Metadata usage

Data virtualization
Data virtualization has emerged as the new software technology to complete the virtualization stack in the enterprise.
Metadata are used in data virtualization servers which are enterprise infrastructure components, alongside database
and application servers. Metadata in these servers are saved as persistent repository and describe business objects in
various enterprise systems and applications. Structural metadata commonality is also important to support data
virtualization.

Statistics and census services
Standardization work has had a large impact on efforts to build metadata systems in the statistical community[citation

needed]. Several metadata standardsWikipedia:Avoid weasel words are described, and their importance to statistical
agencies is discussed. Applications of the standardsWikipedia:Avoid weasel words at the Census Bureau,
Environmental Protection Agency, Bureau of Labor Statistics, Statistics Canada, and many others are
described[citation needed]. Emphasis is on the impact a metadata registry can have in a statistical agency.
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Library and information science
Libraries employ metadata in library catalogues, most commonly as part of an Integrated Library Management
System. Metadata are obtained by cataloguing resources such as books, periodicals, DVDs, web pages or digital
images. These data are stored in the integrated library management system, ILMS, using the MARC metadata
standard. The purpose is to direct patrons to the physical or electronic location of items or areas they seek as well as
to provide a description of the item/s in question.
More recent and specialized instances of library metadata include the establishment of digital libraries including
e-print repositories and digital image libraries. While often based on library principles, the focus on non-librarian
use, especially in providing metadata, means they do not follow traditional or common cataloging approaches. Given
the custom nature of included materials, metadata fields are often specially created e.g. taxonomic classification
fields, location fields, keywords or copyright statement. Standard file information such as file size and format are
usually automatically included.
Standardization for library operation has been a key topic in international standardization (ISO) for decades.
Standards for metadata in digital libraries include Dublin Core, METS, MODS, DDI, ISO standard Digital Object
Identifier (DOI), ISO standard Uniform Resource Name (URN), PREMIS schema, Ecological Metadata Language,
and OAI-PMH. Leading libraries in the world give hints on their metadata standards strategies.

Metadata and the law

United States

Problems involving metadata in litigation in the United States are becoming widespread.Wikipedia:Manual of
Style/Dates and numbers#Chronological items Courts have looked at various questions involving metadata,
including the discoverability of metadata by parties. Although the Federal Rules of Civil Procedure have only
specified rules about electronic documents, subsequent case law has elaborated on the requirement of parties to
reveal metadata. In October 2009, the Arizona Supreme Court has ruled that metadata records are public record.
Document metadata have proven particularly important in legal environments in which litigation has requested
metadata, which can include sensitive information detrimental to a party in court.
Using metadata removal tools to "clean" documents can mitigate the risks of unwittingly sending sensitive data. This
process partially (see Data remanence) protects law firms from potentially damaging leaking of sensitive data
through electronic discovery.

Metadata in healthcare
Australian researches in medicine started a lot of metadata definition for applications in health care. That approach
offers the first recognized attempt to adhere to international standards in medical sciences instead of defining a
proprietary standard under the WHO umbrella first.
The medical community yet did not approve the need to follow metadata standards despite respective research.[4]

Metadata and data warehousing
Data warehouse (DW) is a repository of an organization's electronically stored data. Data warehouses are designed to
manage and store the data whereas the business intelligence (BI) focuses on the usage of the data to facilitate
reporting and analysis.[5]

The purpose of a data warehouse is to house standardized, structured, consistent, integrated, correct, cleansed and 
timely data, extracted from various operational systems in an organization. The extracted data are integrated in the 
data warehouse environment in order to provide an enterprise wide perspective, one version of the truth. Data are 
structured in a way to specifically address the reporting and analytic requirements. The design of structural metadata
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commonality using a data modeling method such as entity relationship model diagramming is very important in any
data warehouse development effort.
An essential component of a data warehouse/business intelligence system is the metadata and tools to manage and
retrieve the metadata. Ralph Kimball describes metadata as the DNA of the data warehouse as metadata defines the
elements of the data warehouse and how they work together.
Kimball et al. refers to three main categories of metadata: Technical metadata, business metadata and process
metadata. Technical metadata are primarily definitional, while business metadata and process metadata are primarily
descriptive. Keep in mind that the categories sometimes overlap.
• Technical metadata define the objects and processes in a DW/BI system, as seen from a technical point of view.

The technical metadata include the system metadata which define the data structures such as: tables, fields, data
types, indexes and partitions in the relational engine, and databases, dimensions, measures, and data mining
models. Technical metadata define the data model and the way it is displayed for the users, with the reports,
schedules, distribution lists and user security rights.

• Business metadata are a content from the data warehouse described in more user-friendly terms. The business
metadata tell you what data you have, where they come from, what they mean and what their relationship is to
other data in the data warehouse. Business metadata may also serve as a documentation for the DW/BI system.
Users who browse the data warehouse are primarily viewing the business metadata.

• Process metadata are used to describe the results of various operations in the data warehouse. Within the ETL
process, all key data from tasks are logged on execution. This includes start time, end time, CPU seconds used,
disk reads, disk writes and rows processed. When troubleshooting the ETL or query process, this sort of data
becomes valuable. Process metadata are the fact measurement when building and using a DW/BI system. Some
organizations make a living out of collecting and selling this sort of data to companies - in that case the process
metadata becomes the business metadata for the fact and dimension tables. Collecting process metadata is in the
interest of business people who can use the data to identify the users of their products, which products they are
using and what level of service they are receiving.

Metadata on the Internet
The HTML format used to define web pages allows for the inclusion of a variety of types of metadata, from basic
descriptive text, dates and keywords to further advanced metadata schemes such as the Dublin Core, e-GMS, and
AGLS[6] standards. Pages can also be geotagged with coordinates. Metadata may be included in the page's header or
in a separate file. Microformats allow metadata to be added to on-page data in a way that users do not see, but
computers can readily access.
Interestingly, many search engines are cautious about using metadata in their ranking algorithms due to exploitation
of metadata and the practice of search engine optimization, SEO, to improve rankings. See Meta element article for
further discussion. Studies show that search engines respond to web pages with metadata implementations.[7]
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Metadata in the broadcast industry
In broadcast industry, metadata are linked to audio and video Broadcast media to:
• identify the media: clip or playlist names, duration, timecode, etc.
• describe the content: notes regarding the quality of video content, rating, description (for example, during a sport

event, keywords like goal, red card will be associated to some clips)
• classify media: metadata allow to sort the media or to easily and quickly find a video content (a TV news could

urgently need some archive content for a subject). For example, the BBC have a large subject classification
system, Lonclass, a customized version of the more general-purpose Universal Decimal Classification.

These metadata can be linked to the video media thanks to the video servers. All latest broadcasted sport events like
FIFA World Cup or Olympic Games use these metadata to distribute their video content to TV stations through
keywords. It's often the host broadcaster who is in charge of organizing metadata through its International Broadcast
Centre and its video servers. Those metadata are recorded with the images and are entered by metadata operators
(loggers) who associate in live metadata available in metadata grids through software (such as Multicam(LSM) or
IPDirector used during FIFA World Cup or Olympic Games).

Geospatial metadata
Metadata that describe geographic objects (such as datasets, maps, features, or simply documents with a geospatial
component) have a history dating back to at least 1994 (refer MIT Library page on FGDC Metadata [8]). This class
of metadata is described more fully on the Geospatial metadata page.

Ecological and environmental metadata
Ecological and environmental metadata are intended to document the who, what, when, where, why, and how of data
collection for a particular study. Metadata should be generated in a format commonly used by the most relevant
science community, such as Darwin Core, Ecological Metadata Language, or Dublin Core. Metadata editing tools
exist to facilitate metadata generation (e.g. Metavist, Mercury: Metadata Search System, Morpho). Metadata should
describe provenance of the data (where they originated, as well as any transformations the data underwent) and how
to give credit for (cite) the data products.

Digital music
CDs such as recordings of music will carry a layer of metadata about the recordings such as dates, artist, genre,
copyright owner, etc. The metadata, not normally displayed by CD players, can be accessed and displayed by
specialized music playback and/or editing applications.
The metadata for compressed and uncompressed digital music is often encoded in the ID3 tag. Common editors such
as TagLib support MP3, Ogg Vorbis, FLAC, MPC, Speex, WavPack TrueAudio, WAV, AIFF, MP4 and ASF file
formats.
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Cloud applications
With the availability of Cloud applications, which include those to add metadata to content, metadata is increasingly
available over the Internet.

Metadata administration and management

Metadata storage
Metadata can be stored either internally, in the same file as the data, or externally, in a separate file. Metadata that
are embedded with content is called embedded metadata. A data repository typically stores the metadata detached
from the data. Both ways have advantages and disadvantages:
•• Internal storage allows transferring metadata together with the data they describe; thus, metadata are always at

hand and can be manipulated easily. This method creates high redundancy and does not allow holding metadata
together.

• External storage allows bundling metadata, for example in a database, for more efficient searching. There is no
redundancy and metadata can be transferred simultaneously when using streaming. However, as most formats use
URIs for that purpose, the method of how the metadata are linked to their data should be treated with care. What
if a resource does not have a URI (resources on a local hard disk or web pages that are created on-the-fly using a
content management system)? What if the metadata can only be evaluated if there is a connection to the Web,
especially when using RDF? How to realize that a resource is replaced by another with the same name but
different content?

Moreover, there is the question of data format: storing metadata in a human-readable format such as XML can be
useful because users can understand and edit it without specialized tools. On the other hand, these formats are not
optimized for storage capacity; it may be useful to store metadata in a binary, non-human-readable format instead to
speed up transfer and save memory.

Metadata management
Metadata management is the end-to-end process and governance framework for creating, controlling, enhancing,
attributing, defining and managing a metadata schema, model or other structured aggregation, either independently
or within a repository and the associated supporting processes (often to enable the management of content). The
world Wide Web Consortium (W3C) has identified Governance as a key challenge in the advancement of third
generation Web Technologies (Web 3.0, Semantic Web), and a number of research prototypes, such as S3DB,
explore the use of semantic modeling to identify practical solutions.

Database management
Each relational database system has its own mechanisms for storing metadata. Examples of relational-database
metadata include:
•• Tables of all tables in a database, their names, sizes and number of rows in each table.
•• Tables of columns in each database, what tables they are used in, and the type of data stored in each column.
In database terminology, this set of metadata is referred to as the catalog. The SQL standard specifies a uniform
means to access the catalog, called the information schema, but not all databases implement it, even if they
implement other aspects of the SQL standard. For an example of database-specific metadata access methods, see
Oracle metadata. Programmatic access to metadata is possible using APIs such as JDBC, or SchemaCrawler.
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•• Agris: International Information System for the Agricultural Sciences
and Technology

•• Metadata publishing

•• Classification scheme •• Metadata registry
•• Crosswalk (metadata) •• Metamathematics
•• DataONE • METAFOR Common Metadata for Climate Modelling Digital

Repositories
• Data Dictionary (aka metadata repository) •• Microcontent
•• Dublin Core •• Microformat
•• Folksonomy •• Multicam(LSM)
• GEOMS – Generic Earth Observation Metadata Standard •• Ontology (computer science)
•• IPDirector •• Official statistics
•• ISO/IEC 11179 •• Paratext
•• Knowledge tag •• Preservation Metadata
•• Mercury: Metadata Search System •• SDMX
•• Meta element •• Semantic Web
•• Metadata Access Point Interface •• SGML
•• Metadata discovery •• The Metadata Company
•• Metadata facility for Java •• Universal Data Element Framework
•• Metadata from Wikiversity •• Vocabulary OneSource

•• XSD
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Database objects

Table
In relational databases and flat file databases, a table is an organized set of data elements (values) using a model of
vertical columns (which are identified by their name) and horizontal rows, the cell being the unit where a row and
column intersect. A table has a specified number of columns, but can have any number of rows. Each row is
identified by the values appearing in a particular column subset which has been identified as a unique key index.
Table is another term for relation; although there is the difference in that a table is usually a multiset (bag) of rows
whereas a relation is a set and does not allow duplicates. Besides the actual data rows, tables generally have
associated with them some metadata, such as constraints on the table or on the values within particular
columns.Wikipedia:Disputed statement|
The data in a table does not have to be physically stored in the database. Views are also relational tables, but their
data are calculated at query time. Another example are nicknames[clarify], which represent a pointer to a table in
another database.

Comparisons
In non-relational systems, hierarchical databases, the distant counterpart of a table is a structured file, representing
the rows of a table in each record of the file and each column in a record.This structure implies that a record can have
repeating information, Generally in the child data segments.Data are stored in sequence of records which are
equivalent to table term of a relational database.with each record having equivalent rows.
Unlike a spreadsheet, the datatype of field is ordinarily defined by the schema describing the table. Some SQL
systems, such as SQLite, are less strict about field datatype definitions.

Tables versus relations
In terms of the relational model of databases, a table can be considered a convenient representation of a relation, but
the two are not strictly equivalent. For instance, an SQL table can potentially contain duplicate rows, whereas a true
relation cannot contain duplicate tuples. Similarly, representation as a table implies a particular ordering to the rows
and columns, whereas a relation is explicitly unordered. However, the database system does not guarantee any
ordering of the rows unless an ORDER BY clause is specified in the SELECT statement that queries the table.
An equally valid representations of a relation is as an n-dimensional chart, where n is the number of attributes (a
table's columns). For example, a relation with two attributes and three values can be represented as a table with two
columns and three rows, or as a two-dimensional graph with three points. The table and graph representations are
only equivalent if the ordering of rows is not significant, and the table has no duplicate rows.
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Table types
Two types of tables exist:
• A relational table, which is the basic structure to hold user data in a relational database.
• An object table, which is a table that uses an object type to define a column. It is defined to hold instances of

objects of a defined type.
In SQL, the CREATE TABLE statement creates these tables.

References

Column
In the context of a relational database table, a column is a set of data values of a particular simple type, one for each
row of the table.[1] The columns provide the structure according to which the rows are composed.
The term field is often used interchangeably with column, although many consider it more correct to use field (or
field value) to refer specifically to the single item that exists at the intersection between one row and one column.
In relational database terminology, column's equivalent is called attribute.
For example, a table that represents companies might have the following columns:
•• ID (integer identifier, unique to each row)
•• Name (text)
•• Address line 1 (text)
•• Address line 2 (text)
•• City (integer identifier, drawn from a separate table of cities, from which any state or country information would

be drawn)
•• Postal code (text)
•• Industry (integer identifier, drawn from a separate table of industries)
•• etc.
Each row would provide a data value for each column and would then be understood as a single structured data
value, in this case representing a company. More formally, each row can be interpreted as a relvar, composed of a set
of tuples, with each tuple consisting of the two items: the name of the relevant column and the value this row
provides for that column.

Column 1 Column 2

Row 1 Row 1, Column 1 Row 1, Column 2

Row 2 Row 2, Column 1 Row 2, Column 2

Row 3 Row 3, Column 1 Row 3, Column 2

Examples of database: PostgreSQL, MySQL, SQL Server, Access, Oracle, Sybase, DB2.
Coding involved: SQL [Structured Query Language]
See more at SQL.
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Field
In computer science, data that has several parts can be divided into fields. Relational databases arrange data as sets
of database records, also called rows. Each record consists of several fields; the fields of all records form the
columns.
In object-oriented programming, field (also called data member or member variable) is the data encapsulated within
a class or object. In the case of a regular field (also called instance variable), for each instance of the object there is
an instance variable: for example, an Employee class has a Name field and there is one distinct name per
employee. A static field (also called class variable) is one variable, which is shared by all instances.

Fixed length
Fields that contain a fixed number of bits are known as fixed length fields. A four byte field for example may contain
a 31 bit binary integer plus a sign bit (32 bits in all). A 30 byte name field may contain a persons name typically
padded with blanks at the end. The disadvantage of using fixed length fields is that some part of the field may be
wasted but space is still required for the maximum length case. Also, where fields are omitted, padding for the
missing fields is still required to maintain fixed start positions within a record for instance.

Variable length
A variable length field is not always the same physical size. Such fields are nearly always used for text fields that
can be large, or fields that vary greatly in length. For example, a bibliographical database like PubMed has many
small fields such as publication date and author name, but also has abstracts, which vary greatly in length. Reserving
a fixed-length field of some length would be inefficient because it would enforce a maximum length on abstracts,
and because space would be wasted in most records (particularly if many articles lacked abstracts entirely).
Database implementations commonly store varying-length fields in special ways, in order to make all the records of
a given type have a uniform small size. Doing so can help performance. On the other hand, data in serialized forms
such as stored in typical file systems, transmitted across networks, and so on usually uses quite different performance
strategies. The choice depends on factors such as the total size of records, performance characteristics of the storage
medium, and the expected patterns of access.
Database implementations typically store variable length fields in ways such as
• a sequence of characters or bytes, followed by an end-marker that is prohibited within the string itself. This makes

it slower to access later fields in the same record because the later fields are not always at the same physical
distance from the start of the record.

• a pointer to data in some other location, such as a URI, a file offset (and perhaps length), or a key identifying a
record in some special place. This typically speeds up processes that don't need the contents of the variable length
field(s), but slows processes that do.

• a length prefix followed by the specified number of characters or bytes. This avoids searches for an end-marker as
in the first method, and avoids the loss of locality of reference as in the second method. On the other hand, it
imposes a maximum length: the biggest number that can be represented using the (generally fixed length) prefix.
In addition, records still vary in length, and must be traversed in order to reach later fields.

If a varying-length field is often empty, additional optimizations come into play.
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Row
In the context of a relational database, a row—also called a record —represents a single, implicitly structured data
item in a table. In simple terms, a database table can be thought of as consisting of rows and columns or fields. Each
row in a table represents a set of related data, and every row in the table has the same structure.
For example, in a table that represents companies, each row would represent a single company. Columns might
represent things like company name, company street address, whether the company is publicly held, its VAT
number, etc.. In a table that represents the association of employees with departments, each row would associate one
employee with one department.
In a less formal usage, e.g. for a database which is not formally relational, a record is equivalent to a row as
described above, but is not usually referred to as a row.
The implicit structure of a row, and the meaning of the data values in a row, requires that the row be understood as
providing a succession of data values, one in each column of the table. The row is then interpreted as a relvar
composed of a set of tuples, with each tuple consisting of the two items: the name of the relevant column and the
value this row provides for that column.
Each column expects a data value of a particular type. For example, one column might require a unique identifier,
another might require text representing a person's name, another might require an integer representing hourly pay in
cents.

- Column 1 Column 2

Row (Record) 1 Row 1, Column (Field)1 Row 1, Column 2

Row 2 Row 2, Column 1 Row 2, Column 2

Row 3 Row 3, Column 1 Row 3, Column 2
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Data type
In computer science and computer programming, a data type or simply type is a classification identifying one of
various types of data, such as real, integer or Boolean, that determines the possible values for that type; the
operations that can be done on values of that type; the meaning of the data; and the way values of that type can be
stored.[1][2]

Overview
Data types are used within type systems, which offer various ways of defining, implementing and using them.
Different type systems ensure varying degrees of type safety. Formally, a type can be defined as "any property of a
programme we can determine without executing the program".[3]

Almost all programming languages explicitly include the notion of data type, though different languages may use
different terminology. Common data types may include:
• integers,
• booleans,
• characters,
• floating-point numbers,
• alphanumeric strings.
For example, in the Java programming language, the "int" type represents the set of 32-bit integers ranging in value
from -2,147,483,648 to 2,147,483,647, as well as the operations that can be performed on integers, such as addition,
subtraction, and multiplication. Colors, on the other hand, are represented by three bytes denoting the amounts each
of red, green, and blue, and one string representing that color's name; allowable operations include addition and
subtraction, but not multiplication.
Most programming languages also allow the programmer to define additional data types, usually by combining
multiple elements of other types and defining the valid operations of the new data type. For example, a programmer
might create a new data type named "complex number" that would include real and imaginary parts. A data type also
represents a constraint placed upon the interpretation of data in a type system, describing representation,
interpretation and structure of values or objects stored in computer memory. The type system uses data type
information to check correctness of computer programs that access or manipulate the data.
Most data types in statistics have comparable types in computer programming, and vice-versa, as shown in the
following table:

Statistics Computer programming

real-valued (interval scale) floating-point

real-valued (ratio scale)

count data (usually non-negative) integer

binary data Boolean

categorical data enumerated type

random vector list or array

random matrix two-dimensional array

random tree tree
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Definition of a "type"
(Parnas, Shore & Weiss 1976) identified five definitions of a "type" that were used—sometimes implicitly—in the
literature:
Syntactic

A type is a purely syntactic label associated with a variable when it is declared. Such definitions of "type" do
not give any semantic meaning to types.

Representation
A type is defined in terms of its composition of more primitive types—often machine types.

Representation and behaviour
A type is defined as its representation and a set of operators manipulating these representations.

Value space
A type is a set of possible values which a variable can possess. Such definitions make it possible to speak
about (disjoint) unions or Cartesian products of types.

Value space and behaviour
A type is a set of values which a variable can possess and a set of functions that one can apply to these values.

The definition in terms of a representation was often done in imperative languages such as ALGOL and Pascal,
while the definition in terms of a value space and behaviour was used in higher-level languages such as Simula and
CLU.

Classes of data types

Primitive data types

Machine data types

All data in computers based on digital electronics is represented as bits (alternatives 0 and 1) on the lowest level. The
smallest addressable unit of data is usually a group of bits called a byte (usually an octet, which is 8 bits). The unit
processed by machine code instructions is called a word (as of 2011, typically 32 or 64 bits). Most instructions
interpret the word as a binary number, such that a 32-bit word can represent unsigned integer values from 0 to

or signed integer values from to . Because of two's complement, the machine language
and machine doesn't need to distinguish between these unsigned and signed data types for the most part.
There is a specific set of arithmetic instructions that use a different interpretation of the bits in word as a
floating-point number.
Machine data types need to be exposed or made available in systems or low-level programming languages, allowing
fine-grained control over hardware. The C programming language, for instance, supplies integer types of various
widths, such as short and long. If a corresponding native type does not exist on the target platform, the compiler
will break them down into code using types that do exist. For instance, if a 32-bit integer is requested on a 16 bit
platform, the compiler will tacitly treat it as an array of two 16 bit integers.
Several languages allow binary and hexadecimal literals, for convenient manipulation of machine data.
In higher level programming, machine data types are often hidden or abstracted as an implementation detail that
would render code less portable if exposed. For instance, a generic numeric type might be supplied instead of
integers of some specific bit-width.
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Boolean type

The Boolean type represents the values: true and false. Although only two values are possible, they are rarely
implemented as a single binary digit for efficiency reasons. Many programming languages do not have an explicit
boolean type, instead interpreting (for instance) 0 as false and other values as true.

Numeric types

Such as:
• The integer data types, or "whole numbers". May be subtyped according to their ability to contain negative values

(e.g. unsigned in C and C++). May also have a small number of predefined subtypes (such as short and
long in C/C++); or allow users to freely define subranges such as 1..12 (e.g. Pascal/Ada).

• Floating point data types, sometimes misleadingly called reals, contain fractional values. They usually have
predefined limits on both their maximum values and their precision. These are often represented as decimal
numbers.

• Fixed point data types are convenient for representing monetary values. They are often implemented internally as
integers, leading to predefined limits.

• Bignum or arbitrary precision numeric types lack predefined limits. They are not primitive types, and are used
sparingly for efficiency reasons.

Composite types
Composite types are derived from more than one primitive type. This can be done in a number of ways. The ways
they are combined are called data structures. Composing a primitive type into a compound type generally results in a
new type, e.g. array-of-integer is a different type to integer.
• An array stores a number of elements of the same type in a specific order. They are accessed using an integer to

specify which element is required (although the elements may be of almost any type). Arrays may be fixed-length
or expandable.

• Record (also called tuple or struct) Records are among the simplest data structures. A record is a value that
contains other values, typically in fixed number and sequence and typically indexed by names. The elements of
records are usually called fields or members.

• Union. A union type definition will specify which of a number of permitted primitive types may be stored in its
instances, e.g. "float or long integer". Contrast with a record, which could be defined to contain a float and an
integer; whereas, in a union, there is only one value at a time.

• A tagged union (also called a variant, variant record, discriminated union, or disjoint union) contains an additional
field indicating its current type, for enhanced type safety.

• A set is an abstract data structure that can store certain values, without any particular order, and no repeated
values. Values themselves are not retrieved from sets, rather one tests a value for membership to obtain a boolean
"in" or "not in".

• An object contains a number of data fields, like a record, and also a number of program code fragments for
accessing or modifying them. Data structures not containing code, like those above, are called plain old data
structure.

Many others are possible, but they tend to be further variations and compounds of the above.
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Enumerations

The enumerated type. This has values which are different from each other, and which can be compared and assigned,
but which do not necessarily have any particular concrete representation in the computer's memory; compilers and
interpreters can represent them arbitrarily. For example, the four suits in a deck of playing cards may be four
enumerators named CLUB, DIAMOND, HEART, SPADE, belonging to an enumerated type named suit. If a variable
V is declared having suit as its data type, one can assign any of those four values to it. Some implementations allow
programmers to assign integer values to the enumeration values, or even treat them as type-equivalent to integers.

String and text types

Such as:
• Alphanumeric character. A letter of the alphabet, digit, blank space, punctuation mark, etc.
• Alphanumeric strings, a sequence of characters. They are typically used to represent words and text.
Character and string types can store sequences of characters from a character set such as ASCII. Since most
character sets include the digits, it is possible to have a numeric string, such as "1234". However, many languages
would still treat these as belonging to a different type to the numeric value 1234.
Character and string types can have different subtypes according to the required character "width". The original 7-bit
wide ASCII was found to be limited, and superseded by 8 and 16-bit sets, which can encode a wide variety of
non-Latin alphabets (Hebrew, Chinese) and other symbols. Strings may be either stretch-to-fit or of fixed size, even
in the same programming language. They may also be subtyped by their maximum size.
Note: strings are not primitive in all languages, for instance C: they may be composed from arrays of characters.

Other types
Types can be based on, or derived from, the basic types explained above. In some languages, such as C, functions
have a type derived from the type of their return value.

Pointers and references

The main non-composite, derived type is the pointer, a data type whose value refers directly to (or "points to")
another value stored elsewhere in the computer memory using its address. It is a primitive kind of reference. (In
everyday terms, a page number in a book could be considered a piece of data that refers to another one). Pointers are
often stored in a format similar to an integer; however, attempting to dereference or "look up" a pointer whose value
was never a valid memory address would cause a program to crash. To ameliorate this potential problem, pointers
are considered a separate type to the type of data they point to, even if the underlying representation is the same.

Abstract data types
Any type that does not specify an implementation is an abstract data type. For instance, a stack (which is an abstract
type) can be implemented as an array (a contiguous block of memory containing multiple values), or as a linked list
(a set of non-contiguous memory blocks linked by pointers).
Abstract types can be handled by code that does not know or "care" what underlying types are contained in them.
Programming that is agnostic about concrete data types is called generic programming. Arrays and records can also
contain underlying types, but are considered concrete because they specify how their contents or elements are laid
out in memory.
Examples include:
• A queue is a first-in first-out list. Variations are Deque and Priority queue.
• A set can store certain values, without any particular order, and with no repeated values.
• A stack is a last-in, first out.
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• A tree is a hierarchical structure.
• A graph.
• A hash or dictionary or map or Map/Associative array/Dictionary is a more flexible variation on a record, in

which name-value pairs can be added and deleted freely.
• A smart pointer is the abstract counterpart to a pointer. Both are kinds of reference

Utility types
For convenience, high-level languages may supply ready-made "real world" data types, for instance times, dates and
monetary values and memory, even where the language allows them to be built from primitive types.

Type systems
A type system associates types with each computed value. By examining the flow of these values, a type system
attempts to prove that no type errors can occur. The type system in question determines what constitutes a type error,
but a type system generally seeks to guarantee that operations expecting a certain kind of value are not used with
values for which that operation does not make sense.
A compiler may use the static type of a value to optimize the storage it needs and the choice of algorithms for
operations on the value. In many C compilers the float data type, for example, is represented in 32 bits, in accord
with the IEEE specification for single-precision floating point numbers. They will thus use floating-point-specific
microprocessor operations on those values (floating-point addition, multiplication, etc.).
The depth of type constraints and the manner of their evaluation affect the typing of the language. A programming
language may further associate an operation with varying concrete algorithms on each type in the case of type
polymorphism. Type theory is the study of type systems, although the concrete type systems of programming
languages originate from practical issues of computer architecture, compiler implementation, and language design.
Type systems may be variously static or dynamic, strong or weak typing, and so forth.
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Statements

Select
The SQL SELECT statement returns a result set of records from one or more tables.
A SELECT statement retrieves zero or more rows from one or more database tables or database views. In most
applications, SELECT is the most commonly used Data Manipulation Language (DML) command. As SQL is a
declarative programming language, SELECT queries specify a result set, but do not specify how to calculate it. The
database translates the query into a "query plan" which may vary between executions, database versions and
database software. This functionality is called the "query optimizer" as it is responsible for finding the best possible
execution plan for the query, within applicable constraints.
The SELECT statement has many optional clauses:
• WHERE specifies which rows to retrieve.
• GROUP BY groups rows sharing a property so that an aggregate function can be applied to each group.
• HAVING selects among the groups defined by the GROUP BY clause.
• ORDER BY specifies an order in which to return the rows.
• AS provides an alias which can be used to temporarily rename tables or columns.

Examples

Table "T" Query Result

C1 C2

1 a

2 b

SELECT * FROM T;

C1 C2

1 a

2 b

C1 C2

1 a

2 b

SELECT C1 FROM T;

C1

1

2

C1 C2

1 a

2 b

SELECT * FROM T WHERE C1 = 1;

C1 C2

1 a

C1 C2

1 a

2 b

SELECT * FROM T ORDER BY C1 DESC;

C1 C2

2 b

1 a

Given a table T, the query SELECT * FROM T will result in all the elements of all the rows of the table being
shown.
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With the same table, the query SELECT C1 FROM T will result in the elements from the column C1 of all the
rows of the table being shown. This is similar to a projection in Relational algebra, except that in the general case,
the result may contain duplicate rows. This is also known as a Vertical Partition in some database terms, restricting
query output to view only specified fields or columns.
With the same table, the query SELECT * FROM T WHERE C1 = 1 will result in all the elements of all the
rows where the value of column C1 is '1' being shown — in Relational algebra terms, a selection will be performed,
because of the WHERE clause. This is also known as a Horizontal Partition, restricting rows output by a query
according to specified conditions.
With more than one table, the result set will be every combination of rows. So if two tables are T1 and T2, SELECT
* FROM T1, T2 will result in every combination of T1 rows with every T2 rows. E.g., if T1 has 3 rows and T2
has 5 rows, then 15 rows will result.

Limiting result rows
Often it is convenient to indicate a maximum number of rows that are returned. This can be used for testing or to
prevent consuming excessive resources if the query returns more information than expected. The approach to do this
often varies per vendor.
In ISO SQL:2003, result sets may be limited by using
• cursors, or
• By introducing SQL window function to the SELECT-statement
ISO SQL:2008 introduced the FETCH FIRST clause.

ROW_NUMBER() window function
ROW_NUMBER() OVER may be used for a simple table on the returned rows, e.g. to return no more than ten rows:

SELECT * FROM

( SELECT

    ROW_NUMBER() OVER (ORDER BY sort_key ASC) AS row_number,

    columns

  FROM tablename

) AS foo

WHERE row_number <= 11

ROW_NUMBER can be non-deterministic: if sort_key is not unique, each time you run the query it is possible to get
different row numbers assigned to any rows where sort_key is the same. When sort_key is unique, each row will
always get a unique row number.

RANK() window function
The RANK() OVER window function acts like ROW_NUMBER, but may return more than n rows in case of tie
conditions, e.g. to return the top-10 youngest persons:

SELECT * FROM (

  SELECT

    RANK() OVER (ORDER BY age ASC) AS ranking,

    person_id,

    person_name,

    age

  FROM person
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)AS foo

WHERE ranking <= 10

The above code could return more than ten rows, e.g. if there are two people of the same age, it could return eleven
rows.

FETCH FIRST clause
Since ISO SQL:2008 results limits can be specified as in the following example using the FETCH FIRST clause.
SELECT * FROM T FETCH FIRST 10 ROWS ONLY

This clause currently is supported by CA DATACOM/DB 11,IBM DB2, Sybase SQL Anywhere, PostgreSQL,
EffiProz, H2, HSQLDB version 2.0, Microsoft SQL Server 2012 and Oracle 12c.

Result limits
Not all DBMSs support the mentioned window functions, and non-standard syntax has to be used. Below, variants of
the simple limit query for different DBMSes are listed:

SET ROWCOUNT 10
SELECT * FROM T

MS SQL Server (This also works on Microsoft SQL Server 6.5 while
the Select top 10 * from T does not)

SELECT * FROM T LIMIT 10 OFFSET 20 Netezza, MySQL, Sybase SQL Anywhere, PostgreSQL (also supports
the standard, since version 8.4), SQLite, HSQLDB, H2, Vertica,
Polyhedra

SELECT * from T WHERE ROWNUM <= 10 Oracle

SELECT FIRST 10 * from T Ingres

SELECT FIRST 10 * FROM T order by a Informix

SELECT SKIP 20 FIRST 10 * FROM T order by c, d Informix (row numbers are filtered after order by is evaluated. SKIP
clause was introduced in a v10.00.xC4 fixpack)

SELECT TOP 10 * FROM T MS SQL Server, Sybase ASE, MS Access, Sybase IQ, Teradata

SELECT TOP 10 START AT 20 * FROM T Sybase SQL Anywhere (also supports the standard, since version
9.0.1)

SELECT FIRST 10 SKIP 20 * FROM T Interbase, Firebird

SELECT * FROM T ROWS 20 TO 30 Firebird (since version 2.1)

SELECT * FROM T
WHERE ID_T > 10 FETCH FIRST 10 ROWS ONLY

DB2

SELECT * FROM T
WHERE ID_T > 20 FETCH FIRST 10 ROWS ONLY

DB2 (new rows are filtered after comparing with key column of table
T)
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Hierarchical query
Some databases provide specialised syntax for hierarchical data.

Window function
A window function in SQL:2003 is an aggregate function applied to a partition of the result set.
For example,

sum(population) OVER( PARTITION BY city )

calculates the sum of the populations of all rows having the same city value as the current row.
Partitions are specified using the OVER clause which modifies the aggregate. Syntax:

<OVER_CLAUSE> :: =

   OVER ( [ PARTITION BY <expr>, ... ]

          [ ORDER BY <expression> ] )

The OVER clause can partition and order the result set. Ordering is used for order-relative functions such as
row_number.

Query evaluation ANSI
The processing of a SELECT statement according to ANSI SQL would be the following:[1]

select g.*

from users u inner join groups g on g.Userid = u.Userid

where u.LastName = 'Smith'

and u.FirstName = 'John'

2.2. the FROM clause is evaluated, a cross join or Cartesian product is produced for the first two tables in the FROM
clause resulting in a virtual table as Vtable1

3.3. the ON clause is evaluated for vtable1; only records which meet the join condition g.Userid = u.Userid are
inserted into Vtable2

4.4. If an outer join is specified, records which were dropped from vTable2 are added into VTable 3, for instance if
the above query were:

select u.*

from users u left join groups g on g.Userid = u.Userid

where u.LastName = 'Smith'

and u.FirstName = 'John' 

all users who did not belong to any groups would be added back into Vtable3
5.5. the WHERE clause is evaluated, in this case only group information for user John Smith would be added to

vTable4
6.6. the GROUP BY is evaluated; if the above query were:

select g.GroupName, count(g.*) as NumberOfMembers

from users u inner join groups g on g.Userid = u.Userid

group by GroupName

vTable5 would consist of members returned from vTable4 arranged by the grouping, in this case the GroupName
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7.7. the HAVING clause is evaluated for groups for which the HAVING clause is true and inserted into vTable6. For
example:

select g.GroupName, count(g.*) as NumberOfMembers

from users u inner join groups g on g.Userid = u.Userid

group by GroupName

having count(g.*) > 5

8.8. the SELECT list is evaluated and returned as Vtable 7
9.9. the DISTINCT clause is evaluated; duplicate rows are removed and returned as Vtable 8
10.10. the ORDER BY clause is evaluated, ordering the rows and returning VCursor9. This is a cursor and not a table

because ANSI defines a cursor as an ordered set of rows (not relational).

Generating Data in T-SQL
Method to generate data based on the union all

select 1 a, 1 b union all

select 1, 2 union all

select 1, 3 union all

select 2, 1 union all

select 5, 1

Enhancement made in SQL Server 2008 release

select * 

from (values (1, 1), (1, 2), (1, 3), (2, 1), (5, 1)) as x(a, b)
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• Postgres SELECT Syntax. (http:/ / www. postgresql. org/ docs/ current/ static/ sql-select. html)
• SQLite SELECT Syntax. (http:/ / www. sqlite. org/ lang_select. html)
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Result set
An SQL result set is a set of rows from a database, as well as metadata about the query such as the column names,
and the types and sizes of each column. Depending on the database system, the number of rows in the result set may
or may not be known. Usually, this number is not known up front because the result set is built on-the-fly.
Precomputations often impose undesired performance impacts.Wikipedia:Disputed statement
A result set is effectively a table. The ORDER BY clause can be used in a query to impose a certain sort condition
on the rows. Without that clause, there is no guarantee whatsoever on the order in which the rows are returned.

Synonym (database)
A synonym is an alias or alternate name for a table, view, sequence, or other schema object. They are used mainly to
make it easy for users to access database objects owned by other users. They hide the underlying object's identity and
make it harder for a malicious program or user to target the underlying object. Because a synonym is just an alternate
name for an object, it requires no storage other than its definition. When an application uses a synonym, the DBMS
forwards the request to the synonym's underlying base object. By coding your programs to use synonyms instead of
database object names, you insulate yourself from any changes in the name, ownership, or object locations. If you
frequently refer to a database object that has a long name, you might appreciate being able to refer to it with a shorter
name without having to rename it and alter the code referring to it.
Synonyms are very powerful from the point of view of allowing users access to objects that do not lie within their
schema. All synonyms have to be created explicitly with the CREATE SYNONYM command and the underlying
objects can be located in the same database or in other databases that are connected by database links[clarify].
There are two major uses of synonyms:
• Object invisibility: Synonyms can be created to keep the original object hidden from the user.
• Location invisibility: Synonyms can be created as aliases for tables and other objects that are not part of the local

database.
When you create a table or a procedure, it is created in your schema, and other users can access it only by using your
schema name as a prefix to the object's name. The way around for this is for the schema owner creates a synonym
with the same name as the table name.

Public synonyms
Public synonyms are owned by special schema in the Oracle Database called PUBLIC. As mentioned earlier, public
synonyms can be referenced by all users in the database. Public synonyms are usually created by the application
owner for the tables and other objects such as procedures and packages so the users of the application can see the
objects.
The following code shows how to create a public synonym for the employee table:

CREATE PUBLIC SYNONYM employees for hr.employees;

Now any user can see the table by just typing the original table name. If you wish, you could provide a different
table name for that table in the CREATE SYNONYM statement. Remember that the DBA must explicitly grant the
CREATE PUBLIC SYNONYM privilege to the user HR before HR can create any public synonyms. Just because
you can see a table through public (or private) synonym doesn’t mean that you can also perform SELECT, INSERT,
UPDATE or DELETE operations on the table. To be able to perform those operations, a user needs specific
privileges for the underlying object, either directly or through roles from the application owner.
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Private synonyms
A private synonym is a synonym within a database schema that a developer typically uses to mask the true name of a
table, view stored procedure, or other database object in an application schema.
Private synonyms, unlike public synonyms, can be referenced only by the schema that owns the table or object. You
may want to create private synonyms when you want to refer to the same table by different contexts. Private
synonym overrides public synonym definitions. You create private synonyms the same way you create public
synonyms, but you omit the PUBLIC keyword in the CREATE statement.
The following example shows how to create a private synonym called addresses for the locations table. Note that
once you create the private synonym, you can refer to the synonym exactly as you would the original table name.

CREATE SYNONYM addresses FOR hr.locations;

Drop a synonym
Synonyms, both private and public, are dropped in the same manner by using the DROP SYNONYM command, but
there is one important difference. If you are dropping a public synonym; you need to add the keyword PUBLIC after
the keyword DROP.

DROP SYNONYM addresses;

The ALL_SYNONYMS (or DBA_SYNONYMS) view provides information on all synonyms in your database.
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Alias (SQL)
An alias is a feature of SQL that is supported by most, if not all, relational database management systems
(RDBMSs). Aliases provide database administrators, as well as other database users, with the ability to reduce the
amount of code required for a query, and to make queries generally simpler to understand. In addition, aliasing can
be used as an obfuscation technique to protect the real names of database fields.
In SQL, you can alias both tables themselves, which is called a Correlation Name,[1] or columns. A programmer can
temporarily assign another name to a table or column (for the duration of the SELECT query) by using an alias. In
other words, it does not actually rename the column or table. This is often useful when either tables or their columns
have very long or complex names. An alias name could be anything, but usually it is kept short. For example, it
might be common to use a table alias such as "pi" for a table named "price_information".
The general syntax of an alias is SELECT * FROM table_name [AS] alias_name. Note that the AS
keyword is completely optional and is usually kept for readability purposes. Here is some sample data that the
queries below will be referencing:

Department Table

DepartmentID DepartmentName

31 Sales

33 Engineering

34 Clerical

35 Marketing

Using a table alias:

 SELECT D.DepartmentName FROM Department AS D

We can also write the same query like this (Note that the AS clause is omitted this time):

 SELECT D.DepartmentName FROM Department D

A column alias is similar:

 SELECT d.DepartmentId AS Id, d.DepartmentName AS Name FROM Department d

In the returned result sets, the data shown above would be returned, with the only exception being "DepartmentID"
would show up as "Id", and "DepartmentName" would show up as "Name".
Also, if only one table is being selected and the query is not using table joins, it is permissible to omit the table name
or table alias from the column name in the SELECT statement. Example as follows:

 SELECT DepartmentId AS Id, DepartmentName AS Name FROM Department d 

References
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Insert
An SQL INSERT statement adds one or more records to any single table in a relational database.

Basic form
Insert statements have the following form:
• INSERT INTO table (column1 [, column2, column3 ... ]) VALUES (value1 [, value2, value3 ... ])
The number of columns and values must be the same. If a column is not specified, the default value for the column is
used. The values specified (or implied) by the INSERT statement must satisfy all the applicable constraints (such as
primary keys, CHECK constraints, and NOT NULL constraints). If a syntax error occurs or if any constraints are
violated, the new row is not added to the table and an error returned instead.
Example:

INSERT INTO phone_book (name, number) VALUES ('John Doe', '555-1212');

Shorthand may also be used, taking advantage of the order of the columns when the table was created. It is not
required to specify all columns in the table since any other columns will take their default value or remain null:
• INSERT INTO table VALUES (value1, [value2, ... ])
Example for inserting data into 2 columns in the phone_book table and ignoring any other columns which may be
after the first 2 in the table.

INSERT INTO phone_book VALUES ('John Doe', '555-1212');

Advanced forms

Multirow inserts
A SQL feature (since SQL-92) is the use of row value constructors to insert multiple rows at a time in a single SQL
statement:

INSERT INTO table (column-a, [column-b, ...])

VALUES ('value-1a', ['value-1b', ...]),

       ('value-2a', ['value-2b', ...]),

       ...

This feature is supported by DB2, SQL Server (since version 10.0 - i.e. 2008), PostgreSQL (since version 8.2),
MySQL, sqlite (since version 3.7.11) and H2.
Example (assuming that 'name' and 'number' are the only columns in the 'phone_book' table):

INSERT INTO phone_book VALUES ('John Doe', '555-1212'), ('Peter Doe', 

'555-2323');

which may be seen as a shorthand for the two statements

INSERT INTO phone_book VALUES ('John Doe', '555-1212');

INSERT INTO phone_book VALUES ('Peter Doe', '555-2323');

Note that the two separate statements may have different semantics (especially with respect to statement triggers)
and may not provide the same performance as a single multi-row insert.
To insert multiple rows in MS SQL you can use such a construction:
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INSERT INTO phone_book

SELECT 'John Doe', '555-1212'

UNION ALL

SELECT 'Peter Doe', '555-2323';

Note that this is not a valid SQL statement according to the SQL standard (SQL:2003) due to the incomplete
subselect clause.
To do the same in Oracle use the DUAL table, which always consists of a single row only:

INSERT INTO phone_book

SELECT 'John Doe', '555-1212' FROM DUAL

UNION ALL

SELECT 'Peter Doe','555-2323' FROM DUAL

A standard-conforming implementation of this logic shows the following example, or as shown above:

INSERT INTO phone_book

SELECT 'John Doe', '555-1212' FROM LATERAL ( VALUES (1) ) AS t(c)

UNION ALL

SELECT 'Peter Doe','555-2323' FROM LATERAL ( VALUES (1) ) AS t(c)

Oracle PL/SQL supports the "INSERT ALL" statement, where multiple insert statements are terminated by a
SELECT:

INSERT ALL

INTO phone_book VALUES ('John Doe', '555-1212')

INTO phone_book VALUES ('Peter Doe', '555-2323')

SELECT * FROM DUAL;

In Firebird inserting multiple rows can be achieved like this:

INSERT INTO phone_book ("name", "number")

SELECT 'John Doe', '555-1212' FROM RDB$DATABASE

UNION ALL

SELECT 'Peter Doe', '555-2323' FROM RDB$DATABASE;

Firebird however restricts the number of rows than can be inserted in this way, since there is a limit to the number
contexts that can be used in a single query.

Copying rows from other tables
An INSERT statement can also be used to retrieve data from other tables, modify it if necessary and insert it directly
into the table. All this is done in a single SQL statement that does not involve any intermediary processing in the
client application. A subselect is used instead of the VALUES clause. The subselect can contain joins, function calls,
and it can even query the same table into which the data is inserted. Logically, the select is evaluated before the
actual insert operation is started. An example is given below.

INSERT INTO phone_book2

SELECT *

FROM   phone_book

WHERE  name IN ('John Doe', 'Peter Doe')
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A variation is needed when some of the data from the source table is being inserted into the new table, but not the
whole record. (Or when the tables' schemas are not the same.)

INSERT INTO phone_book2 ( [name], [phoneNumber] )

SELECT [name], [phoneNumber]

FROM   phone_book

WHERE  name IN ('John Doe', 'Peter Doe')

The SELECT statement produces a (temporary) table, and the schema of that temporary table must match with the
schema of the table where the data is inserted into.

Retrieving the key
Database designers that use a surrogate key as the primary key for every table will run into the occasional scenario
where they need to automatically retrieve the database generated primary key from an SQL INSERT statement for
use in another SQL statements. Most systems do not allow SQL INSERT statements to return row data. Therefore, it
becomes necessary to implement a workaround in such scenarios. Common implementations include:
• Using a database-specific stored procedure that generates the surrogate key, performs the INSERT operation, and

finally returns the generated key. For example, in Microsoft SQL Server, the key is retrieved via the
SCOPE_IDENTITY() special function, while in SQLite the function is named last_insert_rowid().

• Using a database-specific SELECT statement on a temporary table containing last inserted row(s). DB2
implements this feature in the following way:

SELECT *

FROM NEW TABLE (

    INSERT INTO phone_book

    VALUES ( 'Peter Doe','555-2323' )

) AS t

DB2 for z/OS implements this feature in the following way.

SELECT EMPNO, HIRETYPE, HIREDATE

FROM FINAL TABLE (

    INSERT INTO EMPSAMP (NAME, SALARY, DEPTNO, LEVEL)

    VALUES(’Mary Smith’, 35000.00, 11, ’Associate’)
);

• Using a SELECT statement after the INSERT statement with a database-specific function that returns the
generated primary key for the most recently inserted row. For example, LAST_INSERT_ID() for MySQL.

• Using a unique combination of elements from the original SQL INSERT in a subsequent SELECT statement.
• Using a GUID in the SQL INSERT statement and retrieving it in a SELECT statement.
•• Using the OUTPUT clause in the SQL INSERT statement for MS-SQL Server 2005 and MS-SQL Server 2008.
• Using an INSERT statement with RETURNING clause for Oracle.

INSERT INTO phone_book VALUES ( 'Peter Doe','555-2323' )

RETURNING phone_book_id INTO v_pb_id

• Using an INSERT statement with RETURNING clause for PostgreSQL (since 8.2). The returned list is identical
to the result of a SELECT.

Firebird has the same syntax in Data Modification Language statements (DSQL); the statement may add at most one
row. In stored procedures, triggers and execution blocks (PSQL) the aforementioned Oracle syntax is used.
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INSERT INTO phone_book VALUES ( 'Peter Doe','555-2323' )

RETURNING phone_book_id

• Using the IDENTITY() function in H2 returns the last identity inserted.

SELECT IDENTITY();

Triggers
If triggers are defined on the table on which the INSERT statement operates, those triggers are evaluated in the
context of the operation. BEFORE INSERT triggers allow the modification of the values that shall be inserted into
the table. AFTER INSERT triggers cannot modify the data anymore, but can be used to initiate actions on other
tables, for example- to implement auditing mechanism.

References

External links
• Oracle SQL INSERT statement (Oracle Database SQL Language Reference, 11g Release 2 (11.2) on oracle.com)

(http:/ / download. oracle. com/ docs/ cd/ E11882_01/ server. 112/ e10592/ statements_9014. htm)
• Microsoft Access Append Query Examples and SQL INSERT Query Syntax (http:/ / www. fmsinc. com/

MicrosoftAccess/ query/ snytax/ append-query. html)

Update
An SQL UPDATE statement changes the data of one or more records in a table. Either all the rows can be updated,
or a subset may be chosen using a condition.
The UPDATE statement has the following form:[1]

UPDATE table_name SET column_name = value [, column_name = value ...] [WHERE condition]
For the UPDATE to be successful, the user must have data manipulation privileges (UPDATE privilege) on the table
or column and the updated value must not conflict with all the applicable constraints (such as primary keys, unique
indexes, CHECK constraints, and NOT NULL constraints).
In some databases, such as PostgreSQL, when a FROM clause is present, what essentially happens is that the target
table is joined to the tables mentioned in the fromlist, and each output row of the join represents an update operation
for the target table. When using FROM, one should ensure that the join produces at most one output row for each
row to be modified. In other words, a target row shouldn't join to more than one row from the other table(s). If it
does, then only one of the join rows will be used to update the target row, but which one will be used is not readily
predictable.[2]

Because of this indeterminacy, referencing other tables only within sub-selects is safer, though often harder to read
and slower than using a join.
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Examples
Set the value of column C1 in table T to 1, only in those rows where the value of column C2 is "a".

UPDATE T

   SET C1 = 1

 WHERE C2 = 'a'

In table T, set the value of column C1 to 9 and the value of C3 to 4 for all rows for which the value of column C2 is
"a".

UPDATE T

   SET C1 = 9,

       C3 = 4

 WHERE C2 = 'a'

Increase value of column C1 by 1 if the value in column C2 is "a".

UPDATE T

   SET C1 = C1 + 1

 WHERE C2 = 'a'

Prepend the value in column C1 with the string "text" if the value in column C2 is "a".

UPDATE T

   SET C1 = 'text' || C1

 WHERE C2 = 'a'

Set the value of column C1 in table T1 to 2, only if the value of column C2 is found in the sublist of values in
column C3 in table T2 having the column C4 equal to 0.

UPDATE T1

   SET C1 = 2

 WHERE C2 IN ( SELECT C3

                 FROM T2

                WHERE C4 = 0)

One may also update multiple columns in a single update statement:

UPDATE T

   SET C1 = 1,

       C2 = 2

Complex conditions and JOINs are also possible:

UPDATE T

   SET A = 1

 WHERE C1 = 1

   AND C2 = 2

Some databases allow the non-standard use of the FROM clause:

UPDATE a

   SET a.[updated_column] = updatevalue

  FROM articles a
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       JOIN classification c

         ON a.articleID = c.articleID

 WHERE c.classID = 1

Or on Oracle systems (assuming there is an index on classification.articleID):

UPDATE

(

  SELECT *

    FROM articles

    JOIN classification

      ON articles.articleID = classification.articleID

   WHERE classification.classID = 1

)

SET [updated_column] = updatevalue

Potential issues
See Halloween Problem. It is possible for certain kinds of UPDATE statements to become an infinite loop when the
WHERE clause and one or more SET clauses may utilize an intertwined index.

References
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Merge
A relational database management system uses SQL MERGE (also called upsert) statements to INSERT new
records or UPDATE existing records depending on whether or not a condition matches. It was officially introduced
in the SQL:2003 standard, and expanded in the SQL:2008 standard.

Usage
 MERGE INTO tablename USING table_reference ON (condition)

   WHEN MATCHED THEN

   UPDATE SET column1 = value1 [, column2 = value2 ...]

   WHEN NOT MATCHED THEN

   INSERT (column1 [, column2 ...]) VALUES (value1 [, value2 ...

Right join is employed over the Target (the INTO table) and the Source (the USING table / view / sub-query). That
is:
•• If rows present in the Source but missing from the Target do run the action then specifically the NOT MATCHED

action
•• If rows missing from the Source and present in Target are ignored then no action is performed on the Target.
If multiple Source rows match a given Target row, an error is mandated by SQL:2003 standards. You cannot update
a Target row multiple times with a MERGE statement
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Implementations
Database management systems Oracle Database, DB2, Teradata, EXASOL and MS SQL support the standard
syntax. Some also add non-standard SQL extensions.

Synonymous
Some database implementations adopted the term "Upsert" (a portmanteau of update and insert) to a database
statement, or combination of statements, that inserts a record to a table in a database if the record does not exist or, if
the record already exists, updates the existing record. It is also used to abbreviate the "MERGE" equivalent
pseudo-code.
It is used in Microsoft SQL Azure and MongoDB.
MongoDB provides an atomic upsert operation, which creates a new document by combining the criteria for the
update with the fields to change.

Example

Suppose a collection is used to track the number of times each page of a website is viewed. Upserts can be used to
avoid "seeding" the collection with all possible pages in advance. The collection starts off empty:

 > db.pages.find()

On each page view, the page's document is created if it doesn't exist yet and its views are incremented if it does.

 > db.pages.update({"_id" : "http://www.example.com"}, {"$inc" : 

{"views" : 1}}, {upsert : true})

 > db.pages.find()

 { "_id" : "http://www.example.com", "views" : 1 }

 > db.pages.update({"_id" : "http://www.example.com"}, {"$inc" : 

{"views" : 1}}, {upsert : true})

 { "_id" : "http://www.example.com", "views" : 2 }

Other non-standard implementations
Some other database management systems support this, or very similar behavior, through their own, non-standard
SQL extensions.
MySQL, for example, supports the use of INSERT ... ON DUPLICATE KEY UPDATE syntax[1] which can be
used to achieve a similar effect with the limitation that the join between target and source has to be made only on
PRIMARY KEY or UNIQUE constraints, which is not required in the ANSI/ISO standard. It also supports
REPLACE INTO syntax,[2] which first attempts an insert, and if that fails, deletes the row, if exists, and then inserts
the new one. There is also an IGNORE clause for the INSERT statement, which tells the server to ignore "duplicate
key" errors and go on (existing rows will not be inserted or updated, but all new rows will be inserted).
SQLite's INSERT OR REPLACE INTO works similarly. It also supports REPLACE INTO as an alias for
compatibility with MySQL.
Firebird supports MERGE INTO though fails at throwing error when multiple Source data. Additionally a
single-row version, UPDATE OR INSERT INTO tablename (columns) VALUES (values)

[MATCHING (columns)], but the latter does not give you the option to take different actions on insert vs. update
(e.g. setting a new sequence value only for new rows, not for existing ones.)
IBM DB2 extends syntax with multiple WHEN MATCHED and WHEN NOT MATCHED clauses, distinguishing
them with ... AND some-condition guards.
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Microsoft SQL extends with supporting guards and also with supporting Left Join via WHEN NOT MATCHED BY
SOURCE clauses.
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Delete
In the database structured query language (SQL), the DELETE statement removes one or more records from a table.
A subset may be defined for deletion using a condition, otherwise all records are removed. Some DBMSs, like
MySQL, allow to delete rows from multiple tables with one DELETE statement (this is sometimes called multi-table
DELETE).

Usage
The DELETE statement follows the syntax:

DELETE FROM table_name [WHERE condition];
Any rows that match the WHERE condition will be removed from the table. If the WHERE clause is omitted, all rows
in the table are removed. The DELETE statement should thus be used with caution.
The DELETE statement does not return any rows; that is, it will not generate a result set.
Executing a DELETE statement can cause triggers to run that can cause deletes in other tables. For example, if two
tables are linked by a foreign key and rows in the referenced table are deleted, then it is common that rows in the
referencing table would also have to be deleted to maintain referential integrity.
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Examples
Delete rows from table pies where the column flavour equals Lemon Meringue:

DELETE FROM pies

 WHERE flavour='Lemon Meringue';

Delete rows in trees, if the value of height is smaller than 80.

DELETE FROM trees

 WHERE height < 80;

Delete all rows from mytable:

DELETE FROM mytable;

Delete rows from mytable using a subquery in the where condition:

DELETE FROM mytable

 WHERE id IN (

       SELECT id

         FROM mytable2

      );

Delete rows from mytable using a list of values:

DELETE FROM mytable

 WHERE id IN (

       value1,

       value2,

       value3,

       value4,

       value5

      );

Example with related tables
Suppose there is a simple database that lists people and addresses. More than one person can live at a particular
address and a person can live at more than one address (this is an example of a many-to-many relationship). The
database only has three tables, person, address, and pa, with the following data:
person

pid name

1 Joe

2 Bob

3 Ann

address
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aid description

100 2001 Main St.

200 35 Pico Blvd.

pa

pid aid

1 100

2 100

3 100

1 200

The pa table relates the person and address tables, showing that Joe, Bob and Ann all live at 2001 Main Street, but
Joe also takes up residence on Pico Boulevard.
In order to remove joe from the database, two deletes must be executed:

 DELETE FROM person WHERE pid=1;

 DELETE FROM pa WHERE pid=1;

To maintain referential integrity, Joe's records must be removed from both person and pa. The means by which
integrity is sustained can happen differently in varying relational database management systems [citation needed]. It
could be that beyond just having three tables, the database also has been set up with a trigger so that whenever a row
is deleted from person any linked rows would be deleted from pa. Then the first statement:

 DELETE FROM person WHERE pid=1;

would automatically trigger the second:

 DELETE FROM pa WHERE pid=1;

Related commands
Deleting all rows from a table can be very time consuming. Some DBMSWikipedia:Please clarify offer a
TRUNCATE TABLE command that works a lot quicker, as it only alters metadata and typically does not spend time
enforcing constraints or firing triggers.
DELETE only deletes the rows. For deleting a table entirely the DROP command can be used.

References
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Join
An SQL join clause combines records from two or more tables in a database. It creates a set that can be saved as a
table or used as it is. A JOIN is a means for combining fields from two tables by using values common to each.
ANSI-standard SQL specifies five types of JOIN: INNER, LEFT OUTER, RIGHT OUTER, FULL OUTER and
CROSS. As a special case, a table (base table, view, or joined table) can JOIN to itself in a self-join.
A programmer writes a JOIN statement to identify the records for joining. If the evaluated predicate is true, the
combined record is then produced in the expected format, a record set or a temporary table.

Sample tables
Relational databases are often normalized to eliminate duplication of information when objects may have
one-to-many relationships. For example, a Department may be associated with many different Employees. Joining
two tables effectively creates another table which combines information from both tables. This is at some expense in
terms of the time it takes to compute the join. While it is also possible to simply maintain a denormalized table if
speed is important, duplicate information may take extra space, and add the expense and complexity of maintaining
data integrity if data which is duplicated later changes.
All subsequent explanations on join types in this article make use of the following two tables. The rows in these
tables serve to illustrate the effect of different types of joins and join-predicates. In the following tables the
DepartmentID column of the Department table (which can be designated as
Department.DepartmentID) is the primary key, while Employee.DepartmentID is a foreign key.

Employee table

LastName DepartmentID

Rafferty 31

Jones 33

Heisenberg 33

Robinson 34

Smith 34

John NULL

Department table

DepartmentID DepartmentName

31 Sales

33 Engineering

34 Clerical

35 Marketing

Note: In the Employee table above, the employee "John" has not been assigned to any department yet. Also, note that
no employees are assigned to the "Marketing" department.
This is the SQL to create the aforementioned tables.

CREATE TABLE department

(

http://en.wikipedia.org/w/index.php?title=Field_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Column_%28database%29
http://en.wikipedia.org/w/index.php?title=Primary_key


Join 318

 DepartmentID INT,

 DepartmentName VARCHAR(20)

);

CREATE TABLE employee

(

 LastName VARCHAR(20),

 DepartmentID INT

);

INSERT INTO department(DepartmentID, DepartmentName) VALUES(31, 

'Sales');

INSERT INTO department(DepartmentID, DepartmentName) VALUES(33, 

'Engineering');

INSERT INTO department(DepartmentID, DepartmentName) VALUES(34, 

'Clerical');

INSERT INTO department(DepartmentID, DepartmentName) VALUES(35, 

'Marketing');

INSERT INTO employee(LastName, DepartmentID) VALUES('Rafferty', 31);

INSERT INTO employee(LastName, DepartmentID) VALUES('Jones', 33);

INSERT INTO employee(LastName, DepartmentID) VALUES('Heisenberg', 33);

INSERT INTO employee(LastName, DepartmentID) VALUES('Robinson', 34);

INSERT INTO employee(LastName, DepartmentID) VALUES('Smith', 34);

INSERT INTO employee(LastName, DepartmentID) VALUES('John', NULL);

Cross join
CROSS JOIN returns the Cartesian product of rows from tables in the join. In other words, it will produce rows
which combine each row from the first table with each row from the second table.[1]

Example of an explicit cross join:

SELECT *

FROM employee CROSS JOIN department;

Example of an implicit cross join:

SELECT *

FROM employee, department;

http://en.wikipedia.org/w/index.php?title=Cartesian_product
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Employee.LastName Employee.DepartmentID Department.DepartmentName Department.DepartmentID

Rafferty 31 Sales 31

Jones 33 Sales 31

Heisenberg 33 Sales 31

Smith 34 Sales 31

Robinson 34 Sales 31

John NULL Sales 31

Rafferty 31 Engineering 33

Jones 33 Engineering 33

Heisenberg 33 Engineering 33

Smith 34 Engineering 33

Robinson 34 Engineering 33

John NULL Engineering 33

Rafferty 31 Clerical 34

Jones 33 Clerical 34

Heisenberg 33 Clerical 34

Smith 34 Clerical 34

Robinson 34 Clerical 34

John NULL Clerical 34

Rafferty 31 Marketing 35

Jones 33 Marketing 35

Heisenberg 33 Marketing 35

Smith 34 Marketing 35

Robinson 34 Marketing 35

John NULL Marketing 35

The cross join does not apply any predicate to filter records from the joined table. Programmers can further filter the
results of a cross join by using a WHERE clause.
In the SQL:2011 standard, cross joins are part of the optional F401, "Extended joined table", package.

Inner join
An 'inner join' is a commonly used join operation used in applications. It can only be safely used in a database that 
enforces referential integrity or where the join fields are guaranteed not to be NULL. Many transaction processing 
relational databases rely on Atomicity, Consistency, Isolation, Durability (ACID) data update standards to ensure 
data integrity, making inner joins an appropriate choice. Many reporting relational database and data warehouses use 
high volume Extract, Transform, Load (ETL) batch updates which make referential integrity difficult or impossible 
to enforce, resulting in potentially NULL join fields that a SQL query author cannot modify and which cause inner 
joins to omit data with no indication of an error. The choice to use an inner join depends on the database design and 
data characteristics. A left outer join can usually be substituted for an inner join when the join field in one table may 
contain NULL values. A commitment to an inner join assumes NULL join fields will not be introduced by future 
changes, including vendor updates, design changes and bulk processing outside of the application's data validation
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rules such as data conversions.
Inner join creates a new result table by combining column values of two tables (A and B) based upon the
join-predicate. The query compares each row of A with each row of B to find all pairs of rows which satisfy the
join-predicate. When the join-predicate is satisfied, column values for each matched pair of rows of A and B are
combined into a result row. The result of the join can be defined as the outcome of first taking the Cartesian product
(or Cross join) of all records in the tables (combining every record in table A with every record in table B) and then
returning all records which satisfy the join predicate. Actual SQL implementations normally use other approaches,
such as hash joins or sort-merge joins, since computing the Cartesian product is very inefficient.
SQL specifies two different syntactical ways to express joins: "explicit join notation" and "implicit join notation".
The "explicit join notation" uses the JOIN keyword, optionally preceded by the INNER keyword, to specify the
table to join, and the ON keyword to specify the predicates for the join, as in the following example:

SELECT *

FROM employee INNER JOIN department

  ON employee.DepartmentID = department.DepartmentID;

The "implicit join notation" simply lists the tables for joining, in the FROM clause of the SELECT statement, using
commas to separate them. Thus it specifies a cross join, and the WHERE clause may apply additional
filter-predicates (which function comparably to the join-predicates in the explicit notation).
The following example is equivalent to the previous one, but this time using implicit join notation:

SELECT *

FROM employee, department

WHERE employee.DepartmentID = department.DepartmentID;

The queries given in the examples above will join the Employee and Department tables using the DepartmentID
column of both tables. Where the DepartmentID of these tables match (i.e. the join-predicate is satisfied), the query
will combine the LastName, DepartmentID and DepartmentName columns from the two tables into a result row.
Where the DepartmentID does not match, no result row is generated.
Thus the result of the execution of either of the two queries above will be:

Employee.LastName Employee.DepartmentID Department.DepartmentName Department.DepartmentID

Robinson 34 Clerical 34

Jones 33 Engineering 33

Smith 34 Clerical 34

Heisenberg 33 Engineering 33

Rafferty 31 Sales 31

Note: Programmers should take special care when joining tables on columns that can contain NULL values, since
NULL will never match any other value (not even NULL itself), unless the join condition explicitly uses the IS
NULL or IS NOT NULL predicates.
Notice that the employee "John" and the department "Marketing" do not appear in the query execution results.
Neither of these has any matching records in the other respective table: "John" has no associated department, and no
employee has the department ID 35 ("Marketing"). Depending on the desired results, this behavior may be a subtle
bug, which can be avoided with an outer join.
One can further classify inner joins as equi-joins, as natural joins, or as cross-joins.
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Equi-join
An equi-join is a specific type of comparator-based join, that uses only equality comparisons in the join-predicate.
Using other comparison operators (such as <) disqualifies a join as an equi-join. The query shown above has already
provided an example of an equi-join:

SELECT *

FROM employee JOIN department

  ON employee.DepartmentID = department.DepartmentID;

We can write equi-join as below,

SELECT *

FROM employee, department

WHERE employee.DepartmentID = department.DepartmentID;

If columns in an equi-join have the same name, SQL-92 provides an optional shorthand notation for expressing
equi-joins, by way of the USING construct:[2]

SELECT *

FROM employee INNER JOIN department USING (DepartmentID);

The USING construct is more than mere syntactic sugar, however, since the result set differs from the result set of
the version with the explicit predicate. Specifically, any columns mentioned in the USING list will appear only
once, with an unqualified name, rather than once for each table in the join. In the above case, there will be a single
DepartmentID column and no employee.DepartmentID or department.DepartmentID.
The USING clause is not supported by MS SQL Server and Sybase.

Natural join

A natural join is a type of equi-join where the join predicate arises implicitly by comparing all columns in both tables
that have the same column-names in the joined tables. The resulting joined table contains only one column for each
pair of equally named columns. In the case that no columns with the same names are found, a cross join is
performed.
Most experts agree that NATURAL JOINs are dangerous and therefore strongly discourage their use.[3] The danger
comes from inadvertently adding a new column, named the same as another column in the other table. An existing
natural join might then "naturally" use the new column for comparisons, making comparisons/matches using
different criteria (from different columns) than before. Thus an existing query could produce different results, even
though the data in the tables have not been changed, but only augmented. The use of column names to automatically
determine table links is not an option in large databases with hundreds or thousands of tables where it would place an
unrealistic constraint on naming conventions. Real world databases are commonly designed with foreign key data
that is not consistently populated (NULL values are allowed), due to business rules and context. It is common
practice to modify column names of similar data in different tables and this lack of rigid consistency relegates
natural joins to a theoretical concept for discussion.
The above sample query for inner joins can be expressed as a natural join in the following way:

SELECT *

FROM employee NATURAL JOIN department;

As with the explicit USING clause, only one DepartmentID column occurs in the joined table, with no qualifier:
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DepartmentID Employee.LastName Department.DepartmentName

34 Smith Clerical

33 Jones Engineering

34 Robinson Clerical

33 Heisenberg Engineering

31 Rafferty Sales

PostgreSQL, MySQL and Oracle support natural joins; Microsoft T-SQL and IBM DB2 do not. The columns used in
the join are implicit so the join code does not show which columns are expected, and a change in column names may
change the results. In the SQL:2011 standard, natural joins are part of the optional F401, "Extended joined table",
package.
In many database environments the column names are controlled by an outside vendor, not the query developer. A
natural join assumes stability and consistency in column names which can change during vendor mandated version
upgrades.

Outer join
An outer join does not require each record in the two joined tables to have a matching record. The joined table
retains each record—even if no other matching record exists. Outer joins subdivide further into left outer joins, right
outer joins, and full outer joins, depending on which table's rows are retained (left, right, or both).
(In this case left and right refer to the two sides of the JOIN keyword.)
No implicit join-notation for outer joins exists in standard SQL.

Left outer join
The result of a left outer join (or simply left join) for tables A and B always contains all records of the "left" table
(A), even if the join-condition does not find any matching record in the "right" table (B). This means that if the ON
clause matches 0 (zero) records in B (for a given record in A), the join will still return a row in the result (for that
record)—but with NULL in each column from B. A left outer join returns all the values from an inner join plus all
values in the left table that do not match to the right table.
For example, this allows us to find an employee's department, but still shows the employee(s) even when they have
not been assigned to a department (contrary to the inner-join example above, where unassigned employees were
excluded from the result).
Example of a left outer join (the OUTER keyword is optional), with the additional result row (compared with the
inner join) italicized:

SELECT *

FROM employee LEFT OUTER JOIN department

  ON employee.DepartmentID = department.DepartmentID;



Join 323

Employee.LastName Employee.DepartmentID Department.DepartmentName Department.DepartmentID

Jones 33 Engineering 33

Rafferty 31 Sales 31

Robinson 34 Clerical 34

Smith 34 Clerical 34

John NULL NULL NULL

Heisenberg 33 Engineering 33

Alternative syntaxes

Oracle supports the deprecated[4] syntax:

SELECT *

FROM employee, department

WHERE employee.DepartmentID = department.DepartmentID(+)

Sybase supports the syntax:

SELECT *

FROM employee, department

WHERE employee.DepartmentID *= department.DepartmentID

IBM Informix supports the syntax:

SELECT *

FROM employee, OUTER department

WHERE employee.DepartmentID = department.DepartmentID

Right outer join
A right outer join (or right join) closely resembles a left outer join, except with the treatment of the tables reversed.
Every row from the "right" table (B) will appear in the joined table at least once. If no matching row from the "left"
table (A) exists, NULL will appear in columns from A for those records that have no match in B.
A right outer join returns all the values from the right table and matched values from the left table (NULL in the case
of no matching join predicate). For example, this allows us to find each employee and his or her department, but still
show departments that have no employees.
Below is an example of a right outer join (the OUTER keyword is optional), with the additional result row italicized:

SELECT *

FROM employee RIGHT OUTER JOIN department

  ON employee.DepartmentID = department.DepartmentID;

http://en.wikipedia.org/w/index.php?title=Sybase
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Employee.LastName Employee.DepartmentID Department.DepartmentName Department.DepartmentID

Smith 34 Clerical 34

Jones 33 Engineering 33

Robinson 34 Clerical 34

Heisenberg 33 Engineering 33

Rafferty 31 Sales 31

NULL NULL Marketing 35

Right and left outer joins are functionally equivalent. Neither provides any functionality that the other does not, so
right and left outer joins may replace each other as long as the table order is switched.

Alternate syntaxes

Oracle supports the deprecated syntax:

SELECT *

FROM employee, department

WHERE employee.DepartmentID(+) = department.DepartmentID

Full outer join
Conceptually, a full outer join combines the effect of applying both left and right outer joins. Where records in the
FULL OUTER JOINed tables do not match, the result set will have NULL values for every column of the table that
lacks a matching row. For those records that do match, a single row will be produced in the result set (containing
fields populated from both tables).
For example, this allows us to see each employee who is in a department and each department that has an employee,
but also see each employee who is not part of a department and each department which doesn't have an employee.
Example of a full outer join (the OUTER keyword is optional):

SELECT *

FROM employee FULL OUTER JOIN department

  ON employee.DepartmentID = department.DepartmentID;

Employee.LastName Employee.DepartmentID Department.DepartmentName Department.DepartmentID

Smith 34 Clerical 34

Jones 33 Engineering 33

Robinson 34 Clerical 34

John NULL NULL NULL

Heisenberg 33 Engineering 33

Rafferty 31 Sales 31

NULL NULL Marketing 35

Some database systems do not support the full outer join functionality directly, but they can emulate it through the
use of an inner join and UNION ALL selects of the "single table rows" from left and right tables respectively. The
same example can appear as follows:

SELECT employee.LastName, employee.DepartmentID,

       department.DepartmentName, department.DepartmentID
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FROM employee

INNER JOIN department ON employee.DepartmentID = department.DepartmentID

UNION ALL

SELECT employee.LastName, employee.DepartmentID,

       cast(NULL as varchar(20)), cast(NULL as integer)

FROM employee

WHERE NOT EXISTS (

    SELECT * FROM department

             WHERE employee.DepartmentID = department.DepartmentID)

UNION ALL

SELECT cast(NULL as varchar(20)), cast(NULL as integer),

       department.DepartmentName, department.DepartmentID

FROM department

WHERE NOT EXISTS (

    SELECT * FROM employee

             WHERE employee.DepartmentID = department.DepartmentID)

Self-join
A self-join is joining a table to itself.

Example
A query to find all pairings of two employees in the same country is desired. If there were two separate tables for
employees and a query which requested employees in the first table having the same country as employees in the
second table, a normal join operation could be used to find the answer table. However, all the employee information
is contained within a single large table.[5]

Consider a modified Employee table such as the following:

Employee Table

EmployeeID LastName Country DepartmentID

123 Rafferty Australia 31

124 Jones Australia 33

145 Heisenberg Australia 33

201 Robinson United States 34

305 Smith Germany 34

306 John Germany NULL

An example solution query could be as follows:

SELECT F.EmployeeID, F.LastName, S.EmployeeID, S.LastName, F.Country

FROM Employee F INNER JOIN Employee S ON F.Country = S.Country

WHERE F.EmployeeID < S.EmployeeID
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ORDER BY F.EmployeeID, S.EmployeeID;

Which results in the following table being generated.

Employee Table after Self-join by Country

EmployeeID LastName EmployeeID LastName Country

123 Rafferty 124 Jones Australia

123 Rafferty 145 Heisenberg Australia

124 Jones 145 Heisenberg Australia

305 Smith 306 John Germany

For this example:
• F and S are aliases for the first and second copies of the employee table.
• The condition F.Country = S.Country excludes pairings between employees in different countries. The

example question only wanted pairs of employees in the same country.
• The condition F.EmployeeID < S.EmployeeID excludes pairings where the EmployeeID of the first

employee is greater than or equal to the EmployeeID of the second employee. In other words, the effect of this
condition is to exclude duplicate pairings and self-pairings. Without it, the following less useful table would be
generated (the table below displays only the "Germany" portion of the result):

EmployeeID LastName EmployeeID LastName Country

305 Smith 305 Smith Germany

305 Smith 306 John Germany

306 John 305 Smith Germany

306 John 306 John Germany

Only one of the two middle pairings is needed to satisfy the original question, and the topmost and bottommost are
of no interest at all in this example.

Alternatives
The effect of an outer join can also be obtained using a UNION ALL between an INNER JOIN and a SELECT of
the rows in the "main" table that do not fulfill the join condition. For example

SELECT employee.LastName, employee.DepartmentID, 

department.DepartmentName

FROM employee

LEFT OUTER JOIN department ON employee.DepartmentID = 

department.DepartmentID;

can also be written as

SELECT employee.LastName, employee.DepartmentID, 

department.DepartmentName

FROM employee

INNER JOIN department ON employee.DepartmentID = 

department.DepartmentID
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UNION ALL

SELECT employee.LastName, employee.DepartmentID, cast(NULL as 

varchar(20))

FROM employee

WHERE NOT EXISTS (

    SELECT * FROM department

             WHERE employee.DepartmentID = department.DepartmentID)

Implementation
Much work in database-systems has aimed at efficient implementation of joins, because relational systems
commonly call for joins, yet face difficulties in optimising their efficient execution. The problem arises because
inner joins operate both commutatively and associatively. In practice, this means that the user merely supplies the list
of tables for joining and the join conditions to use, and the database system has the task of determining the most
efficient way to perform the operation. A query optimizer determines how to execute a query containing joins. A
query optimizer has two basic freedoms:
1. Join order: Because it joins functions commutatively and associatively, the order in which the system joins

tables does not change the final result set of the query. However, join-order could have an enormous impact on
the cost of the join operation, so choosing the best join order becomes very important.

2. Join method: Given two tables and a join condition, multiple algorithms can produce the result set of the join.
Which algorithm runs most efficiently depends on the sizes of the input tables, the number of rows from each
table that match the join condition, and the operations required by the rest of the query.

Many join-algorithms treat their inputs differently. One can refer to the inputs to a join as the "outer" and "inner" join
operands, or "left" and "right", respectively. In the case of nested loops, for example, the database system will scan
the entire inner relation for each row of the outer relation.
One can classify query-plans involving joins as follows:
left-deep

using a base table (rather than another join) as the inner operand of each join in the plan
right-deep

using a base table as the outer operand of each join in the plan
bushy

neither left-deep nor right-deep; both inputs to a join may themselves result from joins
These names derive from the appearance of the query plan if drawn as a tree, with the outer join relation on the left
and the inner relation on the right (as convention dictates).
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Join algorithms
Three fundamental algorithms for performing a join operation exist: nested loop join, sort-merge join and hash join.

Join Indexes
Join indexes are database indexes that facilitate the processing of join queries in data warehouses: they are currently
(2012) available in implementations by Oracle[6] and Teradata.[7]

In the Teradata implementation, specified columns, aggregate functions on columns, or components of date columns
from one or more tables are specified using a syntax similar to the definition of a database view: up to 64
columns/column expressions can be specified in a single join index. Optionally, a column that defines the primary
key of the composite data may also be specified: on parallel hardware, the column values are used to partition the
index's contents across multiple disks. When the source tables are updated interactively by users, the contents of the
join index are automatically updated. Any query whose WHERE clause specifies any combination of columns or
column expressions that are an exact subset of those defined in a join index (a so-called "covering query") will cause
the join index, rather than the original tables and their indexes, to be consulted during query execution.
The Oracle implementation limits itself to using bitmap indexes. A bitmap join index is used for low-cardinality
columns (i.e., columns containing fewer than 300 distinct values, according to the Oracle documentation): it
combines low-cardinality columns from multiple related tables. The example Oracle uses is that of an inventory
system, where different suppliers provide different parts. The schema has three linked tables: two "master tables",
Part and Supplier, and a "detail table", Inventory. The last is a many-to-many table linking Supplier to Part, and
contains the most rows. Every part has a Part Type, and every supplier is based in the USA, and has a State column.
There are not more than 60 states+territories in the USA, and not more than 300 Part Types. The bitmap join index is
defined using a standard three-table join on the above three tables, and specifying the Part_Type and Supplier_State
columns for the index. However, it is defined on the Inventory table, even though the columns Part_Type and
Supplier_State are "borrowed" from Supplier and Part respectively.
As for Teradata, an Oracle bitmap join index is only utilized to answer a query when the query's WHERE clause
specifies columns limited to those that are included in the join index.
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SimplifyingJoinswiththeUSINGKeyword. htm)
[3] Ask Tom "Oracle support of ANSI joins." (http:/ / asktom. oracle. com/ pls/ asktom/ f?p=100:11:0::::P11_QUESTION_ID:13430766143199)

Back to basics: inner joins » Eddie Awad's Blog (http:/ / awads. net/ wp/ 2006/ 03/ 20/ back-to-basics-inner-joins/ #comment-2837)
[4] Oracle Left Outer Join (http:/ / www. dba-oracle. com/ tips_oracle_left_outer_join. htm)
[5][5] Adapted from
[6] Oracle Bitmap Join Index. URL: http:/ / www. dba-oracle. com/ art_builder_bitmap_join_idx. htm
[7] Teradata Join Indexes. http:/ / www. coffingdw. com/ sql/ tdsqlutp/ join_index. htm
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Set operations

UNION operator
In SQL the UNION clause combines the results of two SQL queries into a single table of all matching rows. The two
queries must result in the same number of columns and compatible data types in order to unite. Any duplicate
records are automatically removed unless UNION ALL is used.
UNION can be useful in data warehouse applications where tables aren't perfectly normalized.[1] A simple example
would be a database having tables sales2005 and sales2006 that have identical structures but are separated
because of performance considerations. A UNION query could combine results from both tables.
Note that UNION does not guarantee the order of rows. Rows from the second operand may appear before, after, or
mixed with rows from the first operand. In situations where a specific order is desired, ORDER BY must be used.
Note that UNION ALL may be much faster than plain UNION.

Examples
Given these two tables:

sales2005

person amount

Joe 1000

Alex 2000

Bob 5000

sales2006

person amount

Joe 2000

Alex 2000

Zach 35000

Executing this statement:

SELECT * FROM sales2005

UNION

SELECT * FROM sales2006;

yields this result set, though the order of the rows can vary because no ORDER BY clause was supplied:

http://en.wikipedia.org/w/index.php?title=Column_%28database%29
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person amount

Joe 1000

Alex 2000

Bob 5000

Joe 2000

Zach 35000

Note that there are two rows for Joe because those rows are distinct across their columns. There is only one row for
Alex because those rows are not distinct for both columns.
UNION ALL gives different results, because it will not eliminate duplicates. Executing this statement:

SELECT * FROM sales2005

UNION ALL

SELECT * FROM sales2006;

would give these results, again allowing variance for the lack of an ORDER BY statement:

person amount

Joe 1000

Joe 2000

Alex 2000

Alex 2000

Bob 5000

Zach 35000

The discussion of full outer joins also has an example that uses UNION.

INTERSECT operator
The SQL INTERSECT operator takes the results of two queries and returns only rows that appear in both result
sets. For purposes of duplicate removal the INTERSECT operator does not distinguish between NULLs. The
INTERSECT operator removes duplicate rows from the final result set. The INTERSECT ALL operator does not
remove duplicate rows from the final result set.

Example
The following example INTERSECT query returns all rows from the Orders table where Quantity is between 50
and 100.

SELECT *

FROM   Orders

WHERE  Quantity BETWEEN 1 AND 100

INTERSECT

SELECT *

FROM   Orders

WHERE  Quantity BETWEEN 50 AND 200;
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EXCEPT operator
The SQL EXCEPT operator takes the distinct rows of one query and returns the rows that do not appear in a second
result set. The EXCEPT ALL operator (not supported in MSSQL) does not remove duplicates. For purposes of row
elimination and duplicate removal, the EXCEPT operator does not distinguish between NULLs.
Notably, the Oracle platform provides a MINUS operator which is functionally equivalent to the SQL standard
EXCEPT DISTINCT operator [2].

Example
The following example EXCEPT query returns all rows from the Orders table where Quantity is between 1 and 49,
and those with a Quantity between 76 and 100.
Worded another way; the query returns all rows where the Quantity is between 1 and 100, apart from rows where the
quantity is between 50 and 75.

SELECT *

FROM   Orders

WHERE  Quantity BETWEEN 1 AND 100

EXCEPT

SELECT *

FROM   Orders

WHERE  Quantity BETWEEN 50 AND 75;

Alternatively, in implementations of the SQL language without the EXCEPT operator, the equivalent form of a
LEFT JOIN where the right hand values are NULL can be used instead.

Example
The following example is equivalent to the above example but without using the EXCEPT operator.

SELECT o1.*

FROM (

    SELECT *

    FROM Orders

    WHERE Quantity BETWEEN 1 AND 100) o1

LEFT JOIN (

    SELECT *

    FROM Orders

    WHERE Quantity BETWEEN 50 AND 75) o2

ON o1.id = o2.id

WHERE o2.id IS NULL
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Commit
In computer science and data management, a commit is the making of a set of tentative changes permanent. A
popular usage is at the end of a transaction. A commit is an act of committing.

Data management
A COMMIT statement in SQL ends a transaction within a relational database management system (RDBMS) and
makes all changes visible to other users. The general format is to issue a BEGIN WORK statement, one or more
SQL statements, and then the COMMIT statement. Alternatively, a ROLLBACK statement can be issued, which
undoes all the work performed since BEGIN WORK was issued. A COMMIT statement will also release any
existing savepoints that may be in use.
In terms of transactions, the opposite of commit is to discard the tentative changes of a transaction, a rollback.

Revision control
Commits are also done for revision control systems for source code such as Subversion, Git or CVS. A commit in
the context of these version control systems refers to submitting the latest changes of the source code to the
repository, and making these changes part of the head revision of the repository. Thus, when other users do an
UPDATE or a checkout from the repository, they will receive the latest committed version, unless they specify
they wish to retrieve a previous version of the source code in the repository. Version control systems also have
similar functionality to SQL databases in that they allow rolling back to previous versions easily. In this context, a
commit with version control systems is not as dangerous as it allows easy rollback, even after the commit has been
done.

Notes
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Rollback
In database technologies, a rollback is an operation which returns the database to some previous state. Rollbacks are
important for database integrity, because they mean that the database can be restored to a clean copy even after
erroneous operations are performed. They are crucial for recovering from database server crashes; by rolling back
any transaction which was active at the time of the crash, the database is restored to a consistent state.
The rollback feature is usually implemented with a transaction log, but can also be implemented via multiversion
concurrency control.

Cascading rollback
A cascading rollback occurs in database systems when a transaction (T1) causes a failure and a rollback must be
performed. Other transactions dependent on T1's actions must also be rollbacked due to T1's failure, thus causing a
cascading effect. That is, one transaction's failure causes many to fail.
Practical database recovery techniques guarantee cascadeless rollback, therefore a cascading rollback is not a
desirable result.

SQL
In SQL, ROLLBACK is a command that causes all data changes since the last BEGIN WORK, or START
TRANSACTION to be discarded by the relational database management systems (RDBMS), so that the state of the
data is "rolled back" to the way it was before those changes were made.
A ROLLBACK statement will also release any existing savepoints that may be in use.
In most SQL dialects, ROLLBACKs are connection specific. This means that if two connections are made to the same
database, a ROLLBACK made in one connection will not affect any other connections. This is vital for proper
concurrency.

References
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Truncate
In SQL, the TRUNCATE TABLE statement is a Data Definition Language (DDL) operation that marks the extents
of a table for deallocation (empty for reuse). The result of this operation quickly removes all data from a table,
typically bypassing a number of integrity enforcing mechanisms. It was officially introduced in the SQL:2008
standard.
The TRUNCATE TABLE mytable statement is logically (though not physically) equivalent to the DELETE
FROM mytable statement (without a WHERE clause). The following characteristics distinguish TRUNCATE
TABLE from DELETE:
• In the Oracle Database, TRUNCATE is implicitly preceded and followed by a commit operation. (This may also

be the case in MySQL, when using a transactional storage engine.)
• Typically, TRUNCATE TABLE quickly deletes all records in a table by deallocating the data pages used by the

table. This reduces the resource overhead of logging the deletions, as well as the number of locks acquired.
Records removed this way cannot be restored in a rollback operation. Two notable exceptions to this rule are the
implementations found in PostgreSQL and Microsoft SQL Server, both of which allow TRUNCATE TABLE
statements to be committed or rolled back transactionally.

• You cannot specify a WHERE clause in a TRUNCATE TABLE statement—it is all or nothing.
• TRUNCATE TABLE cannot be used when a foreign key references the table to be truncated, since TRUNCATE
TABLE statements do not fire triggers. This could result in inconsistent data because ON DELETE/ON UPDATE
triggers would not fire.

• In some database systems, TRUNCATE TABLE resets the count of an Identity column back to the identity's seed.
• In Microsoft SQL Server 2000 and beyond in full recovery mode, every change to the database is logged, so
TRUNCATE TABLE statements can be used for tables involved in log shipping.

References
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Views

View (database)
In database theory, a view is the result set of a stored query on the data, which the database users can query just as
they would in a persistent database collection object. This pre-established query command is kept in the database
dictionary. Unlike ordinary base tables in a relational database, a view does not form part of the physical schema: as
a result set, it is a virtual table computed or collated from data in the database, dynamically when access to that view
is requested. Changes applied to the data in a relevant underlying table are reflected in the data shown in subsequent
invocations of the view. In some NoSQL databases, views are the only way to query data.
Views can provide advantages over tables:
•• Views can represent a subset of the data contained in a table; consequently, a view can limit the degree of

exposure of the underlying tables to the outer world: a given user may have permission to query the view, while
denied access to the rest of the base table.

• Views can join and simplify multiple tables into a single virtual table
• Views can act as aggregated tables, where the database engine aggregates data (sum, average etc.) and presents

the calculated results as part of the data
• Views can hide the complexity of data; for example a view could appear as Sales2000 or Sales2001, transparently

partitioning the actual underlying table
•• Views take very little space to store; the database contains only the definition of a view, not a copy of all the data

which it presents
• Depending on the SQL engine used, views can provide extra security
Just as a function (in programming) can provide abstraction, so can a database view. In another parallel with
functions, database users can manipulate nested views, thus one view can aggregate data from other views. Without
the use of views, the normalization of databases above second normal form would become much more difficult.
Views can make it easier to create lossless join decomposition.
Just as rows in a base table lack any defined ordering, rows available through a view do not appear with any default
sorting. A view is a relational table, and the relational model defines a table as a set of rows. Since sets are not
ordered - by definition - nor are the rows of a view. Therefore, an ORDER BY clause in the view definition is
meaningless; the SQL standard (SQL:2003) does not allow an ORDER BY clause in the subquery of a CREATE
VIEW command, just as it is refused in a CREATE TABLE statement. However, sorted data can be obtained from a
view, in the same way as any other table — as part of a query statement on that view. Nevertheless, some DBMS
(such as Oracle Database) do not abide by this SQL standard restriction.

Read-only vs. updatable views
Database practitioners can define views as read-only or updatable. If the database system can determine the reverse
mapping from the view schema to the schema of the underlying base tables, then the view is updatable. INSERT,
UPDATE, and DELETE operations can be performed on updatable views. Read-only views do not support such
operations because the DBMS cannot map the changes to the underlying base tables. A view update is done by key
preservation.
Some systems support the definition of INSTEAD OF triggers on views. This technique allows the definition of 
other logic for execution in place of an insert, update, or delete operation on the views. Thus database systems can 
implement data modifications based on read-only views. However, an INSTEAD OF trigger does not change the
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read-only or updatable property of the view itself.

Advanced view features
Various database management systems have extended the views from read-only subsets of data.
Oracle Database introduced the concept of materialized views: pre-executed, non-virtual views commonly used in
data warehousing. They give a static snapshot of the data and may include data from remote sources. The accuracy
of a materialized view depends on the frequency of trigger mechanisms behind its updates. IBM DB2 provides
so-called "materialized query tables" (MQTs) for the same purpose. Microsoft SQL Server introduced in its 2000
version indexed views which only store a separate index from the table, but not the entire data. PostgreSQL
implemented materialized views in its 9.3 release.

Equivalence
A view is equivalent to its source query. When queries are run against views, the query is modified. For example, if
there exists a view named accounts_view with the content as follows:

accounts_view:

-------------

SELECT name,

       money_received,

       money_sent,

       (money_received - money_sent) AS balance,

       address,

         ...

  FROM table_customers c 

  JOIN accounts_table a 

    ON a.customer_id = c.customer_id

then the application could run a simple query such as:

Simple query

------------

SELECT name,

       balance

  FROM accounts_view

The RDBMS then takes the simple query, replaces the equivalent view, then sends the following to the query
optimizer:

Preprocessed query:

------------------

SELECT name,

       balance

  FROM (SELECT name,

               money_received,

               money_sent,

               (money_received - money_sent) AS balance,

               address,

                      ...

          FROM table_customers c JOIN accounts_table a
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               ON a.customer_id = c.customer_id        )

The optimizer then removes unnecessary fields and complexity (for example: it is not necessary to read the address,
since the parent invocation does not make use of it) and then sends the query to the SQL engine for processing.

External links
• Materialized query tables in DB2 [1]

• Views in Microsoft SQL Server [2]

• Views in MySQL [3]

• Views in PostgreSQL [4]

• Views in SQLite [5]

• Views in Oracle 11.2 [6]

• Views in CouchDB [7]

• Materialized Views in Oracle 11.2 [8]
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[2] http:/ / msdn. microsoft. com/ en-us/ library/ ms187956. aspx
[3] http:/ / dev. mysql. com/ doc/ refman/ 5. 1/ en/ views. html
[4] http:/ / www. postgresql. org/ docs/ current/ interactive/ tutorial-views. html
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Materialized view
A materialized view is a database object that contains the results of a query. For example, it may be a local copy of
data located remotely, or may be a subset of the rows and/or columns of a table or join result, or may be a summary
based on aggregations of a table's data. Materialized views, which store data based on remote tables, are also known
as snapshots. A snapshot can be redefined as a materialized view.

Introduction
In any database management system following the relational model, a view is a virtual table representing the result
of a database query. Whenever a query or an update addresses an ordinary view's virtual table, the DBMS converts
these into queries or updates against the underlying base tables. A materialized view takes a different approach in
which the query result is cached as a concrete table that may be updated from the original base tables from time to
time. This enables much more efficient access, at the cost of some data being potentially out-of-date. It is most
useful in data warehousing scenarios, where frequent queries of the actual base tables can be extremely expensive.
In addition, because the materialized view is manifested as a real table, anything that can be done to a real table can
be done to it, most importantly building indexes on any column, enabling drastic speedups in query time. In a normal
view, it's typically only possible to exploit indexes on columns that come directly from (or have a mapping to)
indexed columns in the base tables; often this functionality is not offered at all.
Materialized views were implemented first by the Oracle Database: the Query rewrite feature was added from
version 8i.[1] They are also supported in Sybase SQL Anywhere.[2] In IBM DB2, they are called "materialized query
tables"; Microsoft SQL Server has a similar feature called "indexed views".[3] MySQL doesn't support materialized
views natively, but workarounds can be implemented by using triggers or stored procedures [4] or by using the
open-source application Flexviews.[5] It is also possible to implement materialized views in PostgreSQL; version 9.3
natively supports materialized views.[6] In the current version 9.3 the materialized views are not auto-refreshed, and
are populated only at time of creation (unless WITH NO DATA is used) and may be refreshed later manually using
REFRESH MATERIALIZED VIEW command.[7]

Example syntax to create a materialized view in Oracle:

 CREATE MATERIALIZED VIEW MV_MY_VIEW

REFRESH FAST START WITH SYSDATE

   NEXT SYSDATE + 1

     AS SELECT * FROM <table_name>;

References
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mspx). Microsoft.com. Retrieved on 2012-02-09.
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2013-09-25.
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External links
• Materialized View Concepts and Architecture – Oracle (http:/ / download. oracle. com/ docs/ cd/ B10501_01/

server. 920/ a96567/ repmview. htm)
• SQL Snippets: SQL Features Tutorials – Materialized Views – Oracle (http:/ / www. sqlsnippets. com/ en/

topic-12868. html)
• Oracle9i Replication Management API Reference Release 2 (9.2) (http:/ / download. oracle. com/ docs/ cd/

B10501_01/ server. 920/ a96568/ rarmviea. htm#94135)
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Advanced Issues

Hierarchical query
A hierarchical query is a type of SQL query that handles hierarchical model data. They are special case of more
general recursive fixpoint queries, which compute transitive closures.
In standard SQL:1999 hierarchical queries are implemented by way of recursive common table expressions (CTEs).
Unlike the Oracle extension described below, the recursive CTEs were designed with fixpoint semantics from the
beginning. The recursive CTEs from the standard were relatively close to the existing implementation in IBM DB2
version 2. Recursive CTEs are also supported by Microsoft SQL Server, Firebird 2.1 , PostgreSQL 8.4+,[1] Oracle
11g Release 2 and CUBRID.
An alternative syntax is the non-standard CONNECT BY construct; it was introduced by Oracle in the 1980s. Prior
to Oracle 10g, the construct was only useful for traversing acyclic graphs because it returned an error on detecting
any cycles; in version 10g Oracle introduced the NOCYCLE feature (and keyword), making the traversal work in the
presence of cycles as well.

CONNECT BY

CONNECT BY is supported by EnterpriseDB,[2] Oracle database,[3] CUBRID, and DB2 although only if it is enabled
as a compatibility mode. The syntax is as follows:

 SELECT select_list

 FROM table_expression

 [ WHERE ... ]

 [ START WITH start_expression ]

 CONNECT BY [NOCYCLE] { PRIOR parent_expr = child_expr | child_expr = 

PRIOR parent_expr }

 [ ORDER SIBLINGS BY column1 [ ASC | DESC ] [, column2 [ ASC | DESC ] ]

 ...

 [ GROUP BY ... ]

 [ HAVING ... ]

 ...

For example

 SELECT LEVEL, LPAD (' ', 2 * (LEVEL - 1)) || ename "employee", empno, 

mgr "manager"

 FROM emp START WITH mgr IS NULL

 CONNECT BY PRIOR empno = mgr;

The output from the above query would look like:

 level |  employee   | empno | manager

-------+-------------+-------+---------

     1 | KING        |  7839 |

     2 |   JONES     |  7566 |    7839

     3 |     SCOTT   |  7788 |    7566
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     4 |       ADAMS |  7876 |    7788

     3 |     FORD    |  7902 |    7566

     4 |       SMITH |  7369 |    7902

     2 |   BLAKE     |  7698 |    7839

     3 |     ALLEN   |  7499 |    7698

     3 |     WARD    |  7521 |    7698

     3 |     MARTIN  |  7654 |    7698

     3 |     TURNER  |  7844 |    7698

     3 |     JAMES   |  7900 |    7698

     2 |   CLARK     |  7782 |    7839

     3 |     MILLER  |  7934 |    7782

(14 rows)

Pseudo-columns
•• LEVEL

•• CONNECT_BY_ISLEAF

•• CONNECT_BY_ISCYCLE

•• CONNECT_BY_ROOT

Unary operators
The following example returns the last name of each employee in department 10, each manager above that employee
in the hierarchy, the number of levels between manager and employee, and the path between the two:

   SELECT ename "Employee", CONNECT_BY_ROOT ename "Manager",

   LEVEL-1 "Pathlen", SYS_CONNECT_BY_PATH(ename, '/') "Path"

   FROM emp

   WHERE LEVEL > 1 and deptno = 10

   CONNECT BY PRIOR empno = mgr

   ORDER BY "Employee", "Manager", "Pathlen", "Path";

Functions
•• SYS_CONNECT_BY_PATH

Common table expression
A Common Table Expression, or CTE, (in SQL) is a temporary named result set, derived from a simple query and
defined within the execution scope of a SELECT, INSERT, UPDATE, or DELETE statement.
CTEs can be thought of as alternatives to derived tables (subquery), views, and inline user-defined functions.
Common table expressions are supported by DB2, Firebird,[4] Microsoft SQL Server, Oracle (with recursion since
11g release 2), PostgreSQL (since 8.4), SQLite (since 3.8.3), HyperSQL and H2 (experimental).[5] Oracle calls CTEs
"subquery factoring". The syntax is as follows:

WITH [RECURSIVE] with_query [, ...]

SELECT...

where with_query‘s syntax is:

with query_name [ (column_name [,...]) ] AS (SELECT ...)
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Recursive CTEs (or "recursive subquery factoring" in Oracle lingo) can be used to traverse relations (as graphs or
trees) although the syntax is much more involved because there are no automatic pseudo-columns created (like
LEVEL above); if these are desired, they have to be created in the code. See MSDN documentation or IBM
documentation[6][7] for tutorial examples.
The RECURSIVE keyword is not usually needed after WITH in systems other than PostgreSQL.
In SQL:1999 a recursive (CTE) query may appear anywhere a query is allowed. It's possible, for example, to name
the result using CREATE [RECURSIVE] VIEW. Using a CTE inside an INSERT INTO, one can populate a table
with data generated from a recursive query; random data generation is possible using this technique without using
any procedural statements.
An example of a recursive query computing the factorial of numbers from 0 to 9 is the following:

WITH RECURSIVE temp (n, fact) AS 

(SELECT 0, 1 -- Initial Subquery

  UNION ALL 

 SELECT n+1, (n+1)*fact FROM temp -- Recursive Subquery 

        WHERE n < 9)

SELECT * FROM temp;

References
[1][1] PostgreSQL
[2] Hierarchical Queries (http:/ / www. enterprisedb. com/ documentation/ hierarchical-queries. html), EnterpriseDB
[3] Hierarchical Queries (http:/ / download. oracle. com/ docs/ cd/ B19306_01/ server. 102/ b14200/ queries003. htm), Oracle
[4][4] Comparison of relational database management systems#Database capabilities
[5] http:/ / www. h2database. com/ html/ advanced. html#recursive_queries
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Further reading
• C. J. Date (2011). SQL and Relational Theory: How to Write Accurate SQL Code (2nd ed.). O'Reilly Media.

pp. 159–163. ISBN 978-1-4493-1640-2.
Academic textbooks. Note that these cover only the SQL:1999 standard (and Datalog), but not the Oracle extension.
• Abraham Silberschatz; Henry Korth; S. Sudarshan (2010). Database System Concepts (6th ed.). McGraw-Hill.

pp. 187–192. ISBN 978-0-07-352332-3.
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ISBN 978-0-07-246563-1. Chapter 24.
• Hector Garcia-Molina; Jeffrey D. Ullman; Jennifer Widom (2009). Database systems: the complete book (2nd

ed.). Pearson Prentice Hall. pp. 437–445. ISBN 978-0-13-187325-4.
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External links
• http:/ / stackoverflow. com/ questions/ 1731889/ cycle-detection-with-recursive-subquery-factoring
• http:/ / explainextended. com/ 2009/ 11/ 18/ sql-server-are-the-recursive-ctes-really-set-based/
• http:/ / gennick. com/ with. html
• http:/ / www. cs. duke. edu/ courses/ fall04/ cps116/ lectures/ 11-recursion. pdf

Hint (SQL)
In database query operations, various SQL implementations use hints as additions to the SQL standard that instruct
the database engine on how to execute the query. For example, a hint may tell the engine to use as little memory as
possible (even if the query will run slowly), or to use or not to use an index (even if the query optimizer would
decide otherwise).

Implementation
Different database engines use different approaches in implementing hints.
• MySQL uses its own extension to the SQL standard, where a table name may be followed by USE INDEX,
FORCE INDEX or IGNORE INDEX keywords.[1]

• Oracle implements hints by using specially-crafted comments in the query that begin with a + symbol, thus not
affecting SQL compatibility.[2]

• Postgres Plus® Advanced Server (a proprietary version of PostgreSQL from EnterpriseDB) offers hints
compatible with those of Oracle.[3][4]
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Extensions

SQL/CLI
The SQL/CLI, or Call-Level Interface, is an extension to the SQL standard is defined in SQL:1999 (based on
CLI-95), but also available in later editions such as ISO/IEC 9075-3:2003. This extension defines common
interfacing components (structures and procedures) that can be used to execute SQL statements from applications
written in other programming languages. The SQL/CLI extension is defined in such a way that SQL statements and
SQL/CLI procedure calls are treated as separate from the calling application's source code.

SQL/JRT
SQL/JRT, or SQL Routines and Types for the Java Programming Language, is an extension to the SQL standard
first published as ISO/IEC 9075-13:2002 (part 13 of SQL:1999). SQL/JRT specifies the ability to invoke static Java
methods as routines from within SQL applications, commonly referred to as "Java stored procedures". SQL/JRT also
calls for the ability to use Java classes as SQL structured user-defined types. The two parts of the extension originate
from the earlier ANSI SQLJ part 1 and 2 standards (not to be confused with SQLJ part 0, which defined an
embedding of SQL into Java, later standardized by ISO as SQL/OLB.)

Example
SQL/JRT allows a Java function to be called from SQL code like this:

CREATE FUNCTION sinh(v DOUBLE) RETURNS DOUBLE

  LANGUAGE JAVA DETERMINISTIC NO SQL

  EXTERNAL NAME 'CLASSPATH:java.lang.Math.sinh'

SELECT sinh(doublecolumn) FROM mytable

SQL/JRT also allows Java code to dynamically generate tables using a java.sql.ResultSet object. The result
sets returned are converted to SQL tables and can be used anywhere a table or view can be used.
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Implementations
SQL/JRT stored procedures are implemented in HSQLDB.[] Java stored procedures have also been implemented in
Oracle's JServer (or Aurora JVM), which was introduced in the Oracle Database version 8i in 1999;[1] it is now
called Oracle JVM. IBM DB2 also supported Java stored procedures since about 1998, although using an external
JVM (at that time).

References
[1] The Aurora JVM and Its Components (http:/ / docs. oracle. com/ cd/ F49540_01/ DOC/ java. 815/ a64686/ 01_intr4. htm), Oracle Corp.

External links
• SQL:2003 SQL/JRT draft (http:/ / www. podgoretsky. com/ ftp/ docs/ DB/ SQL2003/ 5WD-13-JRT-2003-09.

pdf)
• SQL:2003 SQL Standard User Defined Types and Routines (http:/ / farrago. sourceforge. net/ design/

UserDefinedTypesAndRoutines. html) from the Farrago documentation

SQL/MED
The SQL/MED, or Management of External Data, extension to the SQL standard is defined by ISO/IEC
9075-9:2003. SQL/MED provides extensions to SQL that define foreign-data wrappers and datalink types to allow
SQL to manage external data. External data is data that is accessible to, but not managed by, an SQL-based DBMS.
This standard can be used in the development of federated database systems.

Implementations
• PostgreSQL has support for some SQL/MED since version 9.1. 9.2 supports more.[1]

• LucidDB has support for SQL/MED.[2]

References
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[2] LucidDB Architecture (http:/ / www. luciddb. org/ html/ arch. html)

External links
• SQL/MED - A Status Report (http:/ / www. sigmod. org/ publications/ sigmod-record/ 0209/ jimmelton. pdf/

view)
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SQL/OLB
SQL/OLB, or Object Language Bindings, is a standard for embedding SQL in Java, commonly known by its prior
name as SQLJ (part 0). Besides describing the syntax and semantics of SQLJ, which are typically given relative to
JDBC, the standard also describes mechanisms to ensure binary portability of SQLJ applications, and specifies
various Java packages and their contained classes.
SQL/OLB was informally known as "SQLJ part 0" before standardization, which first occurred under the aegis of
ANSI in 1998 and then ISO in 2000. Although the latter was published after the bulk of SQL:1999, officially it was
"part 10" of that standard—a convention that was maintained for subsequent ISO SQL standards, including the
current one, SQL:2011.

Examples
For some (possibly outdated) examples, see the article on SQLJ.

Implementations
Both Oracle 8i and IBM DB2 introduced support around 1999. Oracle 12c claims conformance with
SQL/OLB:1999, but not with the newer SQL/OLB:2008.[1]

References
[1] http:/ / docs. oracle. com/ cd/ E16655_01/ server. 121/ e17209/ ap_standard_sql008. htm

SQL/PSM
SQL/PSM (SQL/Persistent Stored Modules) is an ISO standard mainly defining an extension of SQL with a
procedural language for use in stored procedures. Initially published in 1996 as an extension of SQL-92 (ISO/IEC
9075-4:1996, a version sometimes called PSM-96 or even SQL-92/PSM), SQL/PSM was later incorporated into the
multi-part SQL:1999 standard, and has been part 4 of that standard since then, most recently in SQL:2011. The
SQL:1999 part 4 covered less than the original PSM-96 because the SQL statements for defining, managing, and
invoking routines were actually incorporated into part 2 SQL/Foundation, leaving only the procedural language itself
as SQL/PSM. The SQL/PSM facilities are still optional as far as the SQL standard is concerned; most of them are
grouped in Features P001-P008.
SQL/PSM standardizes syntax and semantics for control flow, exception handling (called "condition handling" in
SQL/PSM), local variables, assignment of expressions to variables and parameters, and (procedural) use of cursors.
It also defines an information schema (metadata) for stored procedures. SQL/PSM is one language in which methods
for the SQL:1999 structured types can be defined. (The other is Java, via SQL/JRT.)
In practice MySQL's procedural language and IBM's SQL PL (used in DB2) are closest to the SQL/PSM standard.
SQL/PSM resembles and inspired by PL/SQL, as well as PL/pgSQL, so they are similar languages. With
PostgreSQL v9.X some SQL/PSM features, like overloading of SQL-invoked functions and procedures[1] are now
supported. A PostgreSQL addon implements SQL/PSM[2] (alongside its own procedural language), although it is not
part of the core product.[3]
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References
[1] feature T322 (http:/ / www. postgresql. org/ docs/ 9. 0/ static/ features-sql-standard. html)
[2] See git's repository of plpsm0 (https:/ / github. com/ okbob/ plpsm0), 2011-05's announce (http:/ / www. postgresql. org/ message-id/

1305291347. 14548. 13. camel@jara. office. nic. cz), 2012-02's Proposal PL/pgPSM announce (http:/ / www. postgresql. org/ message-id/
CAFj8pRDWFdcjNSnwQB_3j1-rMO6b8=TmLTNBvDCSpRrOW2Dfeg@mail. gmail. com) and 2008's Guide (http:/ / postgres. cz/ wiki/
SQL/ PSM_Manual).

[3] PostgreSQL: Documentation: 9.2: SQL Conformance (http:/ / www. postgresql. org/ docs/ 9. 2/ static/ features. html)

Further reading
• Jim Melton, Understanding SQL's Stored Procedures: A Complete Guide to SQL/PSM, Morgan Kaufmann

Publishers, 1998, ISBN 1-55860-461-8

SQL/Schemata
The SQL/Schemata, or Information and Definition Schemas, part to the SQL standard is defined by ISO/IEC
9075-11:2008. SQL/Schemata defines the information schema and definition schema, providing a common set of
tools to make SQL databases and objects self-describing. These tools include the SQL object identifier[clarify],
structure[clarify] and integrity constraints, security and authorization specifications[clarify], features and
packages[clarify] of ISO/IEC 9075, support of features provided by SQL-based DBMS implementations, SQL-based
DBMS implementation information and sizing items[clarify], and the values supported[clarify] by the DBMS
implementations. SQL/Schemata defines a number of features, some of which are mandatory.
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StreamSQL
StreamSQL is a query language that extends SQL with the ability to process real-time data streams. SQL is
primarily intended for manipulating relations (also known as tables), which are finite bags of tuples (rows).
StreamSQL adds the ability to manipulate streams, which are infinite sequences of tuples that are not all available at
the same time. Because streams are infinite, operations over streams must be monotonic. Queries over streams are
generally "continuous", executing for long periods of time and returning incremental results.
The StreamSQL language is typically used in the context of a Data Stream Management System (DSMS), for
applications including algorithmic trading, market data analytics, network monitoring, surveillance, e-fraud detection
and prevention, clickstream analytics and real-time compliance (anti-money laundering, RegNMS, MiFID).

Technical details
StreamSQL extends the type system of SQL to support streams in addition to tables. Several new operations are
introduced to manipulate streams.
Selecting from a stream - A standard SELECT statement can be issued against a stream to calculate functions
(using the target list) or filter out unwanted tuples (using a WHERE clause). The result will be a new stream.
Stream-Relation Join - A stream can be joined with a relation to produce a new stream. Each tuple on the stream is
joined with the current value of the relation based on a predicate to produce 0 or more tuples.
Union and Merge - Two or more streams can be combined by unioning or merging them. Unioning combines tuples
in strict FIFO order. Merging is more deterministic, combining streams according to a sort key.
Windowing and Aggregation - A stream can be windowed to create finite sets of tuples. For example, a window of
size 5 minutes would contain all the tuples in a given 5 minute period. Window definitions can allow complex
selections of messages, based on tuple field values. Once a finite batch of tuples is created, analytics such as count,
average, max, etc., can be applied.
Windowing and Joining - A pair of streams can also be windowed and then joined together. Tuples within the join
windows will combine to create resulting tuples if they fulfill the predicate.

History
StreamSQL is derived from academic research into Event Stream Processing, closely related to complex event
processing. Led by Dr. Michael Stonebraker, a team of 30 professors and students on project Aurora worked
collaboratively from 2001 through 2003 to develop the core principles behind StreamSQL.
The Aurora project has since been superseded by the Borealis project. Borealis is a distributed multi-processor
version of Aurora.

External links
• Documentation, technical resources, and blog describing StreamSQL usage for complex event processing and

event stream processing [1]
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dBase and derived languages

DBase

dBASE

Paradigm(s) Imperative, Declarative

Appeared in 1979

Developer C. Wayne Ratliff

Influenced Clipper, WordTech products, Harbour. FoxBASE+, FoxPro, Visual FoxPro

Website www.dbase.com [1]

dBASE was one of the first and in its day the most successful database management systems for microcomputers.
The dBASE system includes the core database engine, a query system, a forms engine, and a programming language
that ties all of these components together. dBASE's underlying file format, the .dbf file, is widely used in
applications needing a simple format to store structured data.
dBASE was originally published by Ashton-Tate for microcomputer operating system CP/M in 1980, and later
ported to Apple II and IBM PC computers running DOS. On the PC platform, in particular, dBASE became one of
the best-selling software titles for a number of years. A major upgrade was released as dBASE III, and ported to a
wider variety of platforms, adding UNIX, and VMS. By the mid-1980s, Ashton-Tate was one of the "big three"
software publishers in the early business software market, the others being Lotus Development and WordPerfect.
Starting in the mid-1980s, several companies produced their own variations on the dBASE product and especially
the dBASE programming language. These included FoxBASE+(later renamed FoxPro), Clipper, and other so-called
xBase products. Many of these were technically stronger than dBASE, but could not push it aside in the market. This
changed with the disastrous introduction of dBASE IV, whose design and stability were so poor many users
switched to other products.[citation needed] At the same time, there was growing use of IBM-invented SQL (Structured
Query Language) in database products. Another factor was user adoption of Microsoft Windows on desktop
computers. The shift toward SQL and Windows put pressure on the makers of xBase products to invest in major
redesign to provide new capabilities.
In spite of growing pressure to evolve, in the early 1990s xBase products constituted the leading database platform
for implementing business applications. The size and impact of the xBase market did not go unnoticed, and within
one year, the three top xBase firms were acquired by larger software companies. Borland purchased Ashton-Tate,
Microsoft bought Fox Software, and Computer Associates acquired Nantucket. However, by the following decade
most of the original xBase products had faded from prominence and several disappeared. Products known as dBASE
still exist, owned by dBase LLC.
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History

Origins
In the late 1960s, Fred Thompson at the Jet Propulsion Laboratory (JPL) was using a Tymshare product named
RETRIEVE to manage a database of electronic calculators, which were at that time very expensive products. In 1971
Fred collaborated with Jack Hatfield, a programmer at JPL, to write an enhanced version of RETRIEVE which
became the JPLDIS project. JPLDIS was written in FORTRAN on the UNIVAC 1108 mainframe, and was
presented publicly in 1973. When Hatfield left JPL in 1974, Jeb Long took over his role.[2]

While working at JPL as a contractor, C. Wayne Ratliff entered the office football pool. He had no interest in the
game, but felt he could win the pool by processing the post-game statistics found in newspapers. In order to do this,
he turned his attention to a database system and, by chance, came across the documentation for JPLDIS. He used this
as the basis for a port to PTDOS on his kit-built IMSAI 8080 microcomputer, and called the resulting system Vulcan
(after Mr. Spock on Star Trek).[3]

Ashton-Tate
George Tate and Hal Lashlee had built two successful start-up companies - Discount Software was one of the first to
sell PC software programs through the mail to consumers, and Software Distributors which was one of the first
wholesale distributors of PC software in the world. They entered into an agreement with Ratliff to market Vulcan,
and formed Ashton-Tate to do so. Ratliff ported Vulcan from PTDOS to CP/M. Hal Pawluk, who handled marketing
for the nascent company, decided to change the name to the more business-like "dBASE". Pawluk devised the use of
lower case "d" and all-caps "BASE" to create a distinctive name (it is an error to write it any other way). Pawluk
suggested calling the new product version two ("II") to suggest it was less buggy than an initial release. dBASE II
was the result and became a standard CP/M application along with WordStar and SuperCalc.[4]

In 1981, IBM commissioned a port of dBASE for the then-in-development PC. The resultant program was one of the
initial pieces of software available when the IBM PC went on sale the fall of 1981. dBASE was one of a very few
"professional" programs on the platform at that time, and became a huge success. The customer base included not
only end-users, but an increasing number of "value added resellers", or VARs, who purchased dBASE, wrote
applications with it, and sold the completed systems to their customers. The May 1983 release of dBASE II
RunTime further entrenched dBASE in the VAR market by allowing the VARs to deploy their products using the
lower-cost RunTime system.
The success of dBASE created many opportunities for third-parties. Soon, hundreds of companies (ranging from
one-person shops to large firms) began offering dBASE-related application development, libraries of code to add
functionality, applications with source code that could be customized and re-sold, consulting, training, and how-to
books. A new company in San Diego (today known as Advisor Media http:/ / www. Advisor. com) premiered a
magazine devoted to professional use of dBASE, Data Based Advisor. All of these activities fueled the rapid rise of
dBASE as the leading product of its type.
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dBASE III
As platforms and operating systems proliferated in the early 1980s, the company found it difficult to port the
assembly language-based dBASE to target systems. This led to a re-write of the platform in the C programming
language, using automated code conversion tools. The resulting code worked, but was essentially undocumented and
inhuman in syntax, a problem that would prove to be serious in the future.[citation needed]

The resulting dBASE III was released in May 1984. Although reviewers widely panned its lowered performance, the
product was otherwise well reviewed. After a few rapid upgrades the system stabilized and was once again a
best-seller throughout the 1980s, and formed the famous "application trio" of PC compatibles (dBASE, Lotus 123,
and WordPerfect). By the fall of 1984, the company had over 500 employees and was taking in $40 million a year in
sales, the vast majority from dBASE products.

Recent history
dBASE has evolved into a modern object oriented language that runs on 32 bit Windows. It can be used to build a
wide variety of applications including web apps hosted on a Windows server, Windows rich client applications, and
middleware applications. dBASE can access most modern database engines via ODBC drivers.
dBASE features an IDE with a Command Window and Navigator, a just in time compiler, a preprocessor, a virtual
machine interpreter, a linker for creating dBASE application .exe's, a freely available runtime engine, and numerous
two-way GUI design tools including a Form Designer, Report Designer, Menu Designer, Label Designer,
Datamodule Designer, SQL Query Designer, and Table Designer. Two-way Tools refers to the ability to switch back
and forth between using a GUI design tool and the source code editor. Other tools include a Source Code Editor, a
Project Manager that simplifies building and deploying a dBASE application, and an integrated Debugger. dBASE
features structured exception handling and has many built-in classes that can be subclassed via single inheritance.
There are visual classes, data classes, and many other supporting classes. Visual classes include Form, SubForm,
Notebook, Container, Entryfield, RadioButton, SpinBox, ComboBox, ListBox, PushButton, Image, Grid, ScrollBar,
ActiveX, Report, ReportViewer, Text, TextLabel and many others. Database classes include Session, Database,
Query, Rowset, Field, StoredProc and Datamodule classes. Other classes include File, String, Math, Array, Date,
Exception, Object and others. dBASE objects can be dynamically subclassed by adding new properties to them at
runtime.
The current version, dBASE PLUS 8, was announced on March 19, 2013. The product not only supports the existing
BDE connectivity, but it also adds support for ADO and ODBC either through the new ADO approach or with the
existing BDE connections. This update of dBASE PLUS 8 has been graphically enhanced, has been modernized for
continued support on today's more recent operating systems including support for running applications on
Microsoft’s Windows 8 and Windows Server 2012 product lines. The product is fully compatible with earlier 32 bit
versions of dBASE including Visual dBASE 7.x and dB2K. It is partly compatible with 16 bit Windows versions
(dBASE for Windows 5.x and Visual dBASE 5.x) and with older DOS versions (dBASE II, dBASE III, dBASE IV,
and dBASE 5). In May of 2012, dBase introduced a new product to allow users of the DOS based dBASE products
to continue to use the product on the latest Windows OSs and hardware. The new product was called
dbDOS(TM)dbdos The latest dbDOS is called dbDOS(TM) PRO 2 and continues to be enhanced.

dBASE / xBase programming language
For handling data, dBASE provided detailed procedural commands and functions to open and traverse records in 
data files (e.g., USE, SKIP, GO TOP, GO BOTTOM, and GO recno), manipulate field values (REPLACE and 
STORE), and manipulate text strings (e.g., STR() and SUBSTR()), numbers, and dates. Its ability to simultaneously 
open and manipulate multiple files containing related data led Ashton-Tate to label dBASE a "relational database" 
although it did not meet the criteria defined by Dr. Edgar F. Codd's relational model; it could more accurately be 
called an application development language and integrated navigational database management system that is
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influenced by relational concepts.
The dBASE product used a runtime interpreter architecture, which allowed the user to execute commands by typing
them in a command line "dot prompt." Upon typing a command or function and pressing the return key, the
interpreter would immediately execute or evaluate it. Similarly, program scripts (text files with PRG extensions) ran
in the interpreter (with the DO command), where each command and variable was evaluated at runtime. This made
dBASE programs quick and easy to write and test because programmers didn't have to first compile and link them
before running them. (For other languages, these steps were tedious in the days of single- and double-digit megahertz
CPUs.) The interpreter also handled automatically and dynamically all memory management (i.e., no preallocating
memory and no hexadecimal notation), which more than any other feature made it possible for a business person
with no programming experience to develop applications.
Conversely, the ease and simplicity of dBASE presented a challenge as its users became more expert and as
professional programmers were drawn to it. More complex and more critical applications demanded professional
programming features for greater reliability and performance, as well as greater developer productivity.
Over time, Ashton-Tate's competitors introduced so-called clone products and compilers that had more robust
programming features such as user-defined functions (UDFs) to supplement the built-in function set, scoped
variables for writing routines and functions that were less likely to be affected by external processes, arrays for
complex data handling, packaging features for delivering applications as executable files without external runtime
interpreters, object-oriented syntax, and interfaces for accessing data in remote database management systems.
Ashton-Tate also implemented many of these features with varying degrees of success. Ashton-Tate and its
competitors also began to incorporate SQL, the ANSI/ISO standard language for creating, modifying, and retrieving
data stored in relational database management systems.
Eventually, it became clear that the dBASE world had expanded far beyond Ashton-Tate, which was considered to
be retarding innovation, growth and the impact of the technology. A "third-party" community had formed, consisting
of Fox Software, Nantucket, Alpha Software, Data Based Advisor Magazine, SBT and other application
development firms, and major developer groups. They sought to create a dBASE language standard, supported by
IEEE committee X3J19 and initiative IEEE 1192. They began using "xBase" to generically refer to the language and
database design, to distinguish it from the Ashton-Tate product.
Ashton-Tate was invited to participate, but instead it saw the rise of xBase as an illegal threat to its proprietary
technology. In 1988 Ashton-Tate filed suit against Fox Software and Santa Cruz Operation (SCO) for copying
dBASE's "structure and sequence" in FoxBase+ (SCO marketed XENIX and UNIX versions of the Fox products). In
December 1990, U.S. District judge Terry Hatter, Jr. dismissed Ashton-Tate's lawsuit and invalidated Ashton-Tate's
copyrights for not disclosing that dBASE had been based, in part, on the public domain JPLDIS. In October 1991,
while the case was still under appeal, Borland International acquired Ashton-Tate, and as one of the merger's
provisions the U.S. Justice Department required Borland to end the lawsuit against Fox and allow other companies to
use the dBASE/xBase language without the threat of legal action.
By the end of 1992, major software companies raised the stakes by acquiring the leading xBase products. Borland
acquired Ashton-Tate's dBASE products (and later WordTech's xBase products), Microsoft acquired Fox Software's
FoxBASE+ and FoxPro products, and Computer Associates acquired Nantucket's Clipper products. Advisor Media
built on its Data Based Advisor magazine by launching FoxPro Advisor and Clipper Advisor (and other) developer
magazines and journals, and live conferences for developers. However, a planned dBASE Advisor Magazine was
aborted due the market failure of dBASE IV.
By the year 2000 the xBase market had faded as developers shifted to new database systems and programming
languages. Computer Associates (later known as CA) eventually dropped Clipper. Borland restructured and sold
dBASE. Of the major acquirers, Microsoft stuck with xBase the longest, evolving FoxPro into Visual FoxPro, but
the product is no longer offered. In 2006 Advisor Media stopped its last-surviving xBase magazine, FoxPro Advisor.
The era of xBase dominance has ended, but there are still xBase products. The dBASE product line is now owned by
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dBase LLC.

Programming examples
Today, implementations of the dBASE language have expanded to include many features targeted for business
applications, including object-oriented programming, manipulation of remote and distributed data via SQL, Internet
functionality, and interaction with modern devices.
The following example opens an employee table ("empl"), gives every manager who supervises 1 or more
employees a 10-percent raise, and then prints the names and salaries.

 USE empl

 REPLACE ALL salary WITH salary * 1.1 FOR supervisors > 0

 LIST ALL fname, lname, salary TO PRINT

 * (comment: reserved words shown in CAPITALS for illustration purposes)

Note how one does not have to keep mentioning the table name. The assumed ("current") table stays the same until
told otherwise. This is in contrast to SQL which almost always needs explicit tables. Because of its origins as an
interpreted interactive language, dBASE used a variety of contextual techniques to reduce the amount of typing
needed. This facilitated incremental, interactive development but also made larger-scale modular programming
difficult. A tenet of modular programming is that the correct execution of a program module must not be affected by
external factors such as the state of memory variables or tables being manipulated in other program modules.
Because dBASE was not designed with this in mind, developers had to be careful about porting (borrowing)
programming code that assumed a certain context and it would make writing larger-scale modular code difficult.
Work-area-specific references were still possible using the arrow notation ("B->customer") so that multiple tables
could be manipulated at the same time. In addition, if the developer had the foresight to name their tables
appropriately, they could clearly refer to a large number of tables open at the same time by notation such as
("employee->salary") and ("vacation->start_date"). Alternatively, the alias command could be appended to the initial
opening of a table statement which made referencing a table field unambiguous and simple. For example. one can
open a table and assign an alias to it in this fashion, "use EMP alias Employee", and henceforth, refer to table
variables as "Employee->Name".
Another notable feature is the re-use of the same clauses for different commands. For example, the FOR clause
limits the scope of a given command. (It is somewhat comparable to SQL's WHERE clause). Different commands
such as LIST, DELETE, REPLACE, BROWSE, etc. could all accept a FOR clause to limit (filter) the scope of their
activity. This simplifies the learning of the language.
dBASE was also one of the first business-oriented languages to implement string evaluation.

 i = 2

 myMacro = "i + 10"

 i = &myMacro

 * comment: i now has the value 12

Here the "&" tells the interpreter to evaluate the string stored in "myMacro" as if it were programming code. This is
an example of a feature that made dBASE programming flexible and dynamic, sometimes called "meta ability" in the
profession. This could allow programming expressions to be placed inside tables, somewhat reminiscent of formulas
in spreadsheet software.
However, it could also be problematic for pre-compiling and for making programming code secure from hacking.
But, dBASE tended to be used for custom internal applications for small and medium companies where the lack of
protection against copying, as compared to compiled software, was often less of an issue.
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Interactivity
In addition to the dot-prompt, dBASE III, III+ and dBASE IV came packaged with an ASSIST application to
manipulate data and queries, as well as an APPSGEN application which allowed the user to generate applications
without resorting to code writing like a 4GL. The dBASE IV APPSGEN tool was based largely on portions of an
early CP/M product named Personal Pearl.

Niches
Although the language has fallen out of favor as a primary business language, some find dBASE an excellent
interactive ad-hoc data manipulation tool. Whereas SQL retrieves data sets from a relational database (RDBMS),
with dBASE one can more easily manipulate, format, analyze and perform calculations on individual records,
strings, numbers, and so on in a step-by-step imperative (procedural) way instead of trying to figure out how to use
SQL's declarative operations.
Its granularity of operations is generally smaller than SQL, making it easier to split querying and table processing
into easy-to-understand and easy-to-test parts. For example, one could insert a BROWSE operation between the
filtering and the aggregation step to study the intermediate table or view (applied filter) before the aggregation step is
applied.
As an application development platform, dBASE fills a gap between lower level languages such as C, C++, and Java
and high-level proprietary 4GLs (fourth generation languages) and purely visual tools, providing relative ease-of-use
for business people with less formal programming skill and high productivity for professional developers willing to
trade off the low-level control.
dBASE remained a popular teaching tool even after sales slowed because the text-oriented commands were easier to
present in printed training material than the mouse-oriented competitors. (Mouse-oriented commands were added to
the product over time, but the command language remained a popular de facto standard while mousing commands
tended to be vendor-specific.)

File formats
A major legacy of dBASE is its .dbf file format, which has been adopted in a number of other applications. For
example, the shapefile format developed by ESRI for spatial data in its PC ArcInfo geographic information system,
uses .dbf files to store feature attribute data.
Microsoft recommends saving a Microsoft Works database file in the dBASE file format so that it can be read by
Microsoft Excel.[5]

dBASE's database system was one of the first to provide a header section for describing the structure of the data in
the file.[citation needed] This meant that the program no longer required advance knowledge of the data structure, but
rather could ask the data file how it was structured. There are several variations on the .dbf file structure, and not all
dBASE-related products and .dbf file structures are compatible.
A second filetype is the .dbt file format for memo fields. While character fields are limited to 254 characters each,
a memo field is a 10-byte pointer into a .dbt file which can include a much larger text field. dBASE was very
limited in its ability to process memo fields, but some other xBase languages such as Clipper treated memo fields as
strings just like character fields for all purposes except permanent storage.
dBASE uses .ndx files for single indexes, and .mdx (multiple-index) files for holding between 1 and 48 indexes.
Some xBase languages include compatibility with .ndx files while others use different file formats such as .ntx
used by Clipper and .idx/.cdx used by FoxPro or FlagShip. Later iterations of Clipper included drivers for
.ndx, .mdx, .idx and .cdx indexes.
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Clip (compiler)

clip

Developer(s) ITK / Uri Hnykin

Stable release 1.2.0 / November 1, 2006

Operating system Unix-like

License GPL or Commercial License [1]

Website http:/ / www. itk. ru/ [2]

Clip compiler is a multi-platform (Linux and Windows (Cygwin)) Clipper programming language compiler with
many additional features and libraries (for gtk, fivewin, netto, MySQL, ODBC, cti, tcp, gzip, Interbase, Oracle,
Postgres), which is quite fast, has support for Hyper-Six and FoxPro RDD's, and can compile existing Clipper source
code with very minor changes.
It has support for all the features in the original compiler, can access multiple types of databases such as Oracle,
Informix, Interbase, MySQL, Postgres, all Xbase dialects (tables: Foxpro, Visual FoxPro, COMIX, indexes:
NDX,NTX,CDX,)
It supports object-oriented programming, preprocessor, dynamic and static libraries, several functions for math,
string management, arrays or vectors.
Clip is licensed under a "GPL type" License and uses the GNU CC compiler.

External links
• Clip compiler [2]

• Spanish user group of Clip Clip-castellano [3]

• Brazilian User Group of Clip [4]

References
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[2] http:/ / www. itk. ru/ english/ index. shtml
[3] http:/ / www. clip-castellano. com. ar/
[4] http:/ / clip-br. web. br. com/
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Clipper (programming language)

Clipper

Appeared in 1985

Stable release CA Clipper 5.3b (May 20, 1997)

OS DOS

Website [1]

Clipper is a computer programming language that is used to create software programs that originally operated
primarily under DOS. Although it is a powerful general-purpose programming language, it was primarily used to
create database/business programs.

History
Clipper was originally created in 1985 as a compiler for dBASE III, a very popular database language at the time.
Compiling dBASE code changes it from interpreted code, which must be interpreted every time each line of code is
executed, to p-code, which uses a Virtual Machine to process the compiled p-code. p-code is considerably faster, but
still not as fast as the machine code generated by native compilers. As a technical marketing ploy, the p-code was
wrapped into object code (linkable .obj files) which gave the impression that it was compiled to native code. Clipper
was created by Nantucket Corporation led by Barry ReBell (management) and Brian Russell (technical), and later
sold to Computer Associates. GrafX Software licensed CA-Clipper in 2002 from CA for ongoing marketing and
distribution.
As the product matured, it remained a DOS tool for many years, but added elements of the C programming language
and Pascal programming language, as well as OOP, and the code-block data-type (hybridizing the concepts of dBase
macros, or string-evaluation, and function pointers), to become far more powerful than the original. Nantucket's
Aspen project later matured into the Windows native-code Visual Objects compiler.
The Clipper language is being actively implemented and extended by multiple organizations/vendors, like XBase++
from Alaska Software and FlagShip, as well as free (GPL-licensed) projects like Harbour and xHarbour.
Many of the current implementations are portable (DOS, Windows, Linux (32- and 64-bit), Unix (32- and 64-bit),
and Mac OS X), supporting many language extensions [2], and have greatly extended runtime libraries, as well as
various Replaceable Database Drivers (RDD) supporting many popular database formats, like DBF, DBTNTX,
DBFCDX (FoxPro, Apollo, Comix, and Advantage Database Server), MachSix (SIx Driver and Apollo), SQL, and
more. These newer implementations all strive for full compatibility with the standard dBase/xBase syntax, while also
offering OOP approaches and target-based syntax such as SQLExecute().
The Clipper Usenet newsgroups are comp.lang.clipper [3] and
comp.lang.clipper.visual-objects [4].

http://en.wikipedia.org/w/index.php?title=Software_release_life_cycle
http://en.wikipedia.org/w/index.php?title=Operating_system
http://en.wikipedia.org/w/index.php?title=DOS
http://www.grafxsoft.com/clipper.htm
http://en.wikipedia.org/w/index.php?title=Programming_language
http://en.wikipedia.org/w/index.php?title=Computer_program
http://en.wikipedia.org/w/index.php?title=DOS
http://en.wikipedia.org/w/index.php?title=Compiler
http://en.wikipedia.org/w/index.php?title=DBASE
http://en.wikipedia.org/w/index.php?title=Compiling
http://en.wikipedia.org/w/index.php?title=Interpreter_%28computing%29
http://en.wikipedia.org/w/index.php?title=P-code_machine
http://en.wikipedia.org/w/index.php?title=Virtual_Machine
http://en.wikipedia.org/w/index.php?title=Machine_language
http://en.wikipedia.org/w/index.php?title=Nantucket_Corporation
http://en.wikipedia.org/w/index.php?title=Computer_Associates
http://en.wikipedia.org/w/index.php?title=GrafX_Software
http://en.wikipedia.org/w/index.php?title=DOS
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Pascal_programming_language
http://en.wikipedia.org/w/index.php?title=Object-oriented_programming
http://en.wikipedia.org/w/index.php?title=Datatype
http://en.wikipedia.org/w/index.php?title=Macro_%28computer_science%29%23Macro_languages
http://en.wikipedia.org/w/index.php?title=String_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Function_pointer
http://en.wikipedia.org/w/index.php?title=Microsoft_Windows
http://en.wikipedia.org/w/index.php?title=Free_software
http://en.wikipedia.org/w/index.php?title=GNU_General_Public_License
http://en.wikipedia.org/w/index.php?title=DOS
http://en.wikipedia.org/w/index.php?title=Microsoft_Windows
http://en.wikipedia.org/w/index.php?title=Linux
http://en.wikipedia.org/w/index.php?title=32-bit
http://en.wikipedia.org/w/index.php?title=64-bit
http://en.wikipedia.org/w/index.php?title=Unix
http://en.wikipedia.org/w/index.php?title=Mac_OS_X
http://www.xharbour.org/index.asp?page=product/extensions
http://en.wikipedia.org/w/index.php?title=Runtime_library
http://en.wikipedia.org/w/index.php?title=DBASE
http://en.wikipedia.org/w/index.php?title=Usenet
http://en.wikipedia.org/w/index.php?title=Newsgroup
http://groups.google.com/group/comp.lang.clipper
http://groups.google.com/group/comp.lang.clipper.visual-objects


Clipper (programming language) 360

Programming in Clipper
A simple hello world - application:

? "Hello World!"

A simple data base input mask:

USE Customer SHARED NEW

clear

@  1, 0 SAY "CustNum" GET Customer->CustNum PICT "999999" VALID Customer->CustNum > 0

@  3, 0 SAY "Contact" GET Customer->Contact VALID !empty(Customer->Contact)

@  4, 0 SAY "Address" GET Customer->Address

READ

Version history
The various versions of Clipper were
From Nantucket Corporation; the "seasonal versions", billed as "dBase compilers"
•• Nantucket Clipper Winter'84 - released May 25, 1985
•• Nantucket Clipper Summer'85 - released 1985
•• Nantucket Clipper Winter'85 - released January 29, 1986
•• Nantucket Clipper Autumn'86 - released October 31, 1986
•• Nantucket Clipper Summer'87 - released December 21, 1987
From Nantucket Corporation; Clipper 5
•• Nantucket Clipper 5.00 - released 1990
•• Nantucket Clipper 5.01 - released April 15, 1991
•• Nantucket Clipper 5.01 Rev.129 - released March 31, 1992
and from Computer Associates; CA-Clipper 5
•• CA Clipper 5.01a -
•• CA Clipper 5.20 - released February 15, 1993
•• CA-Clipper 5.2a - released March 15, 1993
•• CA Clipper 5.2b - released June 25, 1993
•• CA-Clipper 5.2c - released August 6, 1993
•• CA Clipper 5.2d - released March 25, 1994
•• CA-Clipper 5.2e - released February 7, 1995
•• CA Clipper 5.30 - released June 26, 1995
•• CA Clipper 5.3a - released May 20, 1996
•• CA Clipper 5.3b - released May 20, 1997
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External links
• Alaska Software [5] vendor of XBase++
• Apollo database engine supports CA-Clipper and FoxPro data files [6]

• Free Open Source Graphic,GUI & Form Designer for CA-Clipper [7]

• mini Clipper FAQ [8]

• Print from Clipper to newest Windows printers [9] article
• The Oasis [10] is the largest file archive for CA-Clipper and xBase on the web
• Visual FlagShip Clipper compatible compiler for Linux, Unix and Windows [11]

• Xailer [12] Integrated development environment for Windows
• Harbour Project [13] A 32/64 bit multiplatform Clipper compiler
• From CA-Clipper to Windows in 5 minutes [14] How to install Harbour MiniGUI and compile a windows-exe.
• DBFree - Xbase/Clipper for the web [15] :Active web pages using server-side Xbase scripts, embedded DBF data

engine, freeware, based on MaxScript Xbase interpreter (adds xBase/Clipper server-side scripting to IIS / Apache
/ Xitami web servers).

• DBMax - MaxScript Command Processor [16] :the Xbase interpreter for desktop and web applications.
• The NTK Project [17], WIN32 Gui Framework for (x)Harbour, backward compatible with Clipper and Clip4Win.
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Flagship compiler
FlagShip is both object oriented and procedural programming
language, based on the xBase language dialect and conventions.
FlagShip is available for and is cross-compatible to different
computer platforms, such as Linux, Unix and Microsoft Windows.
As a true compiler, it translates the very popular database 4GL
xBase source code to native 32-bit or 64-bit executables, using the
same source-code and databases.

Recent history
The first FlagShip version was introduced by multisoft Datentechnik GmbH in 1992 to port Clipper, dBASE III+,
FoxBase and FoxPro applications to different operating systems, i.e. SCO Unix, IBM AIX, Sun Solaris, HP-UX,
Siemens SINIX and many other Unix systems. In 1995 also Linux ports became available. In 2002, Visual FlagShip
(abbreviated as VFS) was announced for Linux, and in 2004 additionally for 32/64-bit based Microsoft Windows
operating systems. The current VFS product line covers all common 32-bit and 64-bit operating systems (Windows
NT, 2000, XP, Vista, 7, Server 2008).

Programming

FlagShip environment
Executing an application,
including the embedded
source-code debugger

FlagShip is a programming and development tool. As with other
compilers, it is designed mainly for professional software developers.
But because of its simple interface, it is also perfectly suitable for
semi-professionals and advanced computer users, who need to create
database applications with minimal programming effort. Thanks to its
full Clipper compatibility, it is also best suited for porting already
available DOS applications to nearly any Unix, Linux or MS-Windows
systems.

There is no learning curve if you are already familiar with any xBase
dialect, like dBase, FoxBase, FoxPro, Clipper, Visual Objects etc.
There are millions of well trained programmers who have been using
this easy but powerful 4GL syntax for years. All of them can directly
switch to FlagShip. If you don't have any programming experience
with xBase, but are familiar with any other language (C, C++, Java, Pascal, Delphi, Basic, Perl etc.), the learning
curve is very short. With about 10 commands, you will be able to create your first application.

Visual FlagShip makes an GUI based application from your available textual xBase code automatically. Of course,
because object oriented, you can modify the behavior by yourself too, using either classes or corresponding functions
in procedural programming. The same source and the same application supports GUI, textual and stream mode (e.g.
for Web or background). The i/o mode is either detected automatically from the current environment (heterogenal
application), or can be specified at compile time or at run-time using command-line switch.
For example, these few statements, stored in text file address.prg

 USE address ALIAS adr SHARED NEW

 SET COLOR TO "W+/B,GR+/R,W/B,W/B,GR+/BG"

 SET GUICOLOR OFF

 cls
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 @  1, 0 SAY "Id No. " GET adr->IdNum   PICT "999999" VALID IdNum > 0

 @  3, 0 SAY "Company" GET adr->Company

 @  3,35 SAY "Branch"  GET adr->Branch  WHEN  !empty(adr->Company)

 @  4, 0 SAY "Name   " GET adr->Name    VALID !empty(adr->Name)

 @  4,35 SAY "First "  GET adr->First

 @  6, 0 SAY "Country" GET adr->Country PICTURE "!" + repli("x",24)

 @  8, 0 SAY "Zip    " GET adr->Zip     PICT "@!" VALID !empty(adr->Zip)

 @  9, 0 SAY "City   " GET adr->City

 @ 10, 0 SAY "Street " GET adr->Street

   

 @  6,35,11.4,47 GET adr->Type RADIOGROUP {"Male","Female","Company","None"}

 @  7,50   GET  adr->Interest  CHECKBOX  CAPTION "Interested party"

 @  8,50   GET  adr->Customer  CHECKBOX  CAPTION "Customer"

 @  9,50   GET  adr->Reseller  CHECKBOX  CAPTION "Reseller"

 @ 10,50   GET  adr->Distrib   CHECKBOX  CAPTION "Distributor"

 READ 

... and compiled by simply

>FlagShip address.prg -o address 

... creates self-containing executable (i.e. address.exe in Windows)

Additional examples and screenshots are available via the External links below.

External links
• FlagShip (multisoft) home page [1]

• VFS screenshots and specs [2]

References
[1] http:/ / www. fship. com
[2] http:/ / www. fship. com/ vfs. html
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http://www.fship.com/vfs.html
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FoxPro 2
FoxPro was a text-based procedurally oriented programming language and DBMS, originally published by Fox
Software and later by Microsoft, for MS-DOS, Windows, Macintosh, and UNIX. The final published release of
FoxPro was 2.6, after which the development has continued under Visual FoxPro.
Although FoxPro is a Database Management System (DBMS) and it does support relationships between tables, it is
not considered a Relational Database Management System (RDBMS), lacking transactional processing.
Sold and supported by Microsoft, there is an active worldwide community of FoxPro users and programmers.
FoxPro 2.6 for UNIX (FPU26) has even been successfully installed on Linux and FreeBSD using the Intel Binary
Compatibility Standard (ibcs2) support library.

Version information

Operating system compatibility

Extant Versions by OS

Version FP 2.0 FP 2.5 FP 2.6

MS-DOS Yes Yes Yes

Windows 3.1 to XP Yes Yes Yes

Macintosh Yes Yes Yes

SCO UNIX No No Yes

Linux & FreeBSD No No Yes[1]

Windows 2000 No No Yes

Technical aspects
FoxPro 2 included "Rushmore" optimizing engine, which used indices to accelerate data retrieval and updating.
Rushmore technology examined every data-related statement, and looked for filter expressions. If one was used, it
looked for an index matching the same expression.
In addition, FoxPro2 was originally built on WatCOM C++, which had its own memory extensor - at that time
state-of-the-art. FoxPro2 could access expanded and extended memory, using almost all available RAM (DOS). It
used some interrupts in absence of the extended memory driver: if no HIMEM.SYS was loaded, FoxPro enabled that
mechanism.

Version Timeline
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http://en.wikipedia.org/w/index.php?title=Relational_DBMS
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Version VERSION() returns EXE Size EXE Date

FPW 2.6a FoxPro 2.6a for Windows 2,444 kb 28 September 1994

FPM 2.6a FoxPro 2.6a for Macintosh ? kb August 1994

FPD 2.6a FoxPro 2.6a for DOS 1,788 kb August 1994

FPW 2.6 FoxPro 2.6 for Windows 2.38 Mb 9 March 1994

FPM 2.6 FoxPro 2.6 for Macintosh ? kb 1993

FPD 2.6 FoxPro 2.6 for DOS ? kb March 1994

FPU 2.6 FoxPro 2.6 for Unix 2.3 Mb 1993

FPW 2.5 FoxPro 2.5 for Windows 1.63 Mb January 1993

FPD 2.5 FoxPro 2.5 for DOS 509,013 bytes February 1993

FPD 2.0 FoxPro 2.0 for DOS 465.86 kb 1991

FPD 1.0 FoxPro 1.0 for DOS ? 1989

References
[1] using the ibcs files from the

External links
• History of FoxPro - Timeline (http:/ / www. foxprohistory. org/ foxprotimeline. htm)
• A site devoted to the history of FoxPro (http:/ / www. foxprohistory. org/ )
• Virtual FoxPro User Group (http:/ / www. vfug. org/ )

http://en.wikipedia.org/w/index.php?title=Intel_Binary_Compatibility_Standard
http://www.foxprohistory.org/foxprotimeline.htm
http://www.foxprohistory.org/
http://www.vfug.org/
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Harbour (software)

Harbour Project

Paradigm(s) multi-paradigm: imperative, functional, object-oriented, reflective

Appeared in 1999

Designed by Antonio Linares

Developer Viktor Szakáts and community

Stable release 3.0.0 (17 July 2011)

Preview release 3.2.0dev [1]

Typing discipline optionally duck, dynamic, safe, partially strong

Dialects Clipper, Xbase++, FlagShip, FoxPro, xHarbour

Influenced by dBase, Clipper

Influenced xHarbour

OS Cross-platform

License Open source GPL Compatible

Usual filename extensions .prg, .ch, .hb, .hbp

Website http:/ / harbour-project. org/

Harbour is a modern computer programming language, primarily used to create database/business programs. It is a
modernized, open sourced and cross-platform version of the older and largely DOS-only Clipper system, which in
turn developed from the dBase database market of the 1980s and 90s.
Harbour code using the same databases can be compiled under a wide variety of platforms, including DOS,
Microsoft Windows, Linux, Unix variants, several BSD descendants, Mac OS X, MINIX 3, Windows CE, Pocket
PC, Symbian, iOS, Android, QNX, VxWorks, OS/2/eComStation, BeOS/Haiku, AIX.

History
The idea of a free software Clipper compiler had been floating around for a long time and the subject has often
cropped up in discussion on comp.lang.clipper. Antonio Linares founded the Harbour project and the implementation
was started in March, 1999. The name "Harbour" was proposed by Linares, it is a play on a Clipper as a type of ship.
Harbour is a synonym for port (where ships dock), and Harbour is a port of the Clipper language.
In 2009 Harbour was substantially redesigned, mainly by Viktor Szakáts and Przemyslaw Czerpak.

Database support
Harbour extends the Clipper Replaceable Database Drivers (RDD) approach. It offers multiple RDDs such as DBF,
DBFNTX, DBFCDX, DBFDBT and DBFFPT. In Harbour multiple RDDs can be used in a single application, and
new logical RDDs can be defined from combination of other RDDs. The RDD architecture allows for inheritance, so
that a given RDD may extend the functionality of other existing RDD(s). Third-party RDDs, like RDDSQL,
RDDSIX, RMDBFCDX, Advantage Database Server, and Mediator exemplify some of the RDD architecture
features. DBFNTX implementation has almost same functionality of DBFCDX and RDDSIX. NETIO and LetoDB
provide remote access over TCP protocol.

http://en.wikipedia.org/w/index.php?title=Programming_paradigm
http://en.wikipedia.org/w/index.php?title=Multi-paradigm_programming_language
http://en.wikipedia.org/w/index.php?title=Imperative_programming
http://en.wikipedia.org/w/index.php?title=Functional_programming
http://en.wikipedia.org/w/index.php?title=Object-oriented_programming
http://en.wikipedia.org/w/index.php?title=Reflective_programming
http://en.wikipedia.org/w/index.php?title=Software_developer
http://en.wikipedia.org/w/index.php?title=Software_release_life_cycle
http://en.wikipedia.org/w/index.php?title=Software_release_life_cycle
http://sourceforge.net/projects/harbour-project/files/binaries-windows/nightly/
http://en.wikipedia.org/w/index.php?title=Type_system
http://en.wikipedia.org/w/index.php?title=Duck_typing
http://en.wikipedia.org/w/index.php?title=Dynamic_typing
http://en.wikipedia.org/w/index.php?title=Type_safety
http://en.wikipedia.org/w/index.php?title=Strong_typing
http://en.wikipedia.org/w/index.php?title=Dialect_%28computing%29
http://en.wikipedia.org/w/index.php?title=Operating_system
http://en.wikipedia.org/w/index.php?title=Cross-platform
http://en.wikipedia.org/w/index.php?title=Software_license
http://en.wikipedia.org/w/index.php?title=Open_source
http://en.wikipedia.org/w/index.php?title=Filename_extension
http://harbour-project.org/
http://en.wikipedia.org/w/index.php?title=Programming_language
http://en.wikipedia.org/w/index.php?title=Open_source
http://en.wikipedia.org/w/index.php?title=Cross-platform
http://en.wikipedia.org/w/index.php?title=DOS
http://en.wikipedia.org/w/index.php?title=DOS
http://en.wikipedia.org/w/index.php?title=Microsoft_Windows
http://en.wikipedia.org/w/index.php?title=Linux
http://en.wikipedia.org/w/index.php?title=Unix
http://en.wikipedia.org/w/index.php?title=BSD
http://en.wikipedia.org/w/index.php?title=Mac_OS_X
http://en.wikipedia.org/w/index.php?title=MINIX_3
http://en.wikipedia.org/w/index.php?title=Windows_CE
http://en.wikipedia.org/w/index.php?title=Pocket_PC
http://en.wikipedia.org/w/index.php?title=Pocket_PC
http://en.wikipedia.org/w/index.php?title=Symbian
http://en.wikipedia.org/w/index.php?title=IOS
http://en.wikipedia.org/w/index.php?title=Android_%28operating_system%29
http://en.wikipedia.org/w/index.php?title=QNX
http://en.wikipedia.org/w/index.php?title=VxWorks
http://en.wikipedia.org/w/index.php?title=OS/2
http://en.wikipedia.org/w/index.php?title=Ecomstation
http://en.wikipedia.org/w/index.php?title=BeOS
http://en.wikipedia.org/w/index.php?title=Haiku_%28operating_system%29
http://en.wikipedia.org/w/index.php?title=IBM_AIX
http://en.wikipedia.org/w/index.php?title=1999
http://en.wikipedia.org/w/index.php?title=Clipper_ship
http://en.wikipedia.org/w/index.php?title=DBASE
http://en.wikipedia.org/w/index.php?title=Transmission_Control_Protocol


Harbour (software) 367

Harbour also offers ODBC support by means of an OOP syntax, and ADO support by means of OLE. MySQL,
PostgreSQL, SQLite, Firebird, Oracle are examples of databases which Harbour can connect.
xBase technologies often is confused with a RDBMS software. Although this is true, xBase is more than a simple
database system as the same time xBase languages using purely DBF can not provide full concept of a real
RDBMS.[citation needed]

Programming philosophy
Unlike Java which is intended to be write once, run anywhere, Harbour aims to be write once, compile anywhere.
As the same compiler is available for all of the above operating systems, there is no need for recoding to produce
identical products for different platforms, except when operating system dependent features are used.
Cross-compiling is supported with MinGW. Under Microsoft Windows, Harbour is more stable but less
well-documented than Clipper, but has multi-platform capability and is more transparent, customizable and can run
from a USB flash drive.
Under Linux and Windows Mobile, Clipper source code can be compiled with Harbour with very little adaptation.
Most software originally written to run on Xbase++, Flagship, FoxPro, xHarbour and others dialects can be compiled
with Harbor with some adaptation. As 2010 many efforts have been made to turn the transition from other xBase
dialects easier.
Harbour can use the following C compilers, among others: GCC, MinGW, Clang, ICC, Microsoft Visual C++
(6.0+), Borland C++, Watcom C, Pelles C and Sun Studio.
Harbour can make use of multiple Graphic Terminal emulations, including console drivers, and Hybrid
Console/GUIs, such as GTWvt, and GTWvg.
Harbour supports external GUIs, free (e.g. HBQt, HWGui, MiniGUI (latest version based on Qt) and QtContribs [2])
and commercial (e.g. FiveWin, Xailer). HBQt is a library provinding bindings to Qt. HBIDE application is a sample
of HBQt potencial.
Harbour is 100% Clipper-compatible and supports many language syntax extensions including greatly extended
run-time libraries such as OLE, Blat, OpenSSL, FreeImage, GD, hbtip, hbtpathy, PCRE, hbmzip (zlib), hbbz2
(bzip2), cURL, Cairo, its own implementation of CA-Tools, updated NanFor libraries and many others. Harbour has
an active development community and extensive third party support.
Any xBase language provides a very productive way to build business and data intensive applications. Harbour is not
an exception.

Macro Operator (runtime compiler)
One of the most powerful features of xBase languages is the Macro Operator '&'. Harbour's implementation of the
Macro Operator allows for runtime compilation of any valid Harbour expression. Such a compiled expression may
be used as a VALUE, i.e. the right side of an assignment (rvalue), but more interestingly, such a compiled expression
may be used to resolve the left side (lvalue) of an assignment, i.e. PRIVATE, or PUBLIC variables, or a database
FIELD.
Additionally, the Macro Operator may compile and execute function calls, complete assignments, or even list of
arguments, and the result of the macro may be used to resolve any of the above contexts in the compiled application.
In other words, any Harbour application may be extended and modified at runtime to compile and execute additional
code on-demand.
Latest Macro compiler can compile any valid Harbour code including code to pre-process before compile.
Syntax:

 &( ... )

http://en.wikipedia.org/w/index.php?title=Object-oriented_programming
http://en.wikipedia.org/w/index.php?title=ActiveX_Data_Objects
http://en.wikipedia.org/w/index.php?title=OLE_Automation
http://en.wikipedia.org/w/index.php?title=Firebird_%28database_server%29
http://en.wikipedia.org/w/index.php?title=Oracle_%28database%29
http://en.wikipedia.org/w/index.php?title=RDBMS
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Write_once%2C_compile_anywhere
http://en.wikipedia.org/w/index.php?title=MinGW
http://en.wikipedia.org/w/index.php?title=GNU_Compiler_Collection
http://en.wikipedia.org/w/index.php?title=MinGW
http://en.wikipedia.org/w/index.php?title=Clang
http://en.wikipedia.org/w/index.php?title=Intel_C%2B%2B_Compiler
http://en.wikipedia.org/w/index.php?title=Microsoft_Visual_C%2B%2B
http://en.wikipedia.org/w/index.php?title=Borland_C%2B%2B
http://en.wikipedia.org/w/index.php?title=Watcom_C
http://en.wikipedia.org/w/index.php?title=Pelles_C
http://en.wikipedia.org/w/index.php?title=Sun_Studio_%28software%29
http://sourceforge.net/projects/qtcontribs/
http://en.wikipedia.org/w/index.php?title=OLE_Automation
http://en.wikipedia.org/w/index.php?title=Blat_%28software%29
http://en.wikipedia.org/w/index.php?title=OpenSSL
http://en.wikipedia.org/w/index.php?title=FreeImage
http://en.wikipedia.org/w/index.php?title=GD_Graphics_Library
http://en.wikipedia.org/w/index.php?title=PCRE
http://en.wikipedia.org/w/index.php?title=Zlib
http://en.wikipedia.org/w/index.php?title=Bzip2
http://en.wikipedia.org/w/index.php?title=CURL
http://en.wikipedia.org/w/index.php?title=Cairo_%28graphics%29
http://en.wikipedia.org/w/index.php?title=Macro_%28computer_science%29


Harbour (software) 368

The text value of the expression '...' will be compiled, and the value resulting from the execution of the compiled
code is the result.

 &SomeId

is the short form for &( SomeId ).

 &SomeId.postfix

is the short form of &( SomeId + "postfix" ).

Object Oriented Programming
Programming in an OOP style is a broader issue than a specific library or a specific interface, but OOP programming
is something many Clipper programmers have come to expect. CA-Clipper 5.2 and especially 5.3 added a number of
base classes, and a matching OOP syntax. Libraries such as Class(y) [3], Fivewin, Clip4Win, and TopClass provide
additional OOP functionality.
Harbour has OOP extensions with full support for classes including inheritance, based on Class(y) syntax. OOP
syntax in Harbour is very similar to that of earlier Clipper class libraries so it should be possible to maintain legacy
Clipper code with minimal changes.

Syntax and semantics

Harbour code on HBIDE.

Harbour as every xBase language is
case insensitive and can optionally
accept keywords written just by first
four characters.

Built-in data types

Harbour has 6 scalar types : Nil,
String, Date, Logical, Number, Pointer,
and 4 complex types: Array, Object,
CodeBlock, and Hash. A scalar holds a
single value, such as a string, number,
or reference to any other type. Arrays
are ordered lists of scalars or complex
types, indexed by number, starting at 1. Hashes, or associative arrays, are unordered collections of any type values
indexed by their associated key, which may be of any scalar or complex type.

Literal (static) representation of scalar types:
• Nil: NIL
• String: "hello", 'hello', [hello]
• Date: 0d20100405
• Logical: .T., .F.
• Number: 1, 1.1, −1, 0xFF

Complex Types may also be represent as literal values:
•• Array:

{ "String", 1, { "Nested Array" }, .T., FunctionCall(), @FunctionPointer() }

•• CodeBlock:
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{ |Arg1, ArgN| Arg1 := ArgN + OuterVar + FunctionCall() }

•• Hash:

{ "Name" => "John", 1 => "Numeric key", { "Nested" => "Hash" } }

Hashes may use any type including other Hashes as the Key for any element. Hashes and Arrays may contain any
type as the Value of any member, including nesting arrays, and Hashes.
Codeblocks may have references to Variables of the Procedure/Function>method in which it was defined. Such
Codeblocks may be returned as a value, or by means of an argument passed BY REFERENCE, in such case the
Codeblock will "outlive" the routine in which it was defined, and any variables it references, will be a DETACHED
variable.
Detached variables will maintain their value for as long as a Codeblock referencing them still exists. Such values
will be shared with any other Codeblock which may have access to those same variables. If the Codeblock did not
outlive its containing routine, and will be evaluated within the lifetime of the routine in which it is defined, changes
to its Detached Variables(s) by means of its evaluation, will be reflected back at its parent routine.
Codeblocks can be evaluated any number of times, by means of the Eval( BlockExp ) function.

Variables
All types can be assigned to named variables. Named variable identifiers are 1 to 63 characters long, start with
[A-Z|_] and further consist of the characters [A-Z|0–9|_] up to a maximum of 63 characters. Named variables are not
case sensitive.
Variables have one of the following scopes:
• LOCAL: Visible only within the routine which declared it. Value is lost upon exit of the routine.
• STATIC: Visible only within the routine which declared it. Value is preserved for subsequent invocations of the

routine. If a STATIC variable is declared before any Procedure/Function/Method is defined, it has a MODULE
scope, and is visible within any routine defined within that same source file, it will maintain its life for the
duration of the application lifetime.

• PRIVATE: Visible within the routine which declared it, and all routines called by that routine.
• PUBLIC: Visible by all routines in the same application.
LOCAL and STATIC are resolved at compile time, and thus are much faster than PRIVATE and PUBLIC variables
which are dynamic entities accessed by means of a runtime Symbol table. For this same reason, LOCAL and STATIC
variables are not exposed to the Macro compiler, and any macro code which attempts to reference them will generate
a runtime error.
Due to the dynamic nature of PRIVATE and PUBLIC variables, they can be created and destroyed at runtime, can be
accessed and modified by means of runtime macros, and can be accessed and modified by Codeblocks created on the
fly.
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Control structures
The basic control structures include all of the standard dBase, and Clipper control structures as well as additional
ones inspired by the C or Java programming languages:

Loops

[DO] WHILE ConditionExp

   ...

   [LOOP]

   [EXIT]

END[DO]

FOR Var := InitExp TO EndExp [STEP StepExp]

   ...

   [LOOP]

   [EXIT]

NEXT

FOR EACH Var IN CollectionExp

   ...

   [Var:__enumIndex()]

   [LOOP]

   [EXIT]

NEXT

• The ... is a sequence of one of more Harbour statements, and square bracketes [] denote optional syntax.
• The Var:__enumIndex() may be optionally used to retrieve the current iteration index (1 based).
• The LOOP statement restarts the current iteration of the enclosing loop structure, and if the enclosing loop is a

FOR or FOR EACH loop, it increases the iterator, moving to the next iteration of the loop.
• The EXIT statement immediately terminates execution of the enclosing loop structure.
• The NEXT statement closes the control structure and moves to the next iteration of loop structure.
In the FOR statement, the assignment expression is evaluated prior to the first loop iteration. The TO expression is
evaluated and compared against the value of the control variable, prior to each iteration, and the loop is terminated if
it evaluates to a numeric value greater than the numeric value of the control variable. The optional STEP expression
is evaluated after each iteration, prior to deciding whether to perform the next iteration.
In FOR EACH, the Var variable will have the value (scalar, or complex) of the respective element in the collection
value. The collection expression, may be an Array (of any type or combinations of types), an Hash Table, or an
Object type.

IF statements

IF CondExp

   ...

[ELSEIF] CondExp

   ...

[ELSE]

   ...

END[IF]

... represents 0 or more statement(s).
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The condition expression(s) has to evaluate to a LOGICAL value.

SWITCH statements

Harbour supports a SWITCH construct inspired by the C implementation of switch().

SWITCH SwitchExp

CASE LiteralExp

   ...

   [EXIT]

[CASE LiteralExp]

   ...

   [EXIT]

[OTHERWISE]

   ...

END[SWITCH]

• The LiteralExp must be a compiled time resolvable numeric expression, and may involve operators, as long as
such operators involve compile time static value.

• The EXIT optional statement is the equivalent of the C statement break, and if present, execution of the SWITCH
structure will end when the EXIT statement is reached, otherwise it will continue with the first statement below
the next CASE statement (fall through).

BEGIN SEQUENCE statements

BEGIN SEQUENCE

   ...

   [BREAK]

   [Break( [Exp] )]

RECOVER [USING Var]

   ...

END[SEQUENCE]

or:

BEGIN SEQUENCE

   ...

   [BREAK]

   [Break()]

END[SEQUENCE]

The BEGIN SEQUENCE structure allows for a well behaved abortion of any sequence, even when crossing nested
procedures/functions. This means that a called procedure/function, may issue a BREAK statement, or a Break()
expression, to force unfolding of any nested procedure/functions, all the way back to the first outer BEGIN
SEQUENCE structure, either after its respective END statement, or a RECOVER clause if present. The Break
statement may optionally pass any type of expression, which may be accepted by the RECOVER statement to allow
further recovery handing.
Additionally the Harbour Error Object supports canDefault, canRetry and canSubstitute properties, which allows
error handlers to perform some preparations, and then request a Retry Operation, a Resume, or return a Value to
replace the expression triggering the error condition.
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Alternatively TRY [CATCH] [FINALLY] statements are available on xhb library working like the SEQUENCE
construct.

Procedures/Functions
[STATIC] PROCEDURE SomeProcedureName

[STATIC] PROCEDURE SomeProcedureName()

[STATIC] PROCEDURE SomeProcedureName( Param1 [, ParamsN] )

INIT PROCEDURE SomeProcedureName

EXIT PROCEDURE SomeProcedureName

[STATIC] FUNCTION SomeProcedureName

[STATIC] FUNCTION SomeProcedureName()

[STATIC] FUNCTION SomeProcedureName( Param1 [, ParamsN] )

Procedures/Functions in Harbour can be specified with the keywords PROCEDURE, or FUNCTION. Naming rules
are same as those for Variables (up to 63 characters non case sensitive). Both Procedures and Functions may be
qualified by the scope qualifier STATIC to restrict their usage to the scope of the module where defined.
The INIT or EXIT optional qualifiers, will flag the procedure to be automatically invoked just before calling the
application startup procedure, or just after quitting the application, respectively. Parameters passed to a
procedure/function appear in the subroutine as local variables, and may accept any type, including references.
Changes to argument variables are not reflected in respective variables passed by the calling
procedure/function/method unless explicitly passed BY REFERENCE using the @ prefix.
PROCEDURE have no return value, and if used in an Expression context will produce a NIL value.
FUNCTION may return any type by means of the RETURN statement, anywhere in the body of its definition.
An example procedure definition and a function call follows:

 x := Cube( 2 )

 FUNCTION Cube( n )

    RETURN n ** 3

Sample code
The typical "hello world" program would be:

  ? "Hello, world!"

Or:

  QOut( "Hello, world!" )

Or:

  Alert( "Hello, world!" )

Or, enclosed in an explicit procedure:

 PROCEDURE Main()

    ? "Hello, world!"
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    RETURN

OOP examples
 #include "hbclass.ch"

 PROCEDURE Main()

    LOCAL oPerson

    CLS

    oPerson := Person():New( "Dave" )

    oPerson:Eyes := "Invalid"

    oPerson:Eyes := "Blue"

    Alert( oPerson:Describe() )

    RETURN

 CREATE CLASS Person

    VAR Name INIT ""

    METHOD New( cName )

    METHOD Describe()

    ACCESS Eyes INLINE ::pvtEyes

    ASSIGN Eyes( x ) INLINE iif( HB_ISSTRING( x ) .AND. x $ "Blue,Brown,Green", ::pvtEyes := x, Alert( "Invalid value" ) )

    PROTECTED:

    VAR pvtEyes

 END CLASS

 // Sample of normal Method definition

 METHOD New( cName ) CLASS Person

    ::Name := cName

    RETURN Self

 METHOD Describe() CLASS Person

    LOCAL cDescription
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    IF Empty( ::Name )

       cDescription := "I have no name yet."

    ELSE

       cDescription := "My name is: " + ::Name + ";"

    ENDIF

    IF ! Empty( ::Eyes )

       cDescription += "my eyes' color is: " + ::Eyes

    ENDIF

    RETURN cDescription

Tools
• hbmk2 – Powerful build tool like make
• hbrun – Shell interpreter for Harbour. Macro compiling allows to run any valid Harbour code as it's being

compiled
• hbformat – Formats source code written on Harbour or another dialect according defined rules
• hbpp – Pre-processor, a powerful tool which avoids typical problems found on C language pre-processor
• hbi18n – Tools to localizing text on applications
• hbdoc – Creates documentation for Harbour
All tools are multiplatform.

Development

HBIDE look.

Today Habour development is leading
by Viktor Szakáts with huge
collaborations and leading many
components of core and contribs by
Przemysław Czerpak. HBIDE and
some components, specially HBQt, are
developed by Pritpal Bedi. Others
members send minor changes to the
GitHub source repository. As of 2010
Harbour development is keeping
vibrant activity.

Popularity

Although there is no way to measure popularity of Harbour or xBase, the TIOBE Programming Community Index As
of June 2006[4] ranked Microsoft Visual FoxPro, a high profile dialect of xBase, on 12th position on programming
languages popularity ranking. FoxPro/xBase ranked on 25th position As of August 2010[4]. As of September
2010[4], the Clipper Usenet newsgroups comp.lang.clipper [3] is still active. As of August 2010[4] Harbour
figured on 16th position on weekly downloads in compiler category and 132nd position on global rank.
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xHarbour comparison
xHarbour is a fork of the earlier Harbour project. xHarbour takes a more aggressive approach to implementing new
features in the language, while Harbour is more conservative in its approach, aiming first of all for an exact
replication of Clipper behaviour and then implementing new features and extensions as a secondary consideration. It
should also be noted that Harbour is supported on a wide variety of operating systems while xHarbour only really
supports MS Windows and Linux 32-bit.
The Harbour developers have attempted to document all hidden behaviour in the Clipper language and test
Harbour-compiled code alongside the same code compiled with Clipper to maintain compatibility.
The Harbour developers explicitly reject extensions to the language where those extensions would break Clipper
compatibility. These rejections were soften recently since the new Harbour architecture allow extensions out of the
core compiler.
A detailed comparison between extensions implemented in Harbour and xHarbour can be found in source repository
of the project on GitHub.
As of 2009–2010, Harbour has seen a huge increase in its adoption while xHarbour decline as can be seen on its
mailing list.

GUI libraries and tools
• hbide – Integrated Development Environment to help Harbour development and various xBase dialects
• HwGui [5] – Open Source cross-platform GUI library for Harbour
• HMG [6] – Free / Open Source xBase Win32 / GUI Development System for Harbour
• MiniGUI [7] – Free / Open Source xBase Win32 / GUI Development System (a Fork (software development) of

both HMG and Harbour)
• ooHG [8] – Object Oriented Harbour GUI - a fork "class based and oop programming" of HMG

References
[1] http:/ / sourceforge. net/ projects/ harbour-project/ files/ binaries-windows/ nightly/
[2] http:/ / sourceforge. net/ projects/ qtcontribs/
[3] http:/ / www. appsolutions. com/ Classy/
[4] http:/ / en. wikipedia. org/ w/ index. php?title=Harbour_(software)& action=edit
[5] http:/ / sourceforge. net/ projects/ hwgui/
[6] https:/ / sites. google. com/ site/ hmgweb/
[7] http:/ / hmgextended. com/ home. html
[8] http:/ / www. oohg. org

External links
• Harbour project official site (http:/ / harbour-project. org)
• The Oasis (http:/ / www. the-oasis. net/ ) Clipper, FoxPro and Xbase++ community repository
• HBIDE (http:/ / hbide. vouch. info/ )
• Harbour Developers Mailing List (http:/ / groups. google. com/ group/ harbour-devel/ )
• Harbour Users Mailing List (http:/ / groups. google. com/ group/ harbour-users/ )
• Extensive Harbour documentation, libraries, tools site (http:/ / www. kresin. ru/ en/ harbour. html)
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Visual FoxPro

Visual FoxPro v9 running on Windows XP

Developer(s) Microsoft

Final release v9.0 SP2 / October 16, 2007

Development status Discontinued

Operating system Windows 2000, Windows XP and Windows Server 2003

Platform IA-32

Available in IDE: English, German, Spanish
Runtime: Above plus French, Chinese, Russian, Czech, Korean

Type Integrated development environment, programming language

License Commercial proprietary software

Website msdn.microsoft.com/vfoxpro [1]

Visual FoxPro is a data-centric object-oriented procedural programming language produced by Microsoft. It is
derived from FoxPro (originally known as FoxBASE) which was developed by Fox Software beginning in 1984.
Fox Technologies merged with Microsoft in 1992, after which the software acquired further features and the prefix
"Visual". The last version of FoxPro (2.6) worked under Mac OS, DOS, Windows, and Unix: Visual FoxPro 3.0, the
first "Visual" version, reduced platform support to only Mac and Windows, and later versions were Windows-only.
The current version of Visual FoxPro is COM-based and Microsoft has stated that they do not intend to create a
Microsoft .NET version.
Version 9.0, released in 2004 and updated in 2007, is the final version of the product.

History
FoxPro originated as a member of the class of languages commonly referred to as "xBase" languages, which have
syntax based on the dBase programming language. Other members of the xBase language family include Clipper and
Recital. (A history of the early years of xBase can be found in the dBase article.)
Visual FoxPro, commonly abbreviated as VFP, is tightly integrated with its own relational database engine, which
extends FoxPro's xBase capabilities to support SQL query and data manipulation. Unlike most database management
systems, Visual FoxPro is a full-featured, dynamic programming language that does not require the use of an
additional general-purpose programming environment. It can be used to write not just traditional "fat client"
applications, but also middleware and web applications.
In late 2002, it was demonstrated that Visual FoxPro can run on Linux under the Wine Windows compatibility suite.
In 2003, this led to complaints by Microsoft: it was claimed that the deployment of runtime FoxPro code on
non-Windows machines violates the End User License Agreement.[2]

Visual FoxPro had a rapid rise and fall in popularity as measured by the TIOBE Programming Community Index.[3]

In December 2005, VFP broke into the top 20 for the first time. In June 2006 it peaked at position 12, making it (at
the time) a "B" language. By September 2010, FoxPro and its variants had fallen out of the top 50, where it has
remained ever since.
In March 2007, Microsoft announced that there will be no VFP 10,[4] thus making VFP9 (released to manufacturing 
on December 17, 2004) the last commercial VFP release from Microsoft. The support of Version 9 is ongoing with
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service packs that were released December 8, 2005 and October 11, 2007.
At the time of the end of life announcement, work on the next release codenamed Sedna (named after a recently
discovered dwarf planet) which was built on top of the VFP9 codebase had already begun. "Sedna" is a set of
add-ons to VFP 9.0 of xBase components to support a number of interoperability scenarios with various Microsoft
technologies including SQL Server 2005, .NET Framework, Windows Vista, Office 2007, Windows Search and
Team Foundation Server (TFS). Microsoft released Sedna under the Shared source license on the CodePlex site.
Microsoft has clarified that the VFP core will still remain closed source. Sedna was released on January 25, 2008.[5]

As of March 2008, all xBase components of the VFP 9 SP2 (including Sedna) were available for
community-development on CodePlex.
In late March 2007 a grassroots campaign was started by the Spanish-speaking FoxPro community at MasFoxPro[6]

("MoreFoxPro" in English) to sign a petition to Microsoft to continue updating Visual FoxPro or release it to the
community as Open Source. On April 3, 2007 the movement was noted by the technical press[7]

Also on April 3, 2007 Microsoft responded to the petitioner's requests with this statement from Alan Griver:

   "We're very aware of the FoxPro community and that played a large 

part in what we announced on March 13th. It's never an easy decision to

 announce that we're not going to release another version of a product 

and it's one that we consider very carefully.

   "We're not announcing the end of FoxPro: Obviously, FoxPro 

applications will continue to work.  By some of our internal estimates,

 there are more applications running in FoxPro 2.6 than there are in 

VFP and FoxPro 2.6 hasn't been supported in many years.  Visual FoxPro 

9 will be supported by Microsoft through 2015.

   "For Microsoft to continue to evolve the FoxPro base, we would need 

to look at creating a 64-bit development environment and that would 

involve an almost complete rewrite of the core product.  We've also 

invested in creating a scalable database with SQL Server, including the

 freely available SQL Server Express Edition. As far as forming a 

partnership with a third-party is concerned, we've heard from a number 

of large FoxPro customers that this would make it impossible for them 

to continue to use FoxPro since it would no longer be from an approved 

vendor. We felt that putting the environment into open source on 

CodePlex, which balances the needs of both the community and the large 

customers, was the best path forward."

Code samples
The FoxPro language contains commands quite similar to other programming languages such as Basic. Loops
include do, if, while, for, else commands in a usage easily understood by anyone familiar with other programming
languages. Commands take the form of "command" and "endcommand"
Some basic syntax samples:

FOR i = 1 to 10

   x = x + 6.5

ENDFOR

IF i = 25
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   i = i + 1

ELSE

   i = i + 3

ENDIF

x = 1

DO WHILE x < 50

   x =  x + 1

ENDDO

x = 1

DO WHILE .T.

  x = x + 1

  IF x < 50

   LOOP

  ELSE

   EXIT

  ENDIF

ENDDO

nMonth = MONTH(DATE())

DO CASE

      CASE nMonth <= 3

               MESSAGEBOX("Q1")

      CASE nMonth <= 6

               MESSAGEBOX("Q2")

      CASE nMonth <= 9

               MESSAGEBOX("Q3")

      OTHERWISE

               MESSAGEBOX("Q4")

ENDCASE

FOR EACH oControl IN THISFORM.Controls

  MESSAGEBOX(oControl.Name)

ENDFOR

f = Factorial(10)

FUNCTION Factorial(n)

 LOCAL i,r

 r = 1

 FOR i = n TO 1 STEP -1

  r = r * n

 ENDFOR
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 RETURN r

ENDFUNC

Hello World example:

MESSAGEBOX("Hello World")

Object
loForm = CREATEOBJECT("HiForm")

loForm.Show(1)

DEFINE CLASS HiForm AS Form

  AutoCenter = .T.

  Caption = "Hello, World"

  ADD OBJECT lblHi as Label WITH ;

    Caption = "Hello, World!"

ENDDEFINE

loMine = CREATEOBJECT("MyClass")

? loMine.cProp1   && This will work. (Double-ampersand marks an end-of-line comment)

? loMine.cProp2   && Program Error: Property CPROP2 is not found.

? loMine.MyMethod1()  && This will work.

? loMine.MyMethod2()  && Program Error: Property MYMETHOD2 is not found.

DEFINE CLASS MyClass AS Custom

  cProp1 = "My Property"    && This is a public property

  HIDDEN cProp2     && This is a private (hidden) property

  dProp3 = {}     && Another public property

  PROCEDURE Init()    && Class constructor

    This.cProp2 = "This is a hidden property."

  ENDPROC

  PROCEDURE dProp3_Access    && Property Getter

   RETURN DATE()

  ENDPROC

  PROCEDURE dProp3_Assign(vNewVal)   && Property Setter

    IF VARTYPE(vNewVal) = "D"

     THIS.dProp3 = vNewVal

    ENDIF

  ENDPROC

  PROCEDURE MyMethod1()

    * This is a public method, calling a hidden method that returns

    * the value of a hidden property.

    RETURN This.MyMethod2()
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  ENDPROC

  HIDDEN PROCEDURE MyMethod2()  && This is a private (hidden) method

    RETURN This.cProp2

  ENDPROC

ENDDEFINE

Data handling
The language also has extensive database manipulation and indexing commands. The "help" index of commands in
VFP 9 has several hundred commands and functions described. The examples below show how to code the creation
and indexing of tables, however VFP has table and database builder screens which create the tables and indexes
without making you write code.

&& Create a table

CREATE TABLE randData (iData I)

&& Populate with random data using xBase and SQL DML commands

FOR i = 1 TO 50

    APPEND BLANK

    REPLACE iData WITH (RAND() * 100)

    INSERT INTO randData (iData) VALUES (RAND() * 100)

ENDFOR

&& Place a structural index on the data

INDEX ON iData TAG iData

CLOSE ALL

&& Display ordered data using xBase-style commands

USE randData

SET ORDER TO iData

GO TOP

LIST NEXT 10  && First 10 

GO BOTTOM

SKIP -10

LIST REST     && Last 10

CLOSE ALL

&& Browse ordered data using SQL DML commands

SELECT * ;

  FROM randData ;

  ORDER BY iData DESCENDING
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ODBC access using SQL passthrough
&& Connect to an ODBC data source

LOCAL nHnd

nHnd = SQLCONNECT ("ODBCDSN", "user", "pwd")

&& Execute a SQL command

LOCAL nResult

nResult = SQLEXEC (nHnd, "USE master")

IF nResult < 0

  MESSAGEBOX ("MASTER database does not exist!")

  RETURN

ENDIF

&& Retrieve data from the remote server and stores it in

&& a local data cursor

nResult = SQLEXEC (nHnd, "SELECT * FROM authors", "QAUTHORS")

&& Update a record in a remote table using parameters

PRIVATE cAuthorID, cAuthorName

cAuthorID = "1001"

cAuthorName = "New name"

nResult = SQLEXEC (nHnd, "UPDATE authors SET auth_name = ?cAuthorName WHERE auth_id = ?cAuthorID")

&& Close the connection

SQLDISCONNECT(nHnd)

References
[1] http:/ / msdn. microsoft. com/ vfoxpro
[2] Visual FoxPro for Linux: A Violation of the EULA? (http:/ / www. linuxjournal. com/ article/ 6869), May 13, 2003, By Ed Leafe, Linux

Journal
[3] Tiobe Index History for FoxPro (http:/ / www. tiobe. com/ index. php/ paperinfo/ tpci/ FoxPro_xBase. html)
[4] A Message to the Community (http:/ / msdn2. microsoft. com/ en-us/ vfoxpro/ bb308952. aspx)
[5] Microsoft SEDNA download (http:/ / www. microsoft. com/ downloads/ details.

aspx?FamilyId=C04BCF8C-0944-49F0-AC2B-563518CE1D70& displaylang=en)
[6] MasFoxPro (http:/ / www. masfoxpro. com)
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External links

Microsoft pages
• Main Visual FoxPro Microsoft page (http:/ / msdn. microsoft. com/ vfoxpro/ )
• MSDN FoxPro support board (http:/ / forums. microsoft. com/ msdn/ showforum. aspx?forumid=60& siteid=1)
• VFP's online help (http:/ / msdn. microsoft. com/ en-us/ library/ ms950411. aspx)
• Visual FoxPro Downloads page (http:/ / msdn. microsoft. com/ en-us/ vfoxpro/ bb190230. aspx)

Other pages
• Visual FoxPro Wiki (http:/ / fox. wikis. com) A repository of FoxPro information (written in VFP)
• A site devoted to the history of FoxPro (http:/ / www. foxprohistory. org)
• VFPx (http:/ / vfpx. codeplex. com) A Visual FoxPro Community effort to create open source add-ons for VFP

9.0
• PortalFox (http:/ / www. portalfox. com) A Hispanoamerican Community Portal for VFP developers

Visual Objects
Visual Objects is an object-oriented computer programming language that is used to create software programs that
operate primarily under Windows. Although it can be used as a general-purpose programming tool, it is almost
exclusively used to create database programs.
The original Visual Objects project (code-named Aspen) was started as part of Nantucket's attempts to bring the
Clipper language to Windows, and move from the procedural to the object-oriented style. It also converted Clipper
from a p-code system to being a true native compiler and introduced more elements of the C language (such as typed
variables), while including Windows extensions (such as COM, ODBC, and later ADO). With its symbol datatype, it
offers the ability to form name-based linkages, which may be used to connect menu events to object methods or form
direct linkages between server columns and controls.
The Windows version was finally brought to market by Computer Associates. Unfortunately it was released before it
was market-ready and in almost head-to-head competition with the first release of Borland's Delphi product. The
language is still in use however the last release by GrafX Software was in 2007. The next incarnation of the Visual
Objects language is Vulcan.NET, written by GrafX from scratch to be both Visual Objects compatible and be a true
CLS compliant .NET language, taking full advantage of the .NET framework.

External links
• GrafXSoft [1]

• Current Visual Objects home [2]

• Vulcan.NET... VO like language for Microsoft .NET [3]

References
[1] http:/ / www. grafxsoft. com/
[2] http:/ / www. cavo. com
[3] http:/ / www. govulcan. net/ portal/
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XBase
xBase is the generic term for all programming languages that derive from the original dBASE (Ashton-Tate)
programming language and database formats. These are sometimes informally known as dBASE "clones". While
there was a non-commercial predecessor to the Ashton-Tate product (Vulcan written by Wayne Ratliff), most clones
are based on Ashton-Tate's 1986 dBASE III+ release — scripts written in the dBASE III+ dialect are most likely to
run on all the clones.

History of the X
Ashton-Tate always maintained that everything relating to dBASE was proprietary, and as a result, filed lawsuits
against several of the "clone" software vendors. One effect of this action was to cause the clone vendors to avoid
using the term "dBASE": a trademark term held by Ashton-Tate. This gave rise to the creation of the generic term
"xBase" meaning "dBASE or dBASE-like." A suggested name that narrowly failed was "*base" (pronounced "star
base" and an homage to Vulcan and Star Trek), and some wanted it spelled "X-base" to further differentiate it from
the trademark.

Standards effort
By 1987 there were an increasing number of "clone" software products that mimicked dBASE. Each of these
products had its own unique set of supported language features and syntax. As such, it was often very difficult to
move code developed with one dBASE-like product to run in another one. (This was in contrast to older
programming languages such as C or COBOL where due to published official standards, carefully developed code
could possibly be run in a wide range of software environments.) While there were many cries for a standard for the
dBASE programming language syntax, nothing would happen as long as Ashton-Tate asserted ownership of
all-things dBASE.
Once Borland acquired Ashton-Tate in mid-1991 (and was apparently required to drop the lawsuits as an anti-trust
related condition of the merger), such standardization efforts were given new life. An ANSI committee
(ANSI/X3J19) was officially formed, and began regular meetings in 1992. Marc Schnapp was the first chairman, and
the first meeting was held at the Jet Propulsion Laboratory in Pasadena, California which was essentially the
birthplace of Vulcan and dBASE II. The group met on a regular basis in a variety of locations over the next few
years, and representatives from most major vendors participated. But despite lip service from all the vendors on the
need for a standard, no one seemed willing to change their product syntax to match that of a competitor.

Influences over time
In 1989, Microtrend Books published the first "Xbase" cross-reference book (before the term was coined), The
dBASE Language Handbook, by David M. Kalman, which covered Quicksilver, Clipper, dbxl, dBASE III, dBASE
III Plus, dBASE IV, and FoxBase+. At more than 1,000 pages, it compared the execution of commands and
functions to enable developers to build and maintain portable applications.
In 1993, Sybex, Inc. (computer books) published the Xbase Cross Reference Handbook, by Sheldon M. Dunn, 
another cross reference of the most commonly used xBase languages at that time—dBASE III+, dBASE IV, FoxPro 
for DOS, FoxPro for Windows, FoxPro for Macintosh and Clipper 5.1. At 1352 pages and 5.1 pounds shipping 
weight, the Cross Reference was hardly a handbook, but it provided the xBase community with an up-to-date, 
all-in-one reference manual, and addressed one of the major documentation problems that the community was 
facing. The software companies had decided to break their manuals into sections, separating commands from 
functions, etc., and splitting the (previous) manual into two or three different manuals, and the community was left 
trying to figure what-was-what and which manual to keep close at hand. 1993 was pivotal for the xBase community
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because, as previously noted, Ashton-Tate had earlier sold dBASE as well as the rest of their product line to Borland
and Microsoft had purchased FoxPro from Fox Software. Borland had also purchased QuickSilver to get a foot up
the development ladder for a dBASE version for Windows (then 3.1). In 1994, Borland launched dBase V for
Windows and dBASE V for DOS before selling the dBASE name and product line to dBASE Inc. [1]

In recent years there seems to be a renewed interest in xBase, mostly because of a number of open source, portable,
xBase implementations (listed below), and the scripting applicability of the language. While newer desk-top
database tools are optimized for mouse usage, xBase has always been "keyboard friendly", which helps make
scripting and meta-programming (automating the automation) easier. Meta-programming generally does not work as
well with mouse-oriented techniques because automating mouse movements can require calculating and processing
of screen coordinates, something most developers find tedious and difficult to debug. xBase is one of the few
table-oriented scripting languages still available.

xBase products
As of 2010, xBase is available and still expanding in terms of platform support (operating system), HTML clients,
ASP Servers, Windows Scripting Host, and self-contained interpreters. Its current usage tends to be wider in Europe
and Asia than in the United States.
The commercially available products:
• Apollo database engine [1] for managing CA-Clipper and FoxPro from Vista Software
• Clipper, Visual Objects (Windows 32) and Vulcan.NET [3] from GrafX Software
• dBase from dBASE Inc.
• DBFView, DBF editor/viewer/converter from Apycom Software
• FlagShip from multisoft GmbH
• Recital from Recital Corp.
• Visual FoxPro is available from Microsoft
• XBase++ from Alaska Software
•• xHarbour Builder from xHarbour.com Inc.
•• DBF Viewer 2000 from HiBase Group
• DBF Database management tools [2] from Astersoft Co. Ltd.
• DBF Commander Professional [3]

• Visual DBU [4] visual administration of any database/table from DS-Datasoft
Some free versions are also available, including:
• ActiveVFP – Free and open source project for creating web applications with Foxpro
• CLIP – GNU, object oriented, CA-Clipper compatible compiler
• Harbour Project – from active community
• xHarbour – Open Source alternative
• FlagShip free test version
• DBF Commander (free version) [5]

• DBFree [15] – script interpreter for developing xBase applications for the web
Defunct products:
•• Vulcan (dBase predecessor)
•• DBIII Compiler
•• QuickSilver
•• dbXL
•• Dialog
•• Joinner (from Brazilian company Tuxon)
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•• VP-Info
•• Force
•• dbFast
•• CodeBase
•• Multibase
•• FoxBase
• Cule.Net from Software Perspectives

Interpreted versus compiled
xBase products generally split into an interpreted camp and the compiler camp. The original product was interpreted,
but the "clones", led by Clipper, began creating compiler versions of the product. Compiling improved overall
run-time speed and source-code security, but at the expense of an interpreted mode for interactive development or
ad-hoc projects.

External links
•• [news:comp.lang.clipper Clipper Newsgroup]
• The History of FoxPro: People Who Helped FoxPro Become a Legend [6]

• Vulcan.NET Xbase language for Microsoft .NET [7]

• The NTK Project [17], WIN32 Gui Framework for (x)Harbour, backward compatible with Clipper and Clip4Win.
• Xbase ( & dBASE ) File Format Description [8]

• Active web pages using server-side Xbase scripts, freeware MaxScript Xbase interpreter, embedded DBF data
engine [9]

• MaxScript Xbase interpreter for desktop and web applications, [10]

References
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[2] http:/ / astersoft. com
[3] http:/ / dbf-software. com
[4] http:/ / www. ds-datasoft. de/ vdbu_e. html/
[5] http:/ / dbf-software. com/ download. html
[6] http:/ / www. foxprohistory. org/ people_legend. htm
[7] http:/ / www. GoVulcan. Net/
[8] http:/ / www. clicketyclick. dk/ databases/ xbase/ format/ index. html
[9] http:/ / www. dbfree. org
[10] http:/ / www. maxsis. it
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XBase++

Visual Xbase++ with sample Animals

Xbase++ is an object oriented programming language
which has multiple inheritance and polymorphism. It is
based on the XBase language dialect and conventions. It is
100% Clipper compatible language supporting multiple
inheritance, polymorphism, object oriented programming. It
supports the xBase data types, including Codeblocks. With
Xbase++ it is possible to generate applications for Windows
NT, 95, 98, Me, 2000, XP, VISTA and Windows 7.

Clipper Support

XBase++ supports the old commands @SAY/GET to define
data entry forms as well as a graphic editor to create data entry forms similar to Visual FoxPro. It also has a visual
development environment [1], support for OEM files (DOS format) and ANSI (Windows), an integrated debugger
and a resource compiler to add icons and graphics to the application. It can generate EXE or DLL files.

RDD
Xbase++ supports the Replaceable Database Drivers (RDD, which provide access to multiple database formats) of
Clipper through the DatabaseEngines (DBEs). The basic package includes support for DBF, FOX, NTX, CDX, SDF
and DEL(delimited). It also supports CORBA 2.0, Visual FoxPro 3.0 to 5.0 database formats, and access to SQL
servers.

Birth
XBase++ was born after the decision of Computer Associates to abandon Clipper to develop Visual Objects. The
failure of Visual Objects as Clipper substitute empowered the creation of third party libraries and the creation of
Clipper syntax compilers.

Source Code samples
#include "class.ch"

//

//  This program prints:

//

//  Missy  Meow!

//  Mr. Bojangles  Meow!

//  Lassie  Bark!

//  Press any key to continue...

//

/////////////////////////////

//

PROCEDURE Main()

//
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/////////////////////////////

  LOCAL aAnimals := Array(3)

  LOCAL i

  aAnimals[1] :=  Cat():New("Missy")

  aAnimals[2] :=  Cat():New("Mr. Bojangles")

  aAnimals[3] :=  Dog():New("Lassie")

  FOR i:=1 TO LEN(aAnimals)

     ? aAnimals[i]:Name + "  " + aAnimals[i]:Talk()

  NEXT i

  WAIT

RETURN

/////////////////////////////

//

CLASS Animal

//

/////////////////////////////

   EXPORTED:

      VAR Name   READONLY

      METHOD Init

      DEFERRED CLASS METHOD Talk

ENDCLASS

METHOD Animal:Init( cName )

   ::Name := cName

RETURN Self

/////////////////////////////

//

CLASS Dog FROM Animal

//

/////////////////////////////

   EXPORTED:

   METHOD Talk

ENDCLASS

METHOD Dog:Talk()

RETURN "Bark!"

/////////////////////////////
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//

CLASS Cat FROM Animal

//

/////////////////////////////

   EXPORTED:

   METHOD Talk

ENDCLASS

METHOD Cat:Talk()

RETURN "Meow!"

External links
• Xbase++ web page [2]

• SQLExpress for Xbase++ [3] Object-Oriented ODBC and SQL interface for Xbase++ | www.sqlexpress.net
• Xb2.NET [4] Xbase++ web server & Internet development tool (TCP/IP, HTTP, SOAP, FTP, SSL, XML) |

www.xb2.net
• ot4xb [5] Open Source Tools for Xbase++ ( ot4xb.dll ) www.xbwin.com
• The Oasis [10] Clipper, FoxPro and xBase++ community repository
• xBase Dialects [6]

• ODBC DBE [7]

• Diario Clarín [8] Xbase++: a bridge towards Windows
• DS-Datasoft [9] manufacturer of Xbase++ tools for developer: XClass++, AdsClass++, AFX++, Visual DBU

References
[1] http:/ / www. alaska-software. com/ products/ vx/ intro. shtm
[2] http:/ / www. alaska-software. com/ products/ xpp/ xpp. shtm
[3] http:/ / www. sqlexpress. net/ sqlxpp/ index. htm
[4] http:/ / www. xb2. net/ xb2net/ index. htm
[5] http:/ / www. xbwin. com
[6] http:/ / www. masfoxpro. com/ index. php?title=XBase& printable=yes
[7] http:/ / www. alaska-software. com/ products/ subscription. shtm#ODBCDBE
[8] http:/ / www. clarin. com/ suplementos/ informatica/ 1998/ 11/ 04/ t-00301d. htm
[9] http:/ / www. ds-datasoft. de
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XHarbour
xHarbour is a free multi-platform extended Clipper compiler, offering multiple graphic terminals (GTs), including
console drivers, GUIs, and hybrid console/GUIs. xHarbour is backward-compatible with Clipper and supports many
language syntax extensions, greatly extended run-time libraries, and extensive third party support.
Like most dynamic languages, xHarbour is also available as a scripting language (standalone application, linkable
library, MS ActiveScript engine [Windows Script Host, HTML, ASP]) utilizing an interpreter written in the
xHarbour language.
The xHarbour Usenet newsgroup [news:comp.lang.xharbour comp.lang.xharbour] is an active
community for discussing xHarbour related questions.

Built-in data types
xHarbour has 6 scalar types : Nil, String, Date, Logical, Number, Pointer, and 4 complex types: Array, Object,
CodeBlock, and Hash. A scalar holds a single value, such as a string, number, or reference to any other type. Arrays
are ordered lists of scalars or complex types, indexed by number, starting at 1. Hashes, or associative arrays, are
unordered collections of any type values indexed by their associated key, which may be of any scalar or complex
type.
Literal (static) representation of scalar types:
• Nil: NIL
• String: "hello", 'hello', [hello], or E"hello\n"
• Date: ctod("2005-03-17" )
• Logical: .T., .F.
• Number: 1, 1.1, -1, 0xFF

Complex Types may also be represent as literal values:
•• Array:

{ "String", 1, { "Nested Array" }, .T., FunctionCall(), @FunctionPointer() }

•• CodeBlock:

{ |Arg1, ArgN| Arg1 := ArgN + OuterVar + FunctionCall() }

•• Hash:

{ "Name" => "John", 1 => "Numeric key", { "Nested" => "Hash" } }

Hashes may use any type including other Hashes as the Key for any element. Hashes and Arrays may contain any
type as the Value of any member, including nesting arrays, and Hashes.
Codeblocks may have references to Variables of the Procedure/Function>method in which it was defined. Such
Codeblocks may be returned as a value, or by means of an argument passed BY REFERENCE, in such case the
Codeblock will "outlive" the routine in which it was defined, and any variables it references, will be a DETACHED
variable.
Detached variables will maintain their value for as long as a Codeblock referencing them still exists. Such values
will be shared with any other Codeblock which may have access to those same variables. If the Codeblock did not
outlive its containing routine, and will be evaluated within the lifetime of the routine in which it is defined, changes
to its Detached Variables(s) by means of its evaluation, will be reflected back at its parent routine.
Codeblocks can be evaluated any number of times, by means of the Eval( BlockExp ) function.
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Variables
All types can be assigned to named variables. Named variable identifiers are 1 to 63 characters long, start with
[A-Z|_] and further consist of the characters [A-Z|0-9|_] up to a maximum of 63 characters. Named variables are not
case sensitive.
Variables have one of the following scopes:
• LOCAL: Visible only within the routine which declared it. Value is lost upon exit of the routine.
• STATIC: Visible only within the routine which declared it. Value is preserved for subsequent invocations of the

routine. If a STATIC variable is declared before any Procedure/Function/Method is defined, it has a MODULE
scope, and is visible within any routine defined within that same source file, it will maintain its life for the
duration of the application lifetime.

• GLOBAL Visible within any routine defined in the same source module where the GLOBAL variable is declared,
as well as any routine of any other source module, which explicitly declares it, by means of the GLOBAL
EXTERNAL declaration. Both GLOBAL and GLOBAL EXTERNAL declarations must be declared before any
Procedure/Function/Method is defined.

• PRIVATE: Visible within the routine which declared it, and all routines called by that routine.
• PUBLIC: Visible by all routines in the same application.
LOCAL, STATIC, and GLOBAL are resolved at compile time, and thus are much faster than PRIVATE and PUBLIC
variables which are dynamic entities accessed by means of a runtime Symbol table. For this same reason, LOCAL,
STATIC and GLOBAL variables are not exposed to the Macro compiler, and any macro code which attempts to
reference them will generate a runtime error.
Due to the dynamic nature of PRIVATE and PUBLIC variables, they can be created and destroyed at runtime, can be
accessed and modified by means of runtime macros, and can be accessed and modified by Codeblocks created on the
fly.

Control structures
The basic control structures include all of the standard dBase, and Clipper control structures as well as additional
ones inspired by the C or Java programming languages:

Loops
[DO] WHILE ConditionExp

   ...

   [LOOP]

   [EXIT]

END[DO]

FOR Var := InitExp TO EndExp [STEP StepExp]

   ...

   [LOOP]

   [EXIT]

NEXT

FOR EACH Var IN CollectionExp

   ...

   [HB_EnumIndex()]

   [LOOP]
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   [EXIT]

NEXT

• The ... is a sequence of one of more xHarbour statements, and square bracketes [] denote optional syntax.
• The HB_EnumIndex() may be optionally used to retrieve the current iteration index (1 based).
• The LOOP statement restarts the current iteration of the enclosing loop structure, and if the enclosing loop is a

FOR or FOR EACH loop, it increases the iterator, moving to the next iteration of the loop.
• The EXIT statement immediately terminates execution of the enclosing loop structure.
• The NEXT statement closes the control structure and moves to the next iteration of loop structure.
In the FOR statement, the assignment expression is evaluated prior to the first loop iteration. The TO expression is
evaluated and compared against the value of the control variable, prior to each iteration, and the loop is terminated if
it evaluates to a numeric value greater than the numeric value of the control variable. The optional STEP expression
is evaluated after each iteration, prior to deciding whether to perform the next iteration.
In FOR EACH, the Var variable will have the value (scalar, or complex) of the respective element in the collection
value. The collection expression, may be an Array (of any type or combinations of types), an Hash Table, or an
Object type.

IF statements
IF CondExp

   ...

[ELSEIF] CondExp

   ...

[ELSE]

   ...

END[IF]

... represents 0 or more statement(s).
The condition expression(s) has to evaluate to a LOGICAL value.

DO CASE statements
DO CASE

   CASE CondExp

      ...

   [CASE CondExp]

      ...

   [OTHERWISE]

      ...

END[CASE ]

Above construct is logically equivalent to:

IF CondExp

   ...

ELSEIF CondExp

   ...

[ELSEIF CondExp]

   ...

[ELSE]
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   ...

END[IF]

SWITCH statements
xHarbour supports a SWITCH construct inspired by the C implementation of switch().

SWITCH SwitchExp

   CASE LiteralExp

      ...

      [EXIT]

   [CASE LiteralExp]

      ...

      [EXIT]

   [DEFAULT]

      ...

END

• The LiteralExp must be a compiled time resolvable numeric expression, and may involve operators, as long as
such operators involve compile time static value.

• The EXIT optional statement is the equivalent of the C statement break, and if present, execution of the SWITCH
structure will end when the EXIT statement is reached, otherwise it will continue with the first statement below
the next CASE statement (fall through).

BEGIN SEQUENCE statements
BEGIN SEQUENCE

   ...

   [BREAK]

   [Break([Exp])]

RECOVER [USING Var]

   ...

END[SEQUENCE]

or:

BEGIN SEQUENCE

   ...

   [BREAK]

   [Break()]

END[SEQUENCE]

The BEGIN SEQUENCE structure allows for a well behaved abortion of any sequence, even when crossing nested
procedures/functions. This means that a called procedure/function, may issue a BREAK statement, or a Break()
expression, to force unfolding of any nested procedure/functions, all the way back to the first outer BEGIN
SEQUENCE structure, either after its respective END statement, or a RECOVER clause if present. The Break
statement may optionally pass any type of expression, which may be accepted by the RECOVER statement to allow
further recovery handing.
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Additionally the xHarbour Error Object supports canDefault, canRetry and canSubstitute properties, which allows
error handlers to perform some preparations, and then request a Retry Operation, a Resume, or return a Value to
replace the expression triggering the error condition.

TRY [CATCH] [FINALLY] statements
TRY

   ...

   [BREAK]

   [Break([Exp])]

   [Throw([Exp])]

CATCH [Var]

   ...

END

TRY

   ...

   [BREAK]

   [Break([Exp])]

   [Throw([Exp])]

CATCH [Var]

   ...

FINALLY

   ...

END

or:

TRY

   ...

   [BREAK]

   [Break([Exp])]

   [Throw([Exp])]

FINALLY

   ...

END

The TRY construct is very similar to the BEGIN SEQUENCE construct, except it automatically integrates error
handling, so that any error will be intercepted, and recovered by means of the CATCH statement or forwarded to an
outer CATCH handler otherwise. The FINALLY section is guaranteed to be executed before the TRY or CATCH
sections forward flow control by means of RETURN, BREAK, or THROW.
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Procedures/Functions
[STATIC] PROCEDURE SomeProcedureName

[STATIC] PROCEDURE SomeProcedureName()

[STATIC] PROCEDURE SomeProcedureName( Param1' [, ParamsN] )

INIT PROCEDURE SomeProcedureName

EXIT PROCEDURE SomeProcedureName

[STATIC] FUNCTION SomeProcedureName

[STATIC] FUNCTION SomeProcedureName()

[STATIC] FUNCTION SomeProcedureName( Param1' [, ParamsN] )

Procedures/Functions in xHarbour can be specified with the keywords PROCEDURE, or FUNCTION. Naming rules
are same as those for Variables (up to 63 characters non case sensitive). Both Procedures and Functions may be
qualified by the scope qualifier STATIC to restrict their usage to the scope of the module where defined.
The INIT or EXIT optional qualifiers, will flag the procedure to be automatically invoked just before calling the
application startup procedure, or just after quitting the application, respectively. Parameters passed to a
procedure/function appear in the subroutine as local variables, and may accept any type, including references.
Changes to argument variables are not reflected in respective variables passed by the calling
procedure/function/method unless explicitly passed BY REFERENCE using the @ prefix.
PROCEDURE have no return value, and if used in an Expression context will produce a NIL value.
FUNCTION may return any type by means of the RETURN statement, anywhere in the body of its definition.
An example procedure definition and a function call follows:

 x := Cube( 2 )

 FUNCTION Cube( n )

 RETURN n ** 3

Database support
xHarbour extends the Clipper Replaceable Database Drivers (RDD) approach. It offers multiple RDDs such as DBF,
DBFNTX, DBFCDX, DBFDBT, and DBFFPT. In xHarbour multiple RDDs can be used in a single application, and
new logical RDDs can be defined from combination of other RDD. The RDD architecture allows for inheritance, so
that a given RDD may extend the functionality of other existing RDD(s). 3rd party RDDs, like RDDSQL, RDDSIX,
RMDBFCDX, Advantage Database Server, and Mediator exemplify some of the RDD architecture features.
xHarbour also offers ODBC support by means of an OOP syntax, and ADO support by means of OLE.
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Macro Operator (runtime compiler)
One of the most powerful features of the xBase languages is the MACRO Operator '&'. xHarbour’s implementation
of the Macro Operator allows for runtime compilation of any valid xHarbour expression. Such compiled expression
may be used as a VALUE, i.e. the right side of an Assignment, but more interestingly, such compiled expression
may be used to resolve the LEFT side of an assignment, i.e. PRIVATE, or PUBLIC variables, or Database FIELD.
Additionally the Macro Operator may compile and execute function calls, complete assignments, or even list of
arguments, and the result of the macro may be used to resolve any of the above contexts in the compiled application.
IOW, any xHarbour application may be extended, and/or modified in runtime, to compile and execute additional
code on demand.
The xHarbour implementation of this feature is so complete that the xHarbour interpreter, xbScript, uses it heavily,
to compile xHarbour scripts.
Syntax:

 &( ... )

The text value of the expression '...' will be compiled, and the value resulting from the execution of the compiled
code is the result.

 &SomeId

is the short form for &( SomeId ).

 &SomeId.postfix

is the short form of &( SomeId + "postfix" ).

Sample code
The typical "hello world" program would be:

 ? "Hello, world!"

Or:

 QOut( "Hello, world!" )

Or:

 Alert( "Hello, world!" )

Or, enclosed in an explicit procedure:

 PROCEDURE Main()

 

    ? "Hello, world!"

 RETURN

http://en.wikipedia.org/w/index.php?title=Hello_world
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OOP examples
 #include "hbclass.ch"

 PROCEDURE Main()

    LOCAl oPerson := Person( "Dave" )

    oPerson:Eyes := "Invalid"

    oPerson:Eyes := "Blue"

    Alert( oPerson:Describe() )

 RETURN

 CLASS Person

    DATA Name INIT ""

    METHOD New() CONSTRUCTOR

    ACCESS Eyes INLINE ::pvtEyes

    ASSIGN Eyes( x ) INLINE IIF( ValType( x ) == 'C' .AND. x IN "Blue,Brown,Green", ::pvtEyes := x, Alert( "Invalid value" ) )

    // Sample of IN-LINE Method definition

    INLINE METHOD Describe()

       LOCAL cDescription

       IF Empty( ::Name )

          cDescription := "I have no name yet."

       ELSE

          cDescription := "My name is: " + ::Name + ";"

       ENDIF

       IF ! Empty( ::Eyes )

          cDescription += "my eyes' color is: " + ::Eyes

       ENDIF

    ENDMETHOD

    PRIVATE:

       DATA pvtEyes

 ENDCLASS

 // Sample of normal Method definition.

 METHOD New( cName ) CLASS Person

   ::Name := cName

 RETURN Self
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Scripting
xHarbour is also available as an interpreted language in few flavors of scripting engines.
• Stand alone Interpreter: Portable, self-contained, interpreter xBaseScript.
• ActiveScript: Microsoft ActiveScript compliant OLE DLL, which supports xHarbour scripting in:

•• Windows Script Host (WSH).
•• Internet Explorer, HTML client side scripting.
•• IIS, and any other ASP compliant server.

External links
• Official site [1]

• Report Generator for xHarbour [2]

• Object Oriented Harbour GUI (ooHG) [8]

• FiveWin [3]

• ViaOpen [4]

• Xailer [12]

• HbWxW (wxWidgets Bindings) [5]

References
[1] http:/ / www. xHarbour. org
[2] http:/ / www. paritetsoft. ru/ frh. htm
[3] http:/ / www. FiveTechSoft. com
[4] http:/ / www. viaopen. com
[5] http:/ / harbour. fm. interia. pl/
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Other Query Languages

QUEL query languages
QUEL is a relational database query language, based on tuple relational calculus, with some similarities to SQL. It
was created as a part of the Ingres DBMS effort at University of California, Berkeley, based on Codd's earlier
suggested but not implemented Data Sub-Language ALPHA. QUEL was used for a short time in most products
based on the freely available Ingres source code, most notably PostgreSQL. As Oracle and DB2 gained market share
in the early 1980s, most companies then supporting QUEL moved to SQL instead. QUEL continues to be available
as a part of the Ingres DBMS, although no QUEL-specific language enhancements have been added for many
yearsWikipedia:Manual of Style/Dates and numbers#Chronological items.

Usage
QUEL statements are always defined by tuple variables, which can be used to limit queries or return result sets.
Consider this example, taken from one of the first original Ingres papers:

Example 1.1. Compute salary divided by age-18 for employee Jones.
range of E is EMPLOYEE
retrieve into W
(COMP = E.Salary / (E.Age - 18))
where E.Name = "Jones"

Here E is a tuple variable which ranges over the EMPLOYEE relation, and all tuples in that relation are found
which satisfy the qualification E.Name = “Jones.” The result of the query is a new relation W, which has a
single domain COMP that has been calculated for each qualifying tuple.

An equivalent SQL statement is:

 select (e.salary / (e.age - 18)) as comp

 from employee as e

 where e.name = "Jones"

QUEL is generally more "normalized" than SQL.[citation needed] Whereas every major SQL command has a format
that is at least somewhat different from the others, in QUEL a single syntax is used for all commands.[citation needed]

For instance, here is a sample of a simple session that creates a table, inserts a row into it, and then retrieves and
modifies the data inside it and finally deletes the row that was added (assuming that name is a unique field).

create student(name = c10, age = i4, sex = c1, state = c2)

range of s is student

append to s (name = "philip", age = 17, sex = "m", state = "FL")

retrieve (s.all) where s.state = "FL"

replace s (age=s.age+1)

retrieve (s.all)

delete s where s.name="philip"

Here is a similar set of SQL statements:

http://en.wikipedia.org/w/index.php?title=DBMS
http://en.wikipedia.org/w/index.php?title=University_of_California%2C_Berkeley
http://en.wikipedia.org/w/index.php?title=Alpha_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Oracle_database
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http://en.wikipedia.org/wiki/Manual_of_Style/Dates_and_numbers#Chronological_items
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 create table student(name char(10), age int, sex char(1), state 

char(2))

 insert into student (name, age, sex, state) values ("philip", 17, "m",

 "FL")

 select * from student where state = "FL"

 update student set age=age+1

 select * from student

 delete from student where name="philip"

Note that syntax varies significantly between commands, and that even similar commands like insert and
update use different styles.
Another feature of QUEL was a built-in system for moving records en-masse into and out of the system. Consider
this command:

copy student(name=c0, comma=d1, age=c0, comma=d1, sex=c0, comma=d1, address=c0, nl=d1)

 into "/student.txt"

which creates a comma-delimited file of all the records in the student table. The d1 indicates a delimiter, as opposed
to a data type. Changing the into to a from reverses the process. Similar commands are available in many SQL
systems, but usually as external tools, as opposed to being internal to the SQL language. This makes them
unavailable to stored procedures.
QUEL has an extremely powerful aggregation capability. Aggregates can be nested, and different aggregates can
have independent by-lists and/or restriction clauses. For example:

 retrieve (a=count(y.i by y.d where y.str = "ii*" or y.str = "foo"),b=max(count(y.i by y.d)))

This example illustrates one of the arguably less desirable quirks of QUEL, namely that all string comparisons are
potentially pattern matches. y.str = "ii*" matches all y.str values starting with ii.

References

Further reading
• C. J. Date: A Critique of the SQL Database Language (https:/ / www. cs. duke. edu/ courses/ spring03/ cps216/

papers/ date-1983. pdf). SIGMOD Record 14(3): 8-54, 1984.
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Query by Example
Query by Example (QBE) is a database query language for relational databases. It was devised by Moshé M. Zloof
at IBM Research during the mid-1970s, in parallel to the development of SQL. It is the first graphical query
language, using visual tables where the user would enter commands, example elements and conditions. Many
graphical front-ends for databases use the ideas from QBE today. Originally limited only for the purpose of
retrieving data, QBE was later extended to allow other operations, such as inserts, deletes and updates, as well as
creation of temporary tables.
The motivation behind QBE is that a parser can convert the user's actions into statements expressed in a database
manipulation language, such as SQL. Behind the scenes, it is this statement that is actually executed. A suitably
comprehensive front-end can minimize the burden on the user to remember the finer details of SQL, and it is easier
and more productive for end-users (and even programmers) to select tables and columns by selecting them rather
than typing in their names,
In the context of information retrieval, QBE has a somewhat different meaning. The user can submit a document, or
several documents, and ask for "similar" documents to be retrieved from a document database. Similarity search is
based comparing document vectors (see Vector Space Model).
QBE is a seminal work in end-user development, frequently cited in research papers as an early example of this
topic.
Currently, QBE is supported in several relational database front ends, notably Microsoft Access, which implements
"Visual Query by Example", as well as Microsoft SQL Server Enterprise Manager. It is also implemented in several
object-oriented databases (e.g. in db4o).
QBE is based on the logical formalism called tableau query, although QBE adds some extensions to that, much like
SQL is based on the relational algebra.

Example
A simple example using the Suppliers and Parts database is given here to illustrate how QBE works.

As a general technique
The term also refers to a general technique influenced by Zloof's work whereby only items with search values are
used to "filter" the results. It provides a way for a software user to perform queries without having to know a query
language (such as SQL). The software can automatically generate the queries for the user (usually behind the
scenes). Here are some examples:
Example Form B:

.....Name: Bob

..Address:

.....City:

....State: TX

..Zipcode:

Resulting SQL:

http://en.wikipedia.org/w/index.php?title=Mosh%C3%A9_M._Zloof
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SELECT * FROM Contacts WHERE Name='Bob' AND State='TX'

Note how blank items do not generate SQL terms. Since "Address" is blank, there is no clause generated for it.
Example Form C:

.....Name: 

..Address:

.....City: Sampleton

....State: 

..Zipcode: 12345

Resulting SQL:

SELECT * FROM Contacts WHERE City='Sampleton' AND Zipcode='12345'

More advanced versions of QBE have other comparison operator options, often via a pull-down menu, such as
"Contains", "Starts With", "Greater-Than", and so forth.

References

Sources
• Zloof, Moshé M (May 1975), "Query by Example", NCC (proceedings) 44, Anaheim, CA, US: AFIPS.
• Ramakrishnan, Raghu; Gehrke, Johannes, "6. QBE" (http:/ / www. cs. wisc. edu/ ~dbbook/ openAccess/

thirdEdition/ qbe. pdf) (PDF), Database Management Systems (3rd ed.), Wisc.
• Date, Christopher ‘Chris’ J (2004), "8. Relational Calculus", An Introduction to Database Systems,

Addison‐Wesley Pearson, pp. 242–7, ISBN 0-321-18956-6.
• Oracle Definitions (http:/ / searchoracle. techtarget. com/ sDefinition/ 0,,sid41_gci214554,00. html), Tech target.
• Zaiane, "5" (http:/ / www. cs. sfu. ca/ CC/ 354/ zaiane/ material/ notes/ Chapter5/ node2. html), CC 354 notes,

CA: SFI.

External links
• Query by Example for PostgreSQL (http:/ / pgfoundry. org/ projects/ qbe), Pg foundry.
• "Query by Example in Java using Hibernate" (http:/ / docs. jboss. org/ hibernate/ core/ 3. 3/ reference/ en/ html/

querycriteria. html#querycriteria-examples), Jboss.
• "OptiqueVQS – Towards an Ontology-based Visual Query System for Big Data" (http:/ / www. ahmetsoylu. com/

wp-content/ uploads/ 2013/ 10/ soylu_medes2013. pdf), Optique.
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SQR
SQR (Hyperion SQR Production Reporting, Part of OBIEE) is a programming language designed for generating
reports from database management systems. The name is an acronym of Structured Query Reporter, which suggests
its relationship to SQL (Structured Query Language). Any SQL statement can be embedded in an SQR program.

History
SQ Software created SQR in the mid 1980s. It had a marketing agreement with D & N Systems, which changed its
name to SQL Solutions and was later acquired by Sybase Inc. Sybase purchased SQ Software in the early 1990s. To
avoid competing directly with Oracle Corporation, Sybase had a marketing and development agreement with MITI
for the Oracle database versions of SQR. MITI acquired the full rights to SQR in the mid 1990s. MITI changed its
name to SQRiBE Technologies in 1997. Brio Technology acquired SQRiBE in August, 1999. Brio Technology later
changed its name to Brio Software. Brio licensed the compiler source code to PeopleSoft Inc. sometime around
2000. Hyperion Solutions Corporation acquired Brio Software in October, 2003. Oracle Corporation acquired
PeopleSoft in December, 2004. And as of March 2007 Oracle Corporation has acquired Hyperion Solutions.

SQR-Related Products
•• ORACLE: Hyperion SQR Production Reporting - System 9 (Release 9.3.1, 2008);
• ORACLE: PeopleSoft Enterprise Tools & Technology (PeopleTools, Release 8.52, 2011)

General Components
1.1. SQR Server
2.2. SQR Viewer
3.3. SQR Print
4.4. SQR Execute
5.5. SQR Workbench for Windows; SQR Developer

Features
SQR is notable for its powerful database and printing functions. It can embed any SQL statement almost anywhere in
a program. There is a version of SQR that can use multidimensional databases like Essbase. It can combine database
reads with print instructions. It flexibly formats data breaks and page breaks. It prints variable fonts, sizes, and
colors. It has a graph generation command that offers dozens of parameters for adjusting content and appearance.

Syntax
SQR has four scalar data types. The first three are numeric (variables begin with “#”), character string (variables
begin with “$”), and date (variables begin with “$”, same as with character string variables.). Date variables must be
declared, to be distinguished from character string variables. There is the option to declare numeric variables to
specify them more precisely (integer, floating point, etc.). The last data type is a database column (variables begin
with “&”). The values of database columns are set only by a SQL “select” statement; no other command can change
their values.
SQR has arrays like those of the C programming language or COBOL. An array has one or more fields, each field
either a numeric, string, or date variable. Each field may have multiple occurrences, giving SQR the equivalent of
two-dimensional arrays. SQR has special commands that manipulate multiple items within a single array. There are
also many commands that cannot use an array element in place of a scalar variable.
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SQR has four control structures. The first three are if-else-end, while-end, and evaluate (like case or switch). The
fourth is the embedded SQL “select” statement, which allows SQR statements to be executed for each row of data in
a loop.
SQR has commands to open, read, write, append, and close computer files. File input and output is sequential and
record-oriented only; random access is not supported.
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.QL

.QL

Paradigm(s) multi-paradigm, logic-paradigm, object-oriented-paradigm

Appeared in 2007

Developer Semmle

Typing discipline static, strong

Major implementations SemmleCode

Influenced by Datalog

.QL (pronounced "dot-cue-el") is an object-oriented query language used to retrieve data from relational database
management systems. It is reminiscent of the standard query language SQL and the object-oriented programming
language Java. .QL is an object-oriented variant of a logical query language called Datalog. Hierarchical data can
therefore be naturally queried in .QL in a recursive manner.
Queries written in .QL are optimised, compiled into SQL and can then be executed on any major relational database
management system. .QL query language is being used in SemmleCode to query a relational representation of Java
programs.
.QL is developed at Semmle Limited and is based on the company's proprietary technology.

Language Features
.QL has several language features to make queries concise, intuitive and reusable:
•• Extensible type hierarchy
•• Methods and predicates
•• Definition before use

Example query
The sample query below illustrates use of .QL to query a Java program. This is how one would select all classes that
contain more than ten public methods:

from Class c, int numofm

where numofm = count(Method m| m.getDeclaringType()=c 

                     and m.hasModifier("public"))

      and numofm > 10

select c.getPackage(), c, numofm

In fact, this query selects not only all classes with more than ten public methods, but also their corresponding
packages and the number of methods each class has.
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External links
• Semmle Limited [1] creators of .QL
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Yahoo! query language
Yahoo! Query Language (YQL) is an SQL-like query language created by Yahoo! as part of their Developer
Network. YQL is designed to retrieve and manipulate data from APIs through a single Web interface, thus allowing
mashups that enable developers to create their own applications.
Initially launched in October 2008 with access to Yahoo APIs, February 2009 saw the addition of open data tables
from third parties such as Google Reader, the Guardian, and The New York Times. Some of these APIs still require
an API key to access them. On April 29th of 2009, Yahoo introduced the capability to execute the tables of data built
through YQL using JavaScript run on the company's servers for free.

References

External links
• Official site (http:/ / developer. yahoo. com/ yql/ ), including the YQL console
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YQL (programming language)
Yahoo! Query Language (YQL) is an SQL-like query language created by Yahoo! as part of their Developer
Network. YQL is designed to retrieve and manipulate data from APIs through a single Web interface, thus allowing
mashups that enable developers to create their own applications.
Initially launched in October 2008 with access to Yahoo APIs, February 2009 saw the addition of open data tables
from third parties such as Google Reader, the Guardian, and The New York Times. Some of these APIs still require
an API key to access them. On April 29th of 2009, Yahoo introduced the capability to execute the tables of data built
through YQL using JavaScript run on the company's servers for free.

References

External links
• Official site (http:/ / developer. yahoo. com/ yql/ ), including the YQL console

YANG
In Network management systems, it is necessary to get/set parameters that reflect the state of the equipment being
managed. So there is a need to represent data and there is a need to retrieve/set the data. So, any network
management protocol would configure and get status/notifications from the equipment.
There are various protocols to get/set the data. Ex: SNMP, NetConf, TL1 etc. Each protocol also creates its own data
format, which the protocol needs to understand/interpret. Building network management systems also becomes
cumbersome, since there is an inevitable need for integration across various NMS systems into OSS systems.
Companies earmark good budget for building the NMS systems - reasonable chunk of time of which goes into
defining the data format. YANG, a data modeling language, cuts across all of these protocols and creates a
well-defined standard that could be used by any protocol.
'YANG' [1] is a data modeling language for the NETCONF network configuration protocol. The YANG data
modeling language was developed by the NETMOD working group in the IETF and was published as RFC 6020 in
October 2010. The data modeling language can be used to model both configuration data as well as state data of
network elements. Furthermore, YANG can be used to define the format of event notifications emitted by network
elements and it allows data modelers to define the signature of remote procedure calls that can be invoked on
network elements via the NETCONF protocol.
YANG is a modular language representing data structures in an XML tree format. The data modeling language
comes with a number of builtin data types. Additional application specific data types can be derived from the builtin
data types. More complex reusable data structures can be represented as groupings. YANG data models can use
XPATH expressions to define constraints on the elements of a YANG data model.
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References
[1] https:/ / tools. ietf. org/ html/ rfc6020

External links
• MG-SOFT Visual YANG Designer (http:/ / www. mg-soft. com/ mgYangDesigner. html), a user friendly YANG

definition file creator/editor/modeler/builder/designer, based on MG-SOFT's own YANG compiler, implemented
in Java.

• ChampNMS MasterYANG (http:/ / www. champnms. com), MasterYANG is a NETCONF YANG Data Model
Designer, Visualizer and Editor.

• yangbuilder (https:/ / bitbucket. org/ novakmi/ yangbuilder), a groovy (http:/ / groovy. codehaus. org/ ) builder for
YANG.

WQL
Windows Management Instrumentation Query Language (WQL) is Microsoft's implementation of the CIM
Query Language (CQL), a query language for the Common Information Model (CIM) standard from the Distributed
Management Task Force (DMTF). It is a subset of the standard ANSI SQL with minor semantic changes.[1] A basic
WQL query remains fairly understandable for people with basic SQL knowledge.
WQL is dedicated to WMI and is designed to perform queries against the CIM repository to retrieve information or
get event notifications.

Example
As an example, the following WQL query selects all the drives on a computer that have less than 2 MB of free
space:[2]

SELECT * FROM Win32_LogicalDisk WHERE FreeSpace < 2097152

References
[1] WQL (SQL for WMI) (http:/ / msdn2. microsoft. com/ en-us/ library/ aa394606. aspx)
[2] WMI Queries (http:/ / msdn2. microsoft. com/ en-us/ library/ ms186146(VS. 80). aspx)

External links
• Querying with WQL (http:/ / msdn. microsoft. com/ en-us/ library/ aa392902. aspx)
• WQL Operators (http:/ / msdn. microsoft. com/ en-us/ library/ aa394605. aspx)
• WQL-Supported Date Formats (http:/ / msdn. microsoft. com/ en-us/ library/ aa394607. aspx)
• WQL-Supported Time Formats (http:/ / msdn. microsoft. com/ en-us/ library/ aa394608. aspx)
• WQL (SQL for WMI) (http:/ / msdn. microsoft. com/ en-us/ library/ aa394606. aspx)
• Using WQL with the WMI Provider for Server Events (http:/ / msdn. microsoft. com/ en-us/ library/ ms180524.

aspx)
• WMI Queries (http:/ / msdn. microsoft. com/ en-us/ library/ ms186146(VS. 80). aspx)
• Learn WMI Query Language using PowerShell (http:/ / www. ravichaganti. com/ blog/ ?p=1845)
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Versa (query language)
Versa is an RDF query language, that is, a query language for databases, able to retrieve and manipulate data stored
in Resource Description Framework (RDF) format. Versa differs from most other RDF query languages, which are
typically based on SQL or specialized XML vocabularies. Although the design of Versa was inspired by XPath, its
compact, functional syntax also somewhat resembles Lisp. As of 2006[1], the only Versa implementation is in the
Python-language, open source 4Suite XML framework.

History and status
Versa's origins can be traced to 2000, when professional XML consultancy Fourthought, Inc. began developing RIL,
an open, XML-based RDF Inference Language. RIL was implemented briefly in Fourthought's 4Suite Server
product, which allowed for persistent storage and querying of an RDF model and associated XML document store.
In October 2001, the query portion of RIL was spun off into a separate project named Versa, with the intent that after
Versa stabilized, development would resume to establish RIL as a formal language for working Versa query results.
RIL development never resumed, however; inference abilities in 4Suite were easily handled by XSLT extensions and
did not need a separate language.
Versa initially had limits that required the language to be redesigned. The overhaul was performed in late 2001 and
early 2002 by software engineers from Sun Microsystems and Fourthought, to facilitate internal knowledge
management applications at Sun and to drive applications that were in development for Fourthought's other clients.
4Suite's Versa library was used as the reference implementation, and a draft specification was published.
Versa development slowed in 2002, although Sun and Fourthought continued to work together to develop Versa
based applications through 2004. In mid-2005, Chimezie Ogbuji and Daniel Krech began planning to fold the
abilities of 4Suite's outdated RDF libraries (4RDF), including Versa support, into RDFLib, which offers
complementary features and would allow Versa to be used independently of 4Suite. This coincided with renewed
interest in refining the Versa draft specification and publishing a "1.0" version.
As of 2006, the development of Versa is being coordinated primarily by Chimezie and Uche Ogbuji of Fourthought.

Syntax examples
Get the URIs of all known resources:

all()

Get the URIs of all known instances of type edu:Subject:

type(edu:Subject)

Get the rdfs:labels of all edu:Subjects having one or more rdfs:label:

type(edu:Subject) - rdfs:label -> *

Get the URIs of all edu:Subjects having a rdfs:label matching "Russian language":

type(edu:Subject) |- rdfs:label -> eq("Russian language")

Get the URIs of all "super-edu:Subjects" (transitively) of the edu:Subject identified by
"http://en.wikipedia.org/wiki/Russian_language":

traverse(@"http://en.wikipedia.org/wiki/Russian_language",

         @"http://example.com/education#subTopicOf",
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         vtrav:forward, vtrav:transitive)

External links
• Official website [2]

• IBM developerWorks: Thinking XML: Basic XML and RDF techniques for knowledge management, Part 6 [3]

• XML.com: Versa: Path-Based RDF Query Language [4]

• irc:/ / irc. freenode. net/ versa ; there exists a Versa "IRC bot" [5], useful for learning, experimentation, and
debugging

• RDF query use cases, including query language samples [6]

References
[1] http:/ / en. wikipedia. org/ w/ index. php?title=Versa_(query_language)& action=edit
[2] http:/ / wiki. xml3k. org/ Versa
[3] http:/ / www-128. ibm. com/ developerworks/ xml/ library/ x-think10/
[4] http:/ / www. xml. com/ lpt/ a/ 2005/ 07/ 20/ versa. html
[5] http:/ / copia. ogbuji. net/ blog/ 2005-07-18/ Emeka
[6] http:/ / rdfstore. sourceforge. net/ 2002/ 06/ 24/ rdf-query/
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SPARQL

SPARQL

Paradigm(s) Query language

Appeared in 2008

Developer W3C

Stable release 1.1 (2013-03-21)

Major implementations C#, Java, C

Website [1]

SPARQL (pronounced "sparkle", a recursive acronym for SPARQL Protocol and RDF Query Language) is an RDF
query language, that is, a query language for databases, able to retrieve and manipulate data stored in Resource
Description Framework format. It was made a standard by the RDF Data Access Working Group (DAWG) of the
World Wide Web Consortium, and is recognized as one of the key technologies of the semantic web. On 15 January
2008, SPARQL 1.0 became an official W3C Recommendation, and SPARQL 1.1 in March, 2013.
SPARQL allows for a query to consist of triple patterns, conjunctions, disjunctions, and optional patterns.
Implementations for multiple programming languages exist. "SPARQL will make a huge difference" making the
web machine-readable according to Sir Tim Berners-Lee in a May 2006 interview.
There exist tools that allow one to connect and semi-automatically construct a SPARQL query for a SPARQL
endpoint, for example ViziQuer. In addition, there exist tools that translate SPARQL queries to other query
languages, for example to SQL and to XQuery. SPARQL City's SPARQLverse also allows queries directly against
non-SPARQL databases such as MongoDB and Cassandra, representing their data as though it is RDF.

Advantages
SPARQL allows users to write queries against data that can loosely be called "key-value" data, more specifically it is
data that follows the RDF specification of the W3C. The entire database is thus a set of "subject-predicate-object"
triples. This is analogous to some NoSQL database's usage of the term "document-key-value", such as MongoDB.
RDF data can also be considered in SQL relational database terms as a table with three columns - the subject
column, the predicate column and the object column. Unlike relational databases, the object column is
heterogeneous, the per-cell data type is usually implied (or specified in the ontology) by the predicate value.
Alternately, again comparing to SQL relational, all of the triples for a given subject could be represented as a row,
with the subject being the primary key and each possible predicate being a column and the object is the value in the
cell. However, SPARQL/RDF becomes easier and more powerful for columns that could contain multiple values
(like "children"), and where the column itself could be a joinable variable in the query, rather than directly specified.
SPARQL thus provides a full set of analytic query operations such as JOIN, SORT, AGGREGATE for data whose
schema is intrinsically part of the data rather than requiring a separate schema definition. Schema information (the
ontology) is often provided externally, though, to allow different datasets to be joined in an unambiguous manner. In
addition, SPARQL provides specific graph traversal syntax for data that can be thought of as a graph. Some
implementations, such as SPARQLverse [2] also allow additional triple attributes such as timestamp and allow
additional analytic functionality such as windowed aggregates.
The example below demonstrates a simple query that leverages the ontology definition "foaf", often called the
"friend-of-a-friend" ontology.
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Specifically, the following query returns names and emails of every person in the dataset:

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

SELECT ?name ?email

WHERE {

  ?person a foaf:Person.

  ?person foaf:name ?name.

  ?person foaf:mbox ?email.

}

This query joins together all of the triples with a matching subject, where the type predicate, "a", is a person
(foaf:Person) and the person has one or more names (foaf:name) and mailboxes (foaf:mbox).
The author of this query chose to reference the subject using the variable name "?person" for readable clarity. Since
the first element of the triple is always the subject, the author could have just as easily used any variable name, such
as "?subj" or "?x". Whatever name is chosen, it must be that same on each line of the query to signify that the query
engine is to join triples with the same subject.
The result of the join is a set of rows - ?person, ?name, ?email. This query is returning the the ?name and ?email
because ?person is often a complex URI rather than a human-friendly string. Note that in some of the ?people may
have multiple mailboxes, so in the returned set, a ?name row may appear multiple times, once for each mailbox.
This query can be distributed to multiple SPARQL endpoints (services that accept SPARQL queries and return
results), computed, and results gathered, a procedure known as federated query.
Whether in a federated manner or locally, additional triple definitions in the query could allow joins to different
subject types, such as automobiles, to allow simple queries, for example, to return a list of names and emails for
people who drive automobiles with a high MPG rating.

Query forms
In the case of queries that read data from the database, the SPARQL language specifies four different query
variations for different purposes.
SELECT query

Used to extract raw values from a SPARQL endpoint, the results are returned in a table format.
CONSTRUCT query

Used to extract information from the SPARQL endpoint and transform the results into valid RDF.
ASK query

Used to provide a simple True/False result for a query on a SPARQL endpoint.
DESCRIBE query

Used to extract an RDF graph from the SPARQL endpoint, the contents of which is left to the endpoint to
decide based on what the maintainer deems as useful information.

Each of these query forms takes a WHERE block to restrict the query although in the case of the DESCRIBE query
the WHERE is optional.
SPARQL 1.1 specifies a language for updating the database with several new query forms.

http://en.wikipedia.org/w/index.php?title=Federated_search
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Example
Another SPARQL query example that models the question "What are all the country capitals in Africa?":

PREFIX abc: <http://example.com/exampleOntology#>

SELECT ?capital ?country

WHERE {

  ?x abc:cityname ?capital ;

     abc:isCapitalOf ?y .

  ?y abc:countryname ?country ;

     abc:isInContinent abc:Africa .

}

Variables are indicated by a "?" or "$" prefix. Bindings for ?capital and the ?country will be returned.
The SPARQL query processor will search for sets of triples that match these four triple patterns, binding the
variables in the query to the corresponding parts of each triple. Important to note here is the "property orientation"
(class matches can be conducted solely through class-attributes or properties - see Duck typing)
To make queries concise, SPARQL allows the definition of prefixes and base URIs in a fashion similar to Turtle. In
this query, the prefix "abc" stands for “http://example.com/exampleOntology#”.

Extensions
GeoSPARQL defines filter functions for geographic information system (GIS) queries using well-understood OGC
standards (GML, WKT, etc.).

SPARQL implementations
This list shows triplestore, APIs, and other storages that have implemented the SPARQL query language.
• 4store [3]

• Algebraix Data SPARQL Server [4]

•• AllegroGraph
• Apache Jena with ARQ
• ARC2 [5]

• BigData [6]

• BrightstarDB [7]

• Corese [8]

• D2R Server [9]

• Dydra [10]

• Hercules [11]

•• Intellidimension Semantics Platform 2.0
•• KAON2
•• Knowledge Explorer
• LUPOSDATE – Open Source (Java) Query-Engine for SPARQL and RIF available at Github[12] and as

webdemo[13]

• MarkLogic [14]

• Mulgara [15]

•• OntoBroker
• Ontotext OWLIM
• Open Anzo [16]
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http://en.wikipedia.org/w/index.php?title=Well-known_text
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https://github.com/semsol/arc2/wiki
http://www.systap.com/bigdata.htm
http://www.brightstardb.com/
http://wimmics.inria.fr/corese
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http://dydra.com
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• OpenLink Virtuoso
• Oracle Oracle DB Enterprise Spatial & Graph [17]

•• Oracle NoSQL KV RDF
• Parliament [18]

• Pellet [19]

•• Profium Sense
• RAP RDF API for PHP [20]

•• RDF-3X
• rdfQuery [21] JavaScript module
• RDF::Query [22] Perl module with complete SPARQL 1.1 implementation.
•• Redland / Redstore
• SemWeb.NET [23]

• Sesame 2 [24]

• SPARQL Engine [25]

• SPARQL2XQuery [26]

• SPARQL-RW [27]

• SPARQL City SPARQLverse [2]

• Stardog [28]

•• SWObjects
• TopQuadrant's TopBraid Suite [29]

• Twinql [30]

• Ultrawrap [31]

•• Web Query
•• IBM DB2

References
[1] http:/ / www. w3. org/ TR/ sparql11-query/
[2] http:/ / sparqlcity. com
[3] http:/ / 4store. org/
[4] http:/ / algebraixdata. com/
[5] https:/ / github. com/ semsol/ arc2/ wiki
[6] http:/ / www. systap. com/ bigdata. htm
[7] http:/ / www. brightstardb. com/
[8] http:/ / wimmics. inria. fr/ corese
[9] http:/ / d2rq. org/
[10] http:/ / dydra. com
[11] http:/ / hercules. arielworks. net/
[12] Github - LuposDate (https:/ / github. com/ luposdate/ luposdate)
[13] LuposDate Demo-Applet (http:/ / www. ifis. uni-luebeck. de/ index. php?id=luposdate-demo)
[14] http:/ / www. marklogic. com
[15] http:/ / www. mulgara. org/
[16] http:/ / www. openanzo. org/
[17] http:/ / www. oracle. com/ technetwork/ database-options/ spatialandgraph/ overview/ rdfsemantic-graph-1902016. html
[18] http:/ / parliament. semwebcentral. org/
[19] http:/ / clarkparsia. com/ pellet
[20] http:/ / www4. wiwiss. fu-berlin. de/ bizer/ rdfapi/
[21] http:/ / code. google. com/ p/ rdfquery/
[22] https:/ / metacpan. org/ module/ RDF::Query
[23] http:/ / razor. occams. info/ code/ semweb/
[24] http:/ / www. openrdf. org/
[25] http:/ / sparql. sourceforge. net/
[26] http:/ / www. dblab. ntua. gr/ ~bikakis/ SPARQL2XQuery. html
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[27] http:/ / www. dblab. ntua. gr/ ~bikakis/ SPARQL-RW. html
[28] http:/ / stardog. com
[29] http:/ / www. topquadrant. com/ products/ TB_Suite. html
[30] http:/ / www. holygoat. co. uk/ projects/ twinql/
[31] http:/ / www. capsenta. com/ product. html

External links
• W3C SPARQL Working Group (http:/ / www. w3. org/ 2001/ sw/ DataAccess/ ), was RDF Data Access Working

Group
• SPARQL 1.1 Recommendation (http:/ / www. w3. org/ TR/ sparql11-overview/ )
• SPARQL 1.0 Query language (http:/ / www. w3. org/ TR/ rdf-sparql-query/ ) (legacy)
• SPARQL 1.0 Protocol (http:/ / www. w3. org/ TR/ rdf-sparql-protocol/ ) (legacy)
• SPARQL 1.0 Query XML Results Format (http:/ / www. w3. org/ TR/ 2008/ REC-rdf-sparql-XMLres-20080115/

) (legacy)

RDF query language
An RDF query language is a computer language, specifically a query language for databases, able to retrieve and
manipulate data stored in Resource Description Framework format.
SPARQL is emerging as the de facto RDF query language, and is a W3C recommendation. Released as a Candidate
Recommendation in April 2006, it returned to Working Draft status in October 2006, due to open issues. It returned
to Candidate Recommendation status in June 2007. On 12 November 2007 the status of SPARQL changed into
Proposed Recommendation. On 15 January 2008, SPARQL was standardized.

Other RDF query languages
• DQL, XML-based, queries and results expressed in DAML+OIL
• N3QL, based on Notation 3
•• R-DEVICE
• RDFQ, XML-based
• RDQ, SQL-like
• RDQL, SQL-like
• RQL/RVL, SQL-like
• SeRQL, SQL-like, similar to RQL/RVL
• Versa (query language), compact syntax (non–SQL-like), solely implemented in 4Suite (Python)
• XUL has a template [1] element in which to declare rules for matching data in RDF. XUL uses RDF extensively

for databinding.
• Adenine (programming language written in RDF).
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http://en.wikipedia.org/w/index.php?title=DAML%2BOIL
http://en.wikipedia.org/w/index.php?title=N3QL
http://en.wikipedia.org/w/index.php?title=Notation_3
http://en.wikipedia.org/w/index.php?title=R-DEVICE
http://en.wikipedia.org/w/index.php?title=RDFQ
http://en.wikipedia.org/w/index.php?title=RDQ
http://en.wikipedia.org/w/index.php?title=RDQL
http://en.wikipedia.org/w/index.php?title=RQL/RVL
http://en.wikipedia.org/w/index.php?title=SeRQL
http://en.wikipedia.org/w/index.php?title=4Suite
http://en.wikipedia.org/w/index.php?title=Python_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=XUL
http://developer.mozilla.org/en/docs/XUL:Template_Guide:Introduction
http://en.wikipedia.org/w/index.php?title=XUL
http://en.wikipedia.org/w/index.php?title=Adenine_%28programming_language%29
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External links
• RDF Query specification [2]

• RDF query language survey [3]

• A Comparison of (some) RDF Query Languages [4]

• RDF query use cases, including query language samples [6]

• SparQL [5]

References
[1] http:/ / developer. mozilla. org/ en/ docs/ XUL:Template_Guide:Introduction
[2] http:/ / www. w3. org/ TandS/ QL/ QL98/ pp/ rdfquery. html
[3] http:/ / www. w3. org/ 2001/ 11/ 13-RDF-Query-Rules/
[4] http:/ / web. archive. org/ web/ 20080702143156/ http:/ / www. aifb. uni-karlsruhe. de/ WBS/ pha/ rdf-query/
[5] http:/ / www. w3. org/ TR/ rdf-sparql-query/

Access query language
Access, the successor to ENGLISH, is an English-like query language used in the Pick operating system.
The original name ENGLISH is something of a misnomer, as PICK's flexible dictionary structure meant that file and
attribute names could be given aliases in any natural language. For instance the command SORT could be given the
alias TRIEZ, the file CUSTOMER the alias CLIENT, the attribute BALANCE the alias BILAN and the particle BY
the alias PAR. This would allow the database to be interrogated using the French-language command string "TRIEZ
CLIENT PAR BILAN", resulting in a list of customers by balance.
This article is based on material taken from the Free On-line Dictionary of Computing prior to 1 November 2008 and
incorporated under the "relicensing" terms of the GFDL, version 1.3 or later.

http://www.w3.org/TandS/QL/QL98/pp/rdfquery.html
http://www.w3.org/2001/11/13-RDF-Query-Rules/
http://web.archive.org/web/20080702143156/http://www.aifb.uni-karlsruhe.de/WBS/pha/rdf-query/
http://rdfstore.sourceforge.net/2002/06/24/rdf-query/
http://www.w3.org/TR/rdf-sparql-query/
http://developer.mozilla.org/en/docs/XUL:Template_Guide:Introduction
http://www.w3.org/TandS/QL/QL98/pp/rdfquery.html
http://www.w3.org/2001/11/13-RDF-Query-Rules/
http://web.archive.org/web/20080702143156/http://www.aifb.uni-karlsruhe.de/WBS/pha/rdf-query/
http://www.w3.org/TR/rdf-sparql-query/
http://en.wikipedia.org/w/index.php?title=ENGLISH_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=English_language
http://en.wikipedia.org/w/index.php?title=Pick_operating_system
http://en.wikipedia.org/w/index.php?title=Free_On-line_Dictionary_of_Computing
http://en.wikipedia.org/w/index.php?title=GNU_Free_Documentation_License
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Nonprocedural language
NPL (for NonProcedural Language) was a relational database language developed by T.D. Truitt et al.[1][2] in 1980
for Apple II and MS-DOS. In general, a non-procedural language (also called a declarative language) requires the
programmer to specify what the program should do, rather than (as with a procedural language) providing the
sequential steps indicating how the program should perform its task(s).

Notes and references
[1][1] "An Introduction to Nonprocedural Languages Using NPL", T.D. Truitt et al., McGraw-Hill 1983.
[2][2] Truitt, T. D. "NPL: the nonprogrammer's data base language" Computer Language 4(06) June 1987 pp97-103

http://en.wikipedia.org/w/index.php?title=Apple_II
http://en.wikipedia.org/w/index.php?title=MS-DOS
http://en.wikipedia.org/w/index.php?title=Declarative_programming
http://en.wikipedia.org/w/index.php?title=Procedural_language
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Facebook Query Language

Facebook Query Language

Appeared in February 2007

Influenced by SQL

Platform Facebook Platform

Website [1]

Facebook Query Language (FQL) is a query language that allows querying Facebook user data by using a
SQL-style interface, avoiding the need to use the Facebook Platform Graph API. Data returned from an FQL query
is in JSON format by default.

History
FQL was first made publicly available in February 2007.

Example
In the following query, four different types of data are retrieved from a single table (status) and for a single user
("me"):

SELECT status_id,message,time,source FROM `status` WHERE uid = me()

This query can run by querying the Facebook graph endpoint /fql with the parameters set to q=[FQL]

References
[1] http:/ / developers. facebook. com/

http://en.wikipedia.org/w/index.php?title=Computing_platform
http://en.wikipedia.org/w/index.php?title=Facebook_Platform
http://developers.facebook.com/
http://en.wikipedia.org/w/index.php?title=Facebook
http://en.wikipedia.org/w/index.php?title=Facebook_Platform
http://en.wikipedia.org/w/index.php?title=JSON
http://developers.facebook.com/
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Databases Programming

Active database
An active database is a database that includes an event-driven architecture (often in the form of ECA rules) which
can respond to conditions both inside and outside the database. Possible uses include security monitoring, alerting,
statistics gathering and authorization.
Most modern relational databases include active database features in the form of database triggers.

References

Database trigger
A database trigger is procedural code that is automatically executed in response to certain events on a particular
table or view in a database. The trigger is mostly used for maintaining the integrity of the information on the
database. For example, when a new record (representing a new worker) is added to the employees table, new records
should also be created in the tables of the taxes, vacations and salaries.

The need and the usage
Triggers are commonly used to:
•• audit changes (e.g. keep a log of the users and roles involved in changes)
•• enhance changes (e.g. ensure that every change to a record is time-stamped by the server's clock)
• enforce business rules (e.g. require that every invoice have at least one line item)
•• execute business rules (e.g. notify a manager every time an employee's bank account number changes)
•• replicate data (e.g. store a record of every change, to be shipped to another database later)
•• enhance performance (e.g. update the account balance after every detail transaction, for faster queries)
The examples above are called Data Manipulation Language (DML) triggers because the triggers are defined as part
of the Data Manipulation Language and are executed at the time the data is manipulated. Some systems, for example
Microsoft SQL Server, also support non-data triggers, which fire in response to Data Definition Language (DDL)
events such as creating tables, or runtime events such as logon, commit and rollback. Such DDL triggers can be used
for database auditing purposes.
The following are major features of database triggers and their effects:
•• triggers do not accept parameters or arguments (but may store affected-data in temporary tables)
•• triggers cannot perform commit or rollback operations because they are part of the triggering SQL statement (only

through autonomous transactions)

http://en.wikipedia.org/w/index.php?title=Event-driven_architecture
http://en.wikipedia.org/w/index.php?title=Event_Condition_Action
http://en.wikipedia.org/w/index.php?title=Procedural_code
http://en.wikipedia.org/w/index.php?title=Business_rule
http://en.wikipedia.org/w/index.php?title=Database_audit
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Triggers in DBMS
Below follows a series of descriptions of how some popular DBMS support triggers.

Oracle
In addition to triggers that fire when data is modified, Oracle 9i supports triggers that fire when schema level objects
(that is, tables) are modified and when user logon or logoff events occur. These trigger types are referred to as
"Schema-level triggers".

Schema-level triggers

•• After Creation
•• Before Alter
•• After Alter
•• Before Drop
•• After Drop
•• Before Logoff
•• After Logon
The four main types of triggers are:
1. Row Level Trigger: This gets executed before or after any column value of a row changes
2. Column Level Trigger: This gets executed before or after the specified column changes
3.3. For Each Row Type: This trigger gets executed once for each row of the result set caused by insert/update/delete
4.4. For Each Statement Type: This trigger gets executed only once for the entire result set, but fires each time the

statement is executed.

Mutating tables

When a single SQL statement modifies several rows of a table at once, the order of the operations is not
well-defined; there is no "order by" clause on "update" statements, for example. Row-level triggers are executed as
each row is modified, so the order in which trigger code is run is also not well-defined. Oracle protects the
programmer from this uncertainty by preventing row-level triggers from modifying other rows in the same table –
this is the "mutating table" in the error message. Side-effects on other tables are allowed, however.
One solution is to have row-level triggers place information into a temporary table indicating what further changes
need to be made, and then have a statement-level trigger fire just once, at the end, to perform the requested changes
and clean up the temporary table.
Because a foreign key's referential actions are implemented via implied triggers, they are similarly restricted. This
may become a problem when defining a self-referential foreign key, or a cyclical set of such constraints, or some
other combination of triggers and CASCADE rules, e.g. user deletes a record from table A, CASCADE rule on table
A deletes a record from table B, trigger on table B attempts to SELECT from table A, error occurs.

http://en.wikipedia.org/w/index.php?title=DBMS
http://en.wikipedia.org/w/index.php?title=Foreign_key%23Referential_actions
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Microsoft SQL Server
Microsoft SQL Server supports triggers either before, after, or instead of an insert, update or delete operation. They
can be set on tables and views with the constraint that a view can be referenced only by an INSTEAD OF trigger.
Microsoft SQL Server 2005 introduced support for Data Definition Language (DDL) triggers, which can fire in
reaction to a very wide range of events, including:
•• Drop table
•• Create table
•• Alter table
•• Login events
A full list [1] is available on MSDN.
Performing conditional actions in triggers (or testing data following modification) is done through accessing the
temporary Inserted and Deleted tables.

PostgreSQL
PostgreSQL introduced support for triggers in 1997. The following functionality in SQL:2003 was previously not
implemented in PostgreSQL:
•• SQL allows triggers to fire on updates to specific columns; As of version 9.0 of PostgreSQL this feature is also

implemented in PostgreSQL.
• The standard allows the execution of a number of SQL statements other than SELECT, INSERT, UPDATE, such

as CREATE TABLE as the triggered action. This can be done through creating a stored procedure or function to
call CREATE TABLE.[2]

Synopsis:

CREATE TRIGGER name { BEFORE | AFTER } { event [ OR ... ] }

    ON TABLE [ FOR [ EACH ] { ROW | STATEMENT } ]

    EXECUTE PROCEDURE funcname ( arguments )

Firebird
Firebird supports multiple row-level, BEFORE or AFTER, INSERT, UPDATE, DELETE (or any combination
thereof) triggers per table, where they are always "in addition to" the default table changes, and the order of the
triggers relative to each other can be specified where it would otherwise be ambiguous (POSITION clause.) Triggers
may also exist on views, where they are always "instead of" triggers, replacing the default updatable view logic.
(Before version 2.1, triggers on views deemed updatable would run in addition to the default logic.)
Firebird does not raise mutating table exceptions (like Oracle), and triggers will by default both nest and recurse as
required (SQL Server allows nesting but not recursion, by default.) Firebird's triggers use NEW and OLD context
variables (not Inserted and Deleted tables,) and provide UPDATING, INSERTING, and DELETING flags to
indicate the current usage of the trigger.

{CREATE | RECREATE | CREATE OR ALTER} TRIGGER name FOR {table name | 

view name}

 [ACTIVE | INACTIVE]

 {BEFORE | AFTER}

 {INSERT [OR UPDATE] [OR DELETE] | UPDATE [OR INSERT] [OR DELETE] | 

DELETE [OR UPDATE] [OR INSERT] }

 [POSITION n] AS

BEGIN

http://en.wikipedia.org/w/index.php?title=Drop_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Create_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Alter_%28SQL%29
http://msdn2.microsoft.com/en-us/library/ms189871(SQL.90).aspx
http://en.wikipedia.org/w/index.php?title=MSDN
http://en.wikipedia.org/w/index.php?title=Firebird_%28database_server%29
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 .....

END

As of version 2.1, Firebird additionally supports the following database-level triggers:
•• CONNECT (exceptions raised here prevent the connection from completing)
•• DISCONNECT
•• TRANSACTION START
•• TRANSACTION COMMIT (exceptions raised here prevent the transaction from committing, or preparing if a

two-phase commit is involved)
•• TRANSACTION ROLLBACK
Database-level triggers can help enforce multi-table constraints, or emulate materialized views. If an exception is
raised in a TRANSACTION COMMIT trigger, the changes made by the trigger so far are rolled back and the client
application is notified, but the transaction remains active as if COMMIT had never been requested; the client
application can continue to make changes and re-request COMMIT.
Syntax for database triggers:

{CREATE | RECREATE | CREATE OR ALTER} TRIGGER name

 [ACTIVE | INACTIVE] ON

 {CONNECT | DISCONNECT | TRANSACTION START | TRANSACTION COMMIT | 

TRANSACTION ROLLBACK}

 [POSITION n] AS

BEGIN

 .....

END

MySQL
MySQL 5.0.2 introduced support for triggers. MySQL supports these trigger types:
•• Insert Trigger
•• Update Trigger
•• Delete Trigger
Note: MySQL allows only one trigger of each type on each table (i.e. one before insert, one after insert, one before
update, one after update, one before delete and one after delete).
Note: MySQL does NOT fire triggers outside of a statement (i.e. API's, foreign key cascades)
The SQL:2003 standard mandates that triggers give programmers access to record variables by means of a syntax
such as REFERENCING NEW AS n. For example, if a trigger is monitoring for changes to a salary column one
could write a trigger like the following:

CREATE TRIGGER salary_trigger

    BEFORE UPDATE ON employee_table

    REFERENCING NEW ROW AS n, OLD ROW AS o

    FOR EACH ROW

    IF n.salary <> o.salary THEN

    END IF;

;

Sample Mytrigger as follows:
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-- First of all, drop any other trigger with the same name 

DROP TRIGGER IF EXISTS `Mytrigger`;

-- Create New Trigger

DELIMITER $$

CREATE

    /*[DEFINER = { user | CURRENT_USER }]*/

    TRIGGER `DB`.`mytriggers` BEFORE/AFTER INSERT/UPDATE/DELETE

    ON `DB`.`<Table Name>`

    FOR EACH ROW BEGIN

    END$$

DELIMITER ;

-- Example:

DROP TRIGGER IF EXISTS `Mytrigger`;

DELIMITER $$

CREATE TRIGGER `Mytrigger`

AFTER INSERT ON Table_Current

FOR EACH ROW

BEGIN

    UPDATE Table_Record

    SET `Value` = NEW.`Value` 

    WHERE `Name` = NEW.`Name`

    AND `Value` < NEW.`Value`;

END $$

DELIMITER;

IBM DB2 LUW
IBM DB2 for distributed systems known as DB2 for LUW (LUW means Linux Unix Windows) supports three
trigger types: Before trigger, After trigger and Instead of trigger. Both statement level and row level triggers are
supported. If there are more triggers for same operation on table then firing order is determined by trigger creation
data. Since version 9.7 IBM DB2 supports autonomous transactions [3].
Before trigger is for checking data and deciding if operation should be permitted. If exception is thrown from before
trigger then operation is aborted and no data are changed. In DB2 before triggers are read only — you can't modify
data in before triggers. After triggers are designed for post processing after requested change was performed. After
triggers can write data into tables and unlike someWikipedia:Avoid weasel words other databases you can write into
any table including table on which trigger operates. Instead of triggers are for making views writeable.
Triggers are usually programmed in SQL PL language.

http://www.ibm.com/developerworks/data/library/techarticle/dm-0907autonomoustransactions/index.html
http://en.wikipedia.org/wiki/Avoid_weasel_words
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SQLite
CREATE [TEMP | TEMPORARY] TRIGGER [IF NOT EXISTS] [database_name .] 

trigger_name

[BEFORE | AFTER | INSTEAD OF] {DELETE | INSERT | UPDATE [OF column_name

 [, column_name]...]} 

ON {table_name | view_name}

   [FOR EACH ROW] [WHEN condition]

BEGIN

   ...

END

SQLite only supports row-level triggers, not statement-level triggers.
Updateable views, which are not supported in SQLite, can be emulated with INSTEAD OF triggers.

XML databases
An example of implementation of triggers in non-relational database can be Sedna, that provides support for triggers
based on XQuery. Triggers in Sedna were designed to be analogous to SQL:2003 triggers, but natively base on XML
query and update languages (XPath, XQuery and XML update language).
A trigger in Sedna is set on any nodes of an XML document stored in database. When these nodes are updated, the
trigger automatically executes XQuery queries and updates specified in its body. For example, the following trigger
cancels person node deletion if there are any open auctions referenced by this person:

CREATE TRIGGER "trigger3"

    BEFORE DELETE

    ON doc("auction")/site//person

    FOR EACH NODE

    DO

    {

       if(exists($WHERE//open_auction/bidder/personref/@person=$OLD/@id))

       then ( )

       else $OLD;

    }

References
[1] http:/ / msdn2. microsoft. com/ en-us/ library/ ms189871(SQL. 90). aspx
[2] http:/ / www. postgresql. org/ docs/ 9. 0/ static/ sql-createtrigger. html
[3] http:/ / www. ibm. com/ developerworks/ data/ library/ techarticle/ dm-0907autonomoustransactions/ index. html

External links
• Microsoft SQL Server DROP TRIGGER (http:/ / msdn2. microsoft. com/ en-us/ library/ aa258846(SQL. 80).

aspx)
• MySQL Database triggers (http:/ / dev. mysql. com/ doc/ refman/ 5. 0/ en/ triggers. html)
• MySQL DB Create Triggers (http:/ / dev. mysql. com/ doc/ refman/ 5. 0/ en/ create-trigger. html)
• DB2 CREATE TRIGGER statement (http:/ / publib. boulder. ibm. com/ infocenter/ db2luw/ v9/ topic/ com. ibm.

db2. udb. admin. doc/ doc/ r0000931. htm)
• Oracle CREATE TRIGGER (http:/ / download. oracle. com/ docs/ cd/ B19306_01/ server. 102/ b14200/

statements_7004. htm#sthref7885)

http://en.wikipedia.org/w/index.php?title=Updateable_views
http://en.wikipedia.org/w/index.php?title=Sedna_%28database%29
http://en.wikipedia.org/w/index.php?title=XPath
http://msdn2.microsoft.com/en-us/library/ms189871(SQL.90).aspx
http://www.postgresql.org/docs/9.0/static/sql-createtrigger.html
http://www.ibm.com/developerworks/data/library/techarticle/dm-0907autonomoustransactions/index.html
http://msdn2.microsoft.com/en-us/library/aa258846(SQL.80).aspx
http://msdn2.microsoft.com/en-us/library/aa258846(SQL.80).aspx
http://dev.mysql.com/doc/refman/5.0/en/triggers.html
http://dev.mysql.com/doc/refman/5.0/en/create-trigger.html
http://publib.boulder.ibm.com/infocenter/db2luw/v9/topic/com.ibm.db2.udb.admin.doc/doc/r0000931.htm
http://publib.boulder.ibm.com/infocenter/db2luw/v9/topic/com.ibm.db2.udb.admin.doc/doc/r0000931.htm
http://download.oracle.com/docs/cd/B19306_01/server.102/b14200/statements_7004.htm#sthref7885
http://download.oracle.com/docs/cd/B19306_01/server.102/b14200/statements_7004.htm#sthref7885
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• PostgreSQL CREATE TRIGGER (http:/ / www. postgresql. org/ docs/ 8. 2/ static/ sql-createtrigger. html)
• Oracle Mutating Table Problems with DELETE CASCADE (http:/ / www. akadia. com/ services/

ora_mutating_table_problems. html)
• SQLite Query Language: CREATE TRIGGER (http:/ / www. sqlite. org/ lang_createtrigger. html)

Stored procedure
A stored procedure is a subroutine available to applications that access a relational database system. A stored
procedure (sometimes called a proc, sproc, StoPro, StoredProc, sp or SP) is actually stored in the database data
dictionary.
Typical use for stored procedures include data validation (integrated into the database) or access control
mechanisms. Furthermore, stored procedures can consolidate and centralize logic that was originally implemented in
applications. Extensive or complex processing that requires execution of several SQL statements is moved into
stored procedures, and all applications call the procedures. One can use nested stored procedures by executing one
stored procedure from within another.
Stored procedures are similar to user-defined functions (UDFs). The major difference is that UDFs can be used like
any other expression within SQL statements, whereas stored procedures must be invoked using the CALL
statement.[1]

CALL procedure(...)

or

EXECUTE procedure(...)

Stored procedures may return result sets, i.e. the results of a SELECT statement. Such result sets can be processed
using cursors, by other stored procedures, by associating a result set locator, or by applications. Stored procedures
may also contain declared variables for processing data and cursors that allow it to loop through multiple rows in a
table. Stored procedure flow control statements typically include IF, WHILE, LOOP, REPEAT, and CASE
statements, and more. Stored procedures can receive variables, return results or modify variables and return them,
depending on how and where the variable is declared.

Implementation
The exact and correct implementation of stored procedures varies from one database system to another. Most major
database vendors support them in some form. Depending on the database system, stored procedures can be
implemented in a variety of programming languages, for example SQL, Java, C, or C++. Stored procedures written
in non-SQL programming languages may or may not execute SQL statements themselves.
The increasing adoption of stored procedures led to the introduction of procedural elements to the SQL language in
the SQL:1999 and SQL:2003 standards in the part SQL/PSM. That made SQL an imperative programming language.
Most database systems offer proprietary and vendor-specific extensions, exceeding SQL/PSM. A standard
specification for Java stored procedures exists as well as SQL/JRT.

http://www.postgresql.org/docs/8.2/static/sql-createtrigger.html
http://www.akadia.com/services/ora_mutating_table_problems.html
http://www.akadia.com/services/ora_mutating_table_problems.html
http://www.sqlite.org/lang_createtrigger.html
http://en.wikipedia.org/w/index.php?title=Subroutine
http://en.wikipedia.org/w/index.php?title=Data_dictionary
http://en.wikipedia.org/w/index.php?title=Data_dictionary
http://en.wikipedia.org/w/index.php?title=Access_control
http://en.wikipedia.org/w/index.php?title=User_defined_function
http://en.wikipedia.org/w/index.php?title=Programming_language
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=C%2B%2B_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Imperative_programming_language
http://en.wikipedia.org/w/index.php?title=Java_stored_procedure
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Database system Implementation language

CUBRID Java

DB2 SQL PL (close to the SQL/PSM standard) or Java

Firebird PSQL (Fyracle also supports portions of Oracle's PL/SQL)

Informix SPL or Java

Microsoft SQL Server Transact-SQL and various .NET Framework languages

MySQL own stored procedures, closely adhering to SQL/PSM standard.

Oracle PL/SQL or Java

PostgreSQL PL/pgSQL, can also use own function languages such as pl/perl or pl/php

Sybase ASE Transact-SQL

Comparison with dynamic SQL
Overhead

Because stored procedure statements are stored directly in the database, they may remove all or part of the
compilation overhead that is typically required in situations where software applications send inline (dynamic)
SQL queries to a database. (However, most database systems implement "statement caches" and other
mechanisms to avoid repetitive compilation of dynamic SQL statements.) In addition, while they avoid some
overhead, pre-compiled SQL statements add to the complexity of creating an optimal execution plan because
not all arguments of the SQL statement are supplied at compile time. Depending on the specific database
implementation and configuration, mixed performance results will be seen from stored procedures versus
generic queries or user defined functions.

Avoidance of network traffic
A major advantage with stored procedures is that they can run directly within the database engine. In a
production system, this typically means that the procedures run entirely on a specialized database server,
which has direct access to the data being accessed. The benefit here is that network communication costs can
be avoided completely. This becomes particularly important for complex series of SQL statements.

Encapsulation of business logic
Stored procedures allow programmers to embed business logic as an API in the database, which can simplify
data management and reduce the need to encode the logic elsewhere in client programs. This can result in a
lesser likelihood of data corruption by faulty client programs. The database system can ensure data integrity
and consistency with the help of stored procedures.

Delegation of access-rights
In many systems, stored procedures can be granted access rights to the database that users who execute those
procedures do not directly have.

Some protection from SQL injection attacks
Stored procedures can be used to protect against injection attacks. Stored procedure parameters will be treated
as data even if an attacker inserts SQL commands. Also, some DBMSs will check the parameter's type. A
stored procedure that in turn generates dynamic SQL using the input is however still vulnerable to SQL
injections unless proper precautions are taken.

http://en.wikipedia.org/w/index.php?title=CUBRID
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=IBM_DB2
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Firebird_%28database_server%29
http://en.wikipedia.org/w/index.php?title=Informix
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=.NET_Framework
http://en.wikipedia.org/w/index.php?title=Oracle_database
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Database_engine
http://en.wikipedia.org/w/index.php?title=Business_logic
http://en.wikipedia.org/w/index.php?title=Data_consistency


Stored procedure 426

Other uses
In some systems, stored procedures can be used to control transaction management; in others, stored procedures run
inside a transaction such that transactions are effectively transparent to them. Stored procedures can also be invoked
from a database trigger or a condition handler. For example, a stored procedure may be triggered by an insert on a
specific table, or update of a specific field in a table, and the code inside the stored procedure would be executed.
Writing stored procedures as condition handlers also allows database administrators to track errors in the system
with greater detail by using stored procedures to catch the errors and record some audit information in the database
or an external resource like a file.

Comparison with functions
•• A function is a subprogram written to perform certain computations
•• A scalar function returns only a single value (or NULL), whereas a table function returns a (relational) table

comprising zero or more rows, each row with one or more columns.
• Functions must return a value (using the RETURN keyword), but for stored procedures this is not compulsory.
• Stored procedures can use RETURN keyword but without any value being passed.
• Functions could be used in SELECT statements, provided they don’t do any data manipulation. However,

procedures cannot be included in SELECT statements.
• A stored procedure can return multiple values using the OUT parameter or return no value at all.
•• A stored procedure saves the query compilation time.

Comparison with prepared statements
Prepared statements take an ordinary statement or query and parameterize it so that different literal values can be
used at a later time. Like stored procedures, they are stored on the server for efficiency and provide some protection
from SQL injection attacks. Although simpler and more declarative, prepared statements are not ordinarily written to
use procedural logic and cannot operate on variables. Because of their simple interface and client-side
implementations, prepared statements are more widely reusable between DBMSs.

Disadvantages
• Stored procedure languages are quite often vendor-specific. Switching to another vendor's database most likely

requires rewriting any existing stored procedures.
•• Stored procedure languages from different vendors have different levels of sophistication.

• For example, Oracle's PL/SQL has more language features and built-in features (via packages such as DBMS_
and UTL_ and others) than Microsoft's T-SQL.[citation needed]

•• Tool support for writing and debugging stored procedures is often not as good as for other programming
languages, but this differs between vendors and languages.
•• For example, both PL/SQL and T-SQL have dedicated IDEs and debuggers. PL/PgSQL can be debugged from

various IDEs.

http://en.wikipedia.org/wiki/Citation_needed
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PL/SQL
PL/SQL (Procedural Language/Structured Query Language) is Oracle Corporation's procedural language
extension for SQL and the Oracle relational database. PL/SQL is available in Oracle Database (since version 7),
TimesTen in-memory database (since version 11.2.1), and IBM DB2 (since version 9.7). Oracle Corporation usually
extends PL/SQL functionality with each successive release of the Oracle Database.
PL/SQL includes procedural language elements such as conditions and loops. You can declare constants and
variables, procedures and functions, types and variables of those types, and triggers. You can handle exceptions
(runtime errors). Arrays are supported involving the use of PL/SQL collections. Implementations from version 8 of
Oracle Database onwards have included features associated with object-orientation. You can create PL/SQL
units—procedures, functions, packages, types, and triggers —that are stored in the database for reuse by applications
that use any of the Oracle Database programmatic interfaces.

Similar languages
PL/SQL functions analogously to the embedded procedural languages associated with other relational databases.
Sybase ASE and Microsoft SQL Server have Transact-SQL, PostgreSQL has PL/pgSQL (which tries to emulate
PL/SQL to an extent), and IBM DB2 includes SQL Procedural Language, which conforms to the ISO SQL’s
SQL/PSM standard.
The designers of PL/SQL modelled its syntax on that of Ada. Both Ada and PL/SQL have Pascal as a common
ancestor, and so PL/SQL also resembles Pascal in numerous aspects. The structure of a PL/SQL package closely
resembles the basic Pascal program structure or a Borland Delphi unit. Programmers can define global data-types,
constants and static variables, public and private, in a PL/SQL package.
PL/SQL also allows for the definition of classes and instantiating these as objects in PL/SQL code. This resembles
usages in object-oriented programming languages like Object Pascal, C++ and Java. PL/SQL refers to a class as an
"Abstract Data Type" (ADT) or "User Defined Type" (UDT), and defines it as an Oracle SQL data-type as opposed
to a PL/SQL user-defined type, allowing its use in both the Oracle SQL Engine and the Oracle PL/SQL engine. The
constructor and methods of an Abstract Data Type are written in PL/SQL. The resulting Abstract Data Type can
operate as an object class in PL/SQL. Such objects can also persist as column values in Oracle database tables.
PL/SQL is fundamentally distinct from Transact-SQL, despite superficial similarities. Porting code from one to the
other usually involves non-trivial work, not only due to the differences in the feature sets of the two languages, but
also due to the very significant differences in the way Oracle and SQL Server deal with concurrency and locking.
The Fyracle project aims to enable the execution of PL/SQL code in the open-source Firebird database.
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The StepSqlite product is a PL/SQL compiler for the popular small database SQLite.

PL/SQL Program Unit
A PL/SQL program unit is one of the following: PL/SQL Anonymous Block, Procedure, Function, Package
Specification, Package Body, Trigger, Type Specification, Type Body, Library. Program units are the PL/SQL
source code that is compiled, developed and ultimately executed on the database.

PL/SQL Anonymous Block
The basic unit of a PL/SQL source program is the block, which groups related declarations and statements. A
PL/SQL block is defined by the keywords DECLARE, BEGIN, EXCEPTION, and END. These keywords divide the
block into a declarative part, an executable part, and an exception-handling part. The declaration section is optional
and may be used to define and initialize constants and variables. If a variable is not initialized then it defaults to
NULL value. The optional exception-handling part is used to handle run time errors. Only the executable part is
required. A block can have a label.
For example:

<<label>>   -- this is optional

declare

-- this section is optional

  number1 number(2);

  number2 number1%type    := 17;             -- value default

  text1   varchar4(12) := 'Hello world';

  text2   date         := SYSDATE;        -- current date and time

begin

-- this section is mandatory, must contain at least one executable statement

  SELECT street_number

    INTO number1

    FROM address

   WHERE name = 'INU';

exception

-- this section is optional

   WHEN OTHERS THEN

     DBMS_OUTPUT.PUT_LINE('Error Code is ' || to_char(sqlcode )  );

     DBMS_OUTPUT.PUT_LINE('Error Message is ' || sqlerrm   );

end;

The symbol := functions as an assignment operator to store a value in a variable.
Blocks can be nested: Because a block is an executable statement, it can appear in another block wherever an
executable statement is allowed. You can submit a block to an interactive tool (such as SQL*Plus) or embed it in an
Oracle Precompiler or OCI program. The interactive tool or program runs the block one time. The block is not stored
in the database, and for that reason, it is called an anonymous block (even if it has a label).
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Function
The purpose of a PL/SQL function is generally to compute and return a single value. This returned value may be a
single scalar value (such as a number, date or character string) or a single collection (such as a nested table or
varray). User-defined functions supplement the built-in functions provided by Oracle Corporation.
The PL/SQL function has the form:

CREATE OR REPLACE FUNCTION <function_name> [(input/output variable declarations)] RETURN return_type

[AUTHID <CURRENT_USER | DEFINER>] <IS|AS>   -- heading part

amount number;-- declaration block]

BEGIN  -- exectutable part

      <PL/SQL block with return statement>

        RETURN <return_value>;

[Exception

      none]

        RETURN <return_value>;

END;

A pipelined table functions return collections and take the form:

CREATE OR REPLACE FUNCTION <function_name> [(input/output variable declarations)] RETURN return_type

[AUTHID <CURRENT_USER | DEFINER>] [<AGGREGATE | PIPELINED>] <IS|USING>

      [declaration block]

BEGIN

      <PL/SQL block with return statement>

        PIPE ROW <return type>;

        RETURN;

[Exception

      exception block]

        PIPE ROW <return type>;

        RETURN;

END;

A function should only use the default IN type of parameter. The only out value from the function should be the
value it returns.

Procedure
Procedures are similar to Functions, in that they are named program units that can be invoked repeatedly. The
primary difference is that functions can be used in a SQL statement whereas procedures cannot. Another
difference is that the procedure can return multiple values whereas a function should only return a single value.
The procedure begins with a mandatory heading part to hold the procedure name and optionally the procedure
parameter list. Next are the declarative, executable and exception-handling parts, as in the PL/SQL Anonymous
Block. Here is an example of a simple procedure.

CREATE PROCEDURE create_email_address ( -- Procedure heading part begins

name1 VARCHAR2,

name2 VARCHAR2,

company VARCHAR2

) -- Procedure heading part ends

AS
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-- Declarative part begins (optional)

error_message VARCHAR2(30) := 'Email address is too long.';

BEGIN -- Executable part begins (mandatory)

email := name1 || '.' || name2 || '@' || company;

EXCEPTION -- Exception-handling part begins (optional)

WHEN VALUE_ERROR THEN

DBMS_OUTPUT.PUT_LINE(error_message);

END create_email_address;

The example above shows a Standalone Procedure - this type of procedure is created and stored in a database schema
using the CREATE PROCEDURE statement. A procedure may also be created in a PL/SQL package - this is called
a Package Procedure. A procedure created in a PL/SQL anonymous block is called a Nested Procedure. The
Standalone or Package procedures are stored in the database and so are referred to as Stored Procedures.
There are three types of parameter: IN, OUT and IN OUT.
1.1. An IN parameter is used as input only. An IN parameter is passed by reference though it can be changed by the

inactive program.
2.2. An OUT parameter is initially NULL. The program assigns the parameter a value and that value is returned to the

calling program.
3. An IN OUT parameter may or may not have an initial value. That initial value may or may not be modified by the

called program. Any changes made to the parameter are returned to the calling program by default by copying but
- with the NOCOPY hint - may be passed by reference.

Package
Packages are groups of conceptually linked functions, procedures, variables, PL/SQL table and record TYPE
statements, constants, cursors etc. The use of packages promotes re-use of code. Packages are composed of the
package specification and an optional package body. The specification is the interface to the application; it declares
the types, variables, constants, exceptions, cursors, and subprograms available. The body fully defines cursors and
subprograms, and so implements the spec. Two advantages of packages include:
1. Modular approach, encapsulation/hiding of business logic, security, performance improvement, re-usability. They

support Object-oriented programming features like function overloading and encapsulation.
2.2. Using package variables one can declare session level (scoped) variables, since variables declared in the package

specification have a session scope.

Trigger
A trigger is like a stored procedure that Oracle Database invokes automatically whenever a specified event occurs. It
is a named PL/SQL unit that is stored in the database and can be invoked repeatedly. Unlike a stored procedure, you
can enable and disable a trigger, but you cannot explicitly invoke it. While a trigger is enabled, the database
automatically invokes it—that is, the trigger fires—whenever its triggering event occurs. While a trigger is disabled,
it does not fire.
You create a trigger with the CREATE TRIGGER statement. You specify the triggering event in terms of triggering
statements and the item on which they act. The trigger is said to be created on or defined on the item, which is either
a table, a view, a schema, or the database. You also specify the timing point, which determines whether the trigger
fires before or after the triggering statement runs and whether it fires for each row that the triggering statement
affects.
If the trigger is created on a table or view, then the triggering event is composed of DML statements, and the trigger
is called a DML trigger. If the trigger is created on a schema or the database, then the triggering event is composed

http://en.wikipedia.org/w/index.php?title=Call_by_reference
http://en.wikipedia.org/w/index.php?title=Object-oriented_programming
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of either DDL or database operation statements, and the trigger is called a system trigger.
An INSTEAD OF trigger is either: A DML trigger created on a view or a system trigger defined on a CREATE
statement. The database fires the INSTEAD OF trigger instead of running the triggering statement.

Benefits of Triggers
Triggers can be written for the following purposes:

Generating some derived column values automatically
Enforcing referential integrity
Event logging and storing information on table access
Auditing
Synchronous replication of tables
Imposing security authorizations
Preventing invalid transactions

Data Types
The major datatypes in PL/SQL include NUMBER, INTEGER, CHAR, VARCHAR2, DATE and TIMESTAMP.

Numeric variables
variable_name number(P[,S]) := 0;

To define a numeric variable, the programmer appends the variable type NUMBER to the name definition. To
specify the (optional) precision (P) and the (optional) scale (S), one can further append these in round brackets,
separated by a comma. ("Precision" in this context refers to the number of digits which the variable can hold, "scale"
refers to the number of digits which can follow the decimal point.)
A selection of other datatypes for numeric variables would include: binary_float, binary_double, dec, decimal,
double precision, float, integer, int, numeric, real, smallint, binary_integer.

Character variables
variable_name varchar2(10) := 'Text';

To define a character variable, the programmer normally appends the variable type VARCHAR2 to the name
definition. There follows in brackets the maximum number of characters which the variable can store.
Other datatypes for character variables include: varchar, char, long, raw, long raw, nchar, nchar2, clob, blob, bfile

Date variables
variable_name date := to_date('01-01-2005 14:20:23','DD-MM-YYYY hh24:mi:ss');

Date variables can contain date and time. The time may be left out, but there is no way to define a variable that only
contains the time. There is no DATETIME type. And there is no TIME type. But there is a TIMESTAMP type that
can contain fine grained timestamp up to millisecond or nanosecond. Oracle Datatypes [1]

The TO_DATE function can be used to convert strings to date values. The function converts the first quoted string
into a date, using as a definition the second quoted string, for example:

 to_date('31-12-2004','dd-mm-yyyy')

or

http://en.wikipedia.org/w/index.php?title=Datatype
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 to_date ('31-Dec-2004','dd-mon-yyyy', 'NLS_DATE_LANGUAGE = American')

To convert the dates to strings one uses the function TO_CHAR (date_string, format_string).
PL/SQL also supports the use of ANSI date and interval literals. The following clause gives an 18-month range:

WHERE dateField BETWEEN DATE '2004-12-30' - INTERVAL '1-6' YEAR TO MONTH

    AND DATE '2004-12-30'

Exceptions
Exceptions, errors which arise during the execution of the code, have one of two types:
User-defined exceptions are always raised explicitly by the programmers, using the RAISE or
RAISE_APPLICATION_ERROR commands, in any situation where they have determined that it is impossible for
normal execution to continue. The RAISE command has the syntax:

RAISE <exception name>;

Oracle Corporation has predefined several exceptions like NO_DATA_FOUND, TOO_MANY_ROWS, etc. Each
exception has an SQL Error Number and SQL Error Message associated with it. Programmers can access these by
using the SQLCODE and SQLERRM functions.

Datatypes for specific columns
Variable_name Table_name.Column_name%type;
This syntax defines a variable of the type of the referenced column on the referenced tables.
Programmers specify user-defined datatypes with the syntax:

type data_type is record (field_1 type_1 :=xyz, field_2 type_2 :=xyz, ..., field_n type_n :=xyz);

For example:

declare

    type t_address is  record (

        name address.name%type,

        street address.street%type,

        street_number address.street_number%type,

        postcode address.postcode%type);

    v_address t_address;

begin

    select name, street, street_number, postcode into v_address from address where rownum = 1;

end;

This sample program defines its own datatype, called t_address, which contains the fields name, street,
street_number and postcode.
So according to the example, we are able to copy the data from the database to the fields in the program.
Using this datatype the programmer has defined a variable called v_address and loaded it with data from the
ADDRESS table.
Programmers can address individual attributes in such a structure by means of the dot-notation, thus:
"v_address.street := 'High Street';"
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Conditional statements
The following code segment shows the IF-THEN-ELSIF construct. The ELSIF and ELSE parts are optional so it is
possible to create simpler IF-THEN or, IF-THEN-ELSE constructs.

IF x = 1 THEN

   sequence_of_statements_1;

ELSIF x = 2 THEN

   sequence_of_statements_2;

ELSIF x = 3 THEN

   sequence_of_statements_3;

ELSIF x = 4 THEN

   sequence_of_statements_4;

ELSIF x = 5 THEN

   sequence_of_statements_5;

ELSE

   sequence_of_statements_N;

END IF;

The CASE statement simplifies some large IF-THEN-ELSE structures.

CASE

   WHEN x = 1 THEN sequence_of_statements_1;

   WHEN x = 2 THEN sequence_of_statements_2;

   WHEN x = 3 THEN sequence_of_statements_3;

   WHEN x = 4 THEN sequence_of_statements_4;

   WHEN x = 5 THEN sequence_of_statements_5;

   ELSE sequence_of_statements_N;

END CASE;

CASE statement can be used with predefined selector:

CASE x

   WHEN 1 THEN sequence_of_statements_1;

   WHEN 2 THEN sequence_of_statements_2;

   WHEN 3 THEN sequence_of_statements_3;

   WHEN 4 THEN sequence_of_statements_4;

   WHEN 5 THEN sequence_of_statements_5;

   ELSE sequence_of_statements_N;

END CASE;
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Array handling
PL/SQL refers to arrays as "collections". The language offers three types of collections:
1. Associative arrays (Index-by tables)
2.2. Nested tables
3.3. Varrays (variable-size arrays)
Programmers must specify an upper limit for varrays, but need not for index-by tables or for nested tables. The
language includes several collection methods used to manipulate collection elements: for example FIRST, LAST,
NEXT, PRIOR, EXTEND, TRIM, DELETE, etc. Index-by tables can be used to simulate associative arrays, as in
this example of a memo function for Ackermann's function in PL/SQL.

Associative arrays (Index-by tables)
With index-by tables, the array can be indexed by numbers or strings. It parallels a Java map, which comprises
key-value pairs. There is only one dimension and it is unbounded.

Nested tables
With nested tables the programmer needs to understand what is nested. Here, a new type is created that may be
composed of a number of components. That type can then be used to make a column in a table, and nested within
that column will be those components.

Varrays (variable-size arrays)
With Varrays you need to understand that the word "variable" in the phrase "variable-size arrays" doesn't apply to
the size of the array in the way you might think that it would. The size the array is declared with is in fact fixed. The
number of elements in the array is variable up to the declared size. Arguably then, variable-sized arrays aren't that
variable in size.

Looping
As a procedural language by definition, PL/SQL provides several iteration constructs, including basic LOOP
statements, WHILE loops, FOR loops, and Cursor FOR loops.

LOOP statements
Syntax [2]

<<parent_loop>>

LOOP

      statements

      <<child_loop>>

      loop

            statements

            exit parent_loop when <condition>; -- Terminates both loops

            exit when <condition>; -- Returns control to parent_loop

      end loop child_loop;

        if <condition> then

           continue; -- continue to next iteration

        end if;

http://en.wikipedia.org/w/index.php?title=Array_data_type
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      exit when <condition>;

END LOOP parent_loop;

Loops can be terminated by using the EXIT keyword, or by raising an exception.

FOR loops
 declare

     var number;

 begin

     /*N.B. for loop variables in pl/sql are new declarations, with scope only inside the loop */

for var in 0 .. 10 loop

          dbms_output.put_line(var);

     end loop;

     if (var is null) then

          dbms_output.put_line('var is null');

     else

          dbms_output.put_line('var is not null');

     end if;

 end;

This is the output
Output:

 0

 1

 2

 3

 4

 5

 6

 7

 8

 9

 10

 var is null

Cursor FOR loops
FOR RecordIndex IN (SELECT person_code FROM people_table)

LOOP

  DBMS_OUTPUT.PUT_LINE(RecordIndex.person_code);

END LOOP;

Cursor-for loops automatically open a cursor, read in their data and close the cursor again.
As an alternative, the PL/SQL programmer can pre-define the cursor's SELECT-statement in advance in order (for
example) to allow re-use or to make the code more understandable (especially useful in the case of long or complex
queries).

http://en.wikipedia.org/w/index.php?title=Keyword_%28computer_programming%29
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DECLARE

  CURSOR cursor_person IS

    SELECT person_code FROM people_table;

BEGIN

  FOR RecordIndex IN cursor_person

  LOOP

    DBMS_OUTPUT.PUT_LINE(recordIndex.person_code);

  END LOOP;

END;

The concept of the person_code within the FOR-loop gets expressed with dot-notation ("."):

RecordIndex.person_code

Dynamic SQL
While programmers can readily embed Data Manipulation Language (DML) statements directly into their PL/SQL
code using straightforward SQL statements, Data Definition Language (DDL) requires more complex "Dynamic
SQL" statements to be written in the PL/SQL code. However, DML statements underpin the majority of PL/SQL
code in typical software applications.
In the case of PL/SQL dynamic SQL, early versions of the Oracle Database required the use of a complicated Oracle
DBMS_SQL package library. More recent versions have however introduced a simpler "Native Dynamic SQL",
along with an associated EXECUTE IMMEDIATE syntax.
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SQL PL
SQL PL stands for Structured Query Language Procedural Language and was developed by IBM as a set of
commands that extend the use of SQL in the IBM DB2 (DB2 UDB Version 7) database system.[1] It provides
procedural programmability in addition to the querying commands of SQL. It is a subset of the SQL Persistent
Stored Modules (SQL/PSM) language standard.
As of DB2 version 9, SQL PL stored procedures can run natively inside the DB2 process (inside the DBM1 address
space, more precisely) instead of being fenced in an external process. In DB2 version 9.7 IBM also added a PL/SQL
front-end to this infrastructure (called "SQL Unified Runtime Engine"), meaning that procedural SQL using either
the ISO standard or Oracle's syntax compile to bytecode running on the same engine in DB2.
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[1] IBM Info Center (http:/ / publib. boulder. ibm. com/ infocenter/ db2luw/ v9/ index. jsp?topic=/ com. ibm. db2. udb. apdv. sql. doc/ doc/

c0011916. htm)

External links
• SQL PL Guide for developing Stored Procedures in DB2 (http:/ / www. sqlpl-guide. com)

SQL programming tool
In the field of software, SQL programming tools provide platforms for database administrators (DBAs) and
application developers to perform daily tasks efficiently and accurately.
Database administrators and application developers often face constantly changing environments which they rarely
completely control. Many changes result from new development projects or from modifications to existing code,
which, when deployed to production, do not always produce the expected result.
For organizations to better manage development projects and the teams that develop code, suppliers of SQL
programming tools normally provide more than facility to the database administrator or application developer to aid
in database management and in quality code-deployment practices.

Features
SQL programming tools may include the following features:

SQL editing
SQL editors allow users to edit and execute SQL statements. They may support the following features:
•• cut, copy, paste, undo, redo, find (and replace), bookmarks
•• block indent, print, save file, uppercase/lowercase
•• keyword highlighting
•• auto-completion
•• access to frequently used files
•• output of query result
•• editing query-results
•• committing and rolling-back transactions
•• inside cut paper
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Object browsing
Tools may display information about database objects relevant to developers or to database administrators. Users
may:
•• view object descriptions
• view object definitions (DDL)
•• create database objects
• enable and disable triggers and constraints
•• recompile valid or invalid objects
• query or edit tables and views
Some tools also provide features to display dependencies among objects, and allow users to expand these dependent
objects recursively (for example: packages may reference views, views generally reference tables, super/subtypes,
and so on).

Session browsing
Database administrators and application developers can use session browsing tools to view the current activities of
each user in the database. They can check the resource-usage of individual users, statistics information, locked
objects and the current running SQL of each individual session.

User-security management
DBAs can create, edit, delete, disable or enable user-accounts in the database using security-management tools.
DBAs can also assign roles, system privileges, object privileges, and storage-quotas to users.

Debugging
Some tools offer features for the debugging of stored procedures: Step In, Step Over, Step Out, Run Until Exception,
Breakpoints, View & Set Variables, View Call Stack, and so on. Users can debug any program-unit without making
any modification to it, including triggers and object types.

Performance monitoring
Monitoring tools may show the database resources — usage summary, service time summary, recent activities, top
sessions, session history or top SQL — in easy-to-read graphs. Database administrators can easily monitor the health
of various components in the monitoring instance. Application developers may also make use of such tools to
diagnose and correct application-performance problems as well as improve SQL server performance.
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User-defined function
A User-Defined Function (UDF) is a function provided by the user of a program or environment, in a context
where the usual assumption is that functions are built into the program or environment.

BASIC language
In some old implementations of the BASIC programming language, user-defined functions are defined using the
"DEF FN" syntax. More modern dialects of BASIC are influenced by the structured programming paradigm, where
most or all of the code is written as user-defined functions or procedures, and the concept becomes practically
redundant.

Databases
In SQL databases, a user-defined function provides a mechanism for extending the functionality of the database
server by adding a function that can be evaluated in SQL statements. The SQL standard distinguishes between scalar
and table functions. A scalar function returns only a single value (or NULL), whereas a table function returns a
(relational) table comprising zero or more rows, each row with one or more columns.
User-defined functions in SQL are declared using the CREATE FUNCTION statement. For example, a function that
converts Celsius to Fahrenheit might be declared like this:

CREATE FUNCTION dbo.CtoF(Celsius FLOAT)

  RETURNS FLOAT

  RETURN (Celsius * 1.8) + 32

Once created, a user-defined function may be used in expressions in SQL statements. For example, it can be invoked
where most other intrinsic functions are allowed. This also includes SELECT statements, where the function can be
used against data stored in tables in the database. Conceptually, the function is evaluated once per row in such usage.
For example, assume a table named ELEMENTS, with a row for each known chemical element. The table has a
column named BoilingPoint for the boiling point of that element, in Celsius. The query

SELECT Name, CtoF(BoilingPoint)

  FROM Elements

would retrieve the name and the boiling point from each row. It invokes the CtoF user-defined function as declared
above in order to convert the value in the column to a value in Fahrenheit.
Each user-defined function carries certain properties or characteristics. The SQL standard defines the following
properties:
•• Language - defines the programming language in which the user-defined function is implemented; examples are

SQL, C, or Java.
•• Parameter style - defines the conventions that are used to pass the function parameters and results between the

implementation of the function and the database system (only applicable if language is not SQL).
• Specific name - a name for the function that is unique within the database. Note that the function name does not

have to be unique, considering overloaded functions. Some SQL implementations require that function names are
unique within a database, and overloaded functions are not allowed.

• Determinism - specifies whether the function is deterministic or not. The determinism characteristic has an
influence on the query optimizer when compiling a SQL statement.

•• SQL-data access - tells the database management system whether the function contains no SQL statements (NO
SQL), contains SQL statements but does not access any tables or views (CONTAINS SQL), reads data from
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tables or views (READS SQL DATA), or actually modifies data in the database (MODIFIES SQL DATA).
User-defined functions should not be confused with stored procedures. Stored procedures allow the user to group a
set of SQL commands. A procedure can accept parameters and execute its SQL statements depending on those
parameters. A procedure is not an expression and, thus, cannot be used like user-defined functions.
Some database management systems allow the creation of user defined functions in languages other than SQL.
Microsoft SQL Server, for example, allows the user to use .NET languages including C# for this purpose. DB2 and
Oracle support user-defined functions written in C or Java programming languages.

SQL Server 2000
There are three types of UDF in Microsoft SQL Server 2000:
•• Scalar functions.
•• Inline table-valued functions.
•• Multistatementtable-valued functions.
Scalar functions return a single data value (not a table) with RETURNS clause. Scalar functions can use all scalar
data types, with exception of timestamp and user-defined data types. Inline table-valued functions return the result
set of a single SELECT statement. Multistatement table-valued functions return a table, which was built with many
TRANSACT-SQL statements.
User-defined functions can be invoked from a query like built‑in functions such as OBJECT_ID, LEN, DATEDIFF,
or can be executed through an EXECUTE statement like stored procedures.
Performance Notes: 1. On Microsoft SQL Server 2000 a table-valued function which "wraps" a View may be much
faster than the View itself. The following MyFunction is an example of a "function-wrapper" which runs faster than
the underlying view MyView:

CREATE FUNCTION MyFunction()

    RETURNS @Tbl TABLE 

    (

        StudentID              VARCHAR(255),

        SAS_StudentInstancesID INT,

        Label                  VARCHAR(255),

        Value                  MONEY,

        CMN_PersonsID          INT

    )

AS

BEGIN

    INSERT @Tbl

    (

        StudentID,

        SAS_StudentInstancesID,

        Label,

        Value,

        CMN_PersonsID

    )

    SELECT 

        StudentID,

        SAS_StudentInstancesID,

        Label,

http://en.wikipedia.org/w/index.php?title=List_of_CLI_languages
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        Value,

        CMN_PersonsID

    FROM MyView -- where MyView selects (with joins) the same columns from large table(s)

    RETURN

END

2. On Microsoft SQL Server 2005 the result of the same code execution is the opposite: view is executed faster than
the "function-wrapper".
User-defined functions are subroutines made of one or more Transact-SQL statements that can be used to
encapsulate code for reuse. It takes zero or more arguments and evaluates a return value. Has both control-flow and
DML statements in its body similar to stored procedures. Does not allow changes to any Global Session State, like
modifications to database or external resource, such as a file or network. Does not support output parameter.
DEFAULT keyword must be specified to pass the default value of parameter. Errors in UDF cause UDF to abort
which, in turn, aborts the statement that invoked the UDF.

CREATE FUNCTION CubicVolume

-- Input dimensions in centimeters

(

    @CubeLength decimal(4,1), 

    @CubeWidth  decimal(4,1),

    @CubeHeight decimal(4,1)

)

    RETURNS decimal(12,3)

AS

BEGIN

  RETURN(@CubeLength * @CubeWidth * @CubeHeight)

END

Data type supported in Microsoft SQL Server 2000 Like a temporary table used to store results Mostly used to define
temporary variable of type (table) and the return value of a UDF The scope is limited to function, stored procedure,
or batch in which it is defined Assignment operation is not allowed between (Table) variables May be used in
SELECT, INSERT, UPDATE, and DELETE CREATE FUNCTION to create UDF ALTER FUNCTION to change
the characteristics of UDF DROP FUNCTION to remove UDF

External links
• Microsoft SQL Server reference for CREATE FUNCTION [1]

• MySQL manual section on UDFs [2]

• DB2 CREATE FUNCTION statement [3]
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Cursor (databases)
In computer science, a database cursor is a control structure that enables traversal over the records in a database.
Cursors facilitate subsequent processing in conjunction with the traversal, such as retrieval, addition and removal of
database records. The database cursor characteristic of traversal makes cursors akin to the programming language
concept of iterator.
Cursors are used by database programmers to process individual rows returned by database system queries. Cursors
enable manipulation of whole result sets at once. In this scenario, a cursor enables the rows in a result set to be
processed sequentially.
In SQL procedures, a cursor makes it possible to define a result set (a set of data rows) and perform complex logic
on a row by row basis. By using the same mechanics, a SQL procedure can also define a result set and return it
directly to the caller of the SQL procedure or to a client application.
A cursor can be viewed as a pointer to one row in a set of rows. The cursor can only reference one row at a time, but
can move to other rows of the result set as needed.

Usage
To use cursors in SQL procedures, you need to do the following:
1.1. Declare a cursor that defines a result set.
2.2. Open the cursor to establish the result set.
3.3. Fetch the data into local variables as needed from the cursor, one row at a time.
4.4. Close the cursor when done.
To work with cursors you must use the following SQL statements
This section introduces the ways the SQL:2003 standard defines how to use cursors in applications in embedded
SQL. Not all application bindings for relational database systems adhere to that standard, and some (such as CLI or
JDBC) use a different interface.
A programmer makes a cursor known to the DBMS by using a DECLARE ... CURSOR statement and assigning the
cursor a (compulsory) name:

 DECLARE cursor_name CURSOR FOR SELECT ... FROM ...

Before code can access the data, it must open the cursor with the OPEN statement. Directly following a successful
opening, the cursor is positioned before the first row in the result set.

 OPEN cursor_name

Programs position cursors on a specific row in the result set with the FETCH statement. A fetch operation transfers
the data of the row into the application.

FETCH cursor_name INTO ...

Once an application has processed all available rows or the fetch operation is to be positioned on a non-existing row
(compare scrollable cursors below), the DBMS returns a SQLSTATE '02000' (usually accompanied by an
SQLCODE +100) to indicate the end of the result set.
The final step involves closing the cursor using the CLOSE statement:

 CLOSE cursor_name

After closing a cursor, a program can open it again, which implies that the DBMS re-evaluates the same query or a
different query and builds a new result set.
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Scrollable cursors
Programmers may declare cursors as scrollable or not scrollable. The scrollability indicates the direction in which a
cursor can move.
With a non-scrollable (or forward-only) cursor, you can FETCH each row at most once, and the cursor
automatically moves to the next row. After you fetch the last row, if you fetch again, you will put the cursor after the
last row and get the following code: SQLSTATE 02000 (SQLCODE +100).
A program may position a scrollable cursor anywhere in the result set using the FETCH SQL statement. The
keyword SCROLL must be specified when declaring the cursor. The default is NO SCROLL, although different
language bindings like JDBC may apply a different default.

 DECLARE cursor_name sensitivity SCROLL CURSOR FOR SELECT ... FROM ...

The target position for a scrollable cursor can be specified relatively (from the current cursor position) or absolutely
(from the beginning of the result set).

 FETCH [ NEXT | PRIOR | FIRST | LAST ] FROM cursor_name

 FETCH ABSOLUTE n FROM cursor_name

 FETCH RELATIVE n FROM cursor_name

Scrollable cursors can potentially access the same row in the result set multiple times. Thus, data modifications
(insert, update, delete operations) from other transactions could have an impact on the result set. A cursor can be
SENSITIVE or INSENSITIVE to such data modifications. A sensitive cursor picks up data modifications impacting
the result set of the cursor, and an insensitive cursor does not. Additionally, a cursor may be ASENSITIVE, in which
case the DBMS tries to apply sensitivity as much as possible.

"WITH HOLD"
Cursors are usually closed automatically at the end of a transaction, i.e. when a COMMIT or ROLLBACK (or an
implicit termination of the transaction) occurs. That behavior can be changed if the cursor is declared using the
WITH HOLD clause. (The default is WITHOUT HOLD.) A holdable cursor is kept open over COMMIT and closed
upon ROLLBACK. (Some DBMS deviate from this standard behavior and also keep holdable cursors open over
ROLLBACK.)

 DECLARE  cursor_name CURSOR  WITH HOLD  FOR SELECT ... FROM ...

When a COMMIT occurs, a holdable cursor is positioned before the next row. Thus, a positioned UPDATE or
positioned DELETE statement will only succeed after a FETCH operation occurred first in the transaction.
Note that JDBC defines cursors as holdable per default. This is done because JDBC also activates auto-commit per
default. Due to the usual overhead associated with auto-commit and holdable cursors, both features should be
explicitly deactivated at the connection level.
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Positioned update/delete statements
Cursors can not only be used to fetch data from the DBMS into an application but also to identify a row in a table to
be updated or deleted. The SQL:2003 standard defines positioned update and positioned delete SQL statements for
that purpose. Such statements do not use a regular WHERE clause with predicates. Instead, a cursor identifies the
row. The cursor must be opened and already positioned on a row by means of FETCH statement.

 UPDATE table_name

 SET    ...

 WHERE  CURRENT OF cursor_name

 DELETE

 FROM   table_name

 WHERE  CURRENT OF cursor_name

The cursor must operate on an updatable result set in order to successfully execute a positioned update or delete
statement. Otherwise, the DBMS would not know how to apply the data changes to the underlying tables referred to
in the cursor.

Cursors in distributed transactions
Using cursors in distributed transactions (X/Open XA Environments), which are controlled using a transaction
monitor, is no different from cursors in non-distributed transactions.
One has to pay attention when using holdable cursors, however. Connections can be used by different applications.
Thus, once a transaction has been ended and committed, a subsequent transaction (running in a different application)
could inherit existing holdable cursors. Therefore, an application developer has to be aware of that situation.

Cursors in XQuery
The XQuery language allows cursors to be created using the subsequence() function.
The format is:

let $displayed-sequence := subsequence($result, $start, $item-count)

Where $result is the result of the initial XQuery, $start is the item number to start and $item-count is the number of
items to return.
Equivalently this can also be done using a predicate:

let $displayed-sequence := $result[$start to $end]

Where $end is the end sequence.
For complete examples see the XQuery Wikibook [1].

http://en.wikipedia.org/w/index.php?title=X/Open_XA
http://en.wikibooks.org/wiki/XQuery/Searching,Paging_and_Sorting#Paging
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Disadvantages of cursors
The following information may vary depending on the specific database system.
Fetching a row from the cursor may result in a network round trip each time. This uses much more network
bandwidth than would ordinarily be needed for the execution of a single SQL statement like DELETE. Repeated
network round trips can severely impact the speed of the operation using the cursor. Some DBMSs try to reduce this
impact by using block fetch. Block fetch implies that multiple rows are sent together from the server to the client.
The client stores a whole block of rows in a local buffer and retrieves the rows from there until that buffer is
exhausted.
Cursors allocate resources on the server, such as locks, packages, processes, and temporary storage. For example,
Microsoft SQL Server implements cursors by creating a temporary table and populating it with the query's result set.
If a cursor is not properly closed (deallocated), the resources will not be freed until the SQL session (connection)
itself is closed. This wasting of resources on the server can lead to performance degradations and failures.

Example
EMPLOYEES TABLE

SQL> desc EMPLOYEES_DETAILS;

 Name                                      Null?    Type

 ----------------------------------------- -------- --------------------

 EMPLOYEE_ID                               NOT NULL NUMBER(6)

 FIRST_NAME                                         VARCHAR2(20)

 LAST_NAME                                 NOT NULL VARCHAR2(25)

 EMAIL                                     NOT NULL VARCHAR2(30)

 PHONE_NUMBER                                       VARCHAR2(20)

 HIRE_DATE                                 NOT NULL DATE

 JOB_ID                                    NOT NULL VARCHAR2(10)

 SALARY                                             NUMBER(8,2)

 COMMISSION_PCT                                     NUMBER(2,2)

 MANAGER_ID                                         NUMBER(6)

 DEPARTMENT_ID                                      NUMBER(4)

SAMPLE CURSOR KNOWN AS EE

CREATE OR REPLACE 

PROCEDURE EE AS

BEGIN

      DECLARE

v_employeeID EMPLOYEES_DETAILS.EMPLOYEE_ID%TYPE;

v_FirstName EMPLOYEES_DETAILS.FIRST_NAME%TYPE;

v_LASTName EMPLOYEES_DETAILS.LAST_NAME%TYPE;

v_JOB_ID EMPLOYEES_DETAILS.JOB_ID%TYPE:= 'IT_PROG';

Cursor c_EMPLOYEES_DETAILS IS

SELECT EMPLOYEE_ID, FIRST_NAME, LAST_NAME

FROM EMPLOYEES_DETAILS

http://en.wikipedia.org/w/index.php?title=Round-trip_delay_time
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WHERE JOB_ID ='v_JOB_ID';

BEGIN

OPEN c_EMPLOYEES_DETAILS;

LOOP

FETCH c_EMPLOYEES_DETAILS INTO v_employeeID,v_FirstName,v_LASTName;

DBMS_OUTPUT.put_line( v_employeeID);

DBMS_OUTPUT.put_line( v_FirstName);

DBMS_OUTPUT.put_line( v_LASTName);

EXIT WHEN c_EMPLOYEES_DETAILS%NOTFOUND;

END LOOP;

CLOSE c_EMPLOYEES_DETAILS;

END;

END;
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SQL Problems Requiring Cursors
A cursor is a construct available in most implementations of SQL that allows the programmer to handle data in a
row-by-row manner rather than as a group. Parallelizing row-by-row processing is much more complex than serial
processing, which is another reason to make use of non-procedural SQL wherever possible. Database vendors
typically handle parallel processing without requiring special handling by application developers.
Parallel processing can be orders of magnitude faster than serial processing.

Constraints
In this article, the following constraints apply:
• The term "cursor" includes all cursor-like behavior. For example, using a loop in a shell script that loops

across single-row SQL queries or the output of multi-row SQL queries is cursor-like behavior and does not
achieve the goal of true set-based processing within the database.

• All set-based SQL must be ANSI SQL. A number of vendors provide some extremely powerful proprietary
extensions. The goal is to avoid such extensions in favor of ANSI SQL.

• The solution must be generalizable. In one or more examples below, specific values may be used for
demonstration purposes, but any solution must scale to any number feasible within the power of the database
software and machine resources.

Example: Insert rows based on a count in the table itself
The table below represents types of marbles. The four text columns represent four marble characteristics. Each
characteristic has two values for a total of 16 types of marbles.
The "quantity" column represents how many marbles of that type we have. The task is to create a second table
holding one row for each marble of that type. Thus, the target table would have the four text columns, and a total of
40 + 20 + 20 + 10 + ... + 10 + 5 = 270 rows.
Source table:

  QUANTITY TEXTURE    APPEARANCE SHAPE      COLOR

---------- ---------- ---------- ---------- -----

        40 smooth     shiny      round      blue

        20 smooth     shiny      warped     blue
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        20 smooth     dull       round      blue

        10 smooth     dull       warped     blue

        20 rough      shiny      round      blue

        10 rough      shiny      warped     blue

        10 rough      dull       round      blue

         5 rough      dull       warped     blue

        40 rough      dull       warped     red

        20 rough      dull       round      red

        20 rough      shiny      warped     red

        10 rough      shiny      round      red

        20 smooth     dull       warped     red

        10 smooth     dull       round      red

        10 smooth     shiny      warped     red

         5 smooth     shiny      round      red

Table to generate:

TEXTURE    APPEARANCE SHAPE      COLOR

---------- ---------- ---------- -----

smooth     shiny      round      blue   -- 1

smooth     shiny      round      blue   -- 2

...                                     -- and so on

smooth     shiny      round      blue   -- 40

smooth     shiny      warped     blue   -- 1

smooth     shiny      warped     blue   -- 2

...                                     -- and so on

smooth     shiny      warped     blue   -- 20

...                                     -- and so on

smooth     shiny      round      red    -- 1

smooth     shiny      round      red    -- 2

smooth     shiny      round      red    -- 3

smooth     shiny      round      red    -- 4

smooth     shiny      round      red    -- 5

Solution in cursor form
Generating the target table with a cursor is fairly simple.

declare

  cursor c is select * from marbles_seed;

begin

  for r in c loop

    for i in 1..r.quantity loop

      insert into marbles values (

        r.texture,

        r.appearance,

        r.shape,

        r.color_actual

      );
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    end loop;

  end loop;

end;

Solution in SQL
Solving the problem with SQL is a bit more code and requires a bit more creative thought than the nested loop
approach of cursors.

Number table

The solution requires an intermediate table. The table has one column of type NUMBER that has the values 0 to
whatever number of rows is needed. For this discussion, we'll limit it to one million rows. The code is as follows:
Setup:

create table numbers_seed ( n number(1) );

create table numbers ( n number(7));

insert into numbers_seed values ( 0 );

insert into numbers_seed values ( 1 );

insert into numbers_seed values ( 2 );

insert into numbers_seed values ( 3 );

insert into numbers_seed values ( 4 );

insert into numbers_seed values ( 5 );

insert into numbers_seed values ( 6 );

insert into numbers_seed values ( 7 );

insert into numbers_seed values ( 8 );

insert into numbers_seed values ( 9 );

insert into numbers

select n6.n * 100000 +

       n5.n * 10000 +

       n4.n * 1000 +

       n3.n * 100 +

       n2.n * 10 +

       n1.n * 1 n

from numbers_seed n1,

       numbers_seed n2,

       numbers_seed n3,

       numbers_seed n4,

       numbers_seed n5,

       numbers_seed n6

The numbers table can be created in parallel.
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Solution core

Assume the marble type table above is named marbles_seed and the target table is named marbles. The code that
generates the needed 270 rows is:

insert into marbles

(m.texture, m.appearance, m.shape, m.color_actual)

select m.texture,

       m.appearance,

       m.shape,

       m.color_actual

  from marbles_seed m,

       numbers n

 where m.quantity > n.n

The database can process this insert in parallel without the programmer's involvement.
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WxSQLite3

wxSQLite3

Developer(s) Ulrich Telle

Stable release 3.0.0 / January 2012

Development status Active

Written in C++

Operating system Cross-platform

Type Development Library

License wxWindows Library Licence [1]

Website wxSQLite3 [2]

wxSQLite3 is a C++ wrapper around the public domain SQLite 3.x database and is specifically designed for use in
programs based on the wxWidgets library.
wxSQLite3 does not try to hide the underlying database, in contrary almost all special features of the current SQLite
version 3.7.10 are supported, like for example the creation of user defined scalar or aggregate functions. Since
SQLite stores strings in UTF-8 encoding, the wxSQLite3 methods provide automatic conversion between wxStrings
and UTF-8 strings. This works best for the Unicode builds of wxWidgets. In ANSI builds the current locale
conversion object (wxConvCurrent) is used for conversion to/from UTF-8. Special care has to be taken if external
administration tools are used to modify the database contents, since not all of these tools operate in Unicode resp.
UTF-8 mode.
Since version 1.7.0 optional support for key based database encryption (128 bit AES) is also included. Starting with
version 1.9.6 of wxSQLite3 the encryption extension is compatible with the SQLite amalgamation source and
includes the extension functions module. Support for 256 bit AES encryption has been added in version 1.9.8.

External links
• wxSQLite3 home page [3]

• Lua binding for wxSQLite3 [4]
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[2] http:/ / wxcode. sourceforge. net/ components/ wxsqlite3/
[3] http:/ / sourceforge. net/ projects/ wxcode/ files/ Components/ wxSQLite3/
[4] http:/ / www. dynaset. org/ dogusanh/ download. html
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Database connectivity

Application programming interface
An application programming interface (API) specifies how some software components should interact with each
other.
In addition to accessing databases or computer hardware, such as hard disk drives or video cards, an API can be used
to ease the work of programming graphical user interface components. In practice, many times an API comes in the
form of a library that includes specifications for routines, data structures, object classes, and variables. In some other
cases, notably for SOAP and REST services, an API comes as just a specification of remote calls exposed to the API
consumers.
An API specification can take many forms, including an International Standard such as POSIX, vendor
documentation such as the Microsoft Windows API, the libraries of a programming language, e.g., Standard
Template Library in C++ or Java API. Web APIs are also a vital component of today's web fabric. An API differs
from an application binary interface (ABI) in that an API is source code based while an ABI is a binary interface.
For instance POSIX is an API, while the Linux Standard Base is an ABI.

Detailed explanation

API in procedural languages
In most procedural languages, an API specifies a set of functions or routines that accomplish a specific task or are
allowed to interact with a specific software component. This specification is presented in a human readable format in
paper books, or in electronic formats like ebooks or as man pages. For example, the math API on Unix systems is a
specification on how to use the mathematical functions included in the math library. Among these functions there is
a function, named sqrt(), that can be used to compute the square root of a given number.
The Unix command man 3 sqrt presents the signature of the function sqrt in the form:

SYNOPSIS

            #include <math.h>

            double sqrt(double X);

            float  sqrtf(float X);

DESCRIPTION

       sqrt computes the positive square root of the argument. ...

RETURNS

       On success, the square root is returned. If X is real and 

positive...

This description means that sqrt() function returns the square root of a positive floating point number (single
or double precision), as another floating point number.
Hence the API in this case can be interpreted as the collection of the include files used by a program, written in the C
language, to reference that library function, and its human readable description provided by the man pages.
Similarly, other languages have procedural libraries; for example, Perl has dedicated APIs for the same mathematical
task with built-in documentation available, which is accessible using the perldoc utility:
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$ perldoc -f sqrt

       sqrt EXPR

       sqrt    #Return the square root of EXPR.  If EXPR is omitted, returns

               #square root of $_.  Only works on non-negative operands, unless

               #you've loaded the standard Math::Complex module.

API in object-oriented languages
In its simplest form, an object API is a prescription of how objects work in a given object-oriented language –
usually it is expressed as a set of classes with an associated list of class methods.
For example, in the Java language, if the class Scanner is to be used (a class that reads input from the user in
text-based programs), it is required to import the java.util.Scanner library, so objects of type Scanner
can be used by invoking some of the class' methods:

import java.util.Scanner;

public class Test {

   public static void main(String[] args) {

       System.out.println("Enter your name: ");

       Scanner inputScanner = new Scanner(System.in);

       String name = inputScanner.nextLine();

       System.out.println("Your name is " + name + ".");

       inputScanner.close();

  }

}

In the example above, methods nextLine() and close() are part of the API for the Scanner class, and
hence are described in the documentation for that API.
More generally, in object-oriented languages, an API usually includes a description of a set of class definitions, with
a set of behaviors associated with those classes. This abstract concept is associated with the real functionality
exposed, or made available, by the classes that are implemented in terms of class methods (or more generally by all
its public components hence all public methods, but also possibly including any internal entity made public, like
fields, constants, nested objects, enums, etc.).
The API in this case can be conceived of as the totality of all the methods publicly exposed by the classes (usually
called the class interface). This means that the API prescribes the methods by which one interacts with/handles the
objects derived from the class definitions.
More generally, one can see the API as the collection of all the kinds of objects one can derive from the class
definitions, and their associated possible behaviors. Again: the use is mediated by the public methods, but in this
interpretation, the methods are seen as a technical detail of how the behavior is implemented.
For instance: a class representing a Stack can simply expose publicly two methods push() (to add a new item
to the stack), and pop() (to extract the last item, ideally placed on top of the stack).
In this case the API can be interpreted as the two methods pop() and push(), or, more generally, as the idea that
one can use an item of type Stack that implements the behavior of a stack: a pile exposing its top to add/remove
elements. The second interpretation appears more appropriate in the spirit of object orientation.
This concept can be carried to the point where a class interface in an API has no methods at all, but only behaviors 
associated with it. For instance, the Java and Lisp language APIs include the interface named Serializable, 
which is a marker interface that requires each class implementing it to behave in a serialized fashion. This does not 
require implementation of a public method, but rather requires any class which implements this interface to be based
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on a representation that can be saved (serialized) at any time.[1]

Similarly the behavior of an object in a concurrent (multi-threaded) environment is not necessarily determined by
specific methods, belonging to the interface implemented, but still belongs to the API for that Class of objects, and
should be described in the documentation.
In this sense, in object-oriented languages, the API defines a set of object behaviors, possibly mediated by a set of
class methods.
In such languages, the API is still distributed as a library. For example, the Java language libraries include a set of
APIs that are provided in the form of the JDK used by the developers to build new Java programs. The JDK includes
the documentation of the API in JavaDoc notation.
The quality of the documentation associated with an API is often a factor determining its success in terms of ease of
use.

API libraries and frameworks
An API is usually related to a software library: the API describes and prescribes the expected behavior while the
library is an actual implementation of this set of rules. A single API can have multiple implementations (or none,
being abstract) in the form of different libraries that share the same programming interface.
An API can also be related to a software framework: a framework can be based on several libraries implementing
several APIs, but unlike the normal use of an API, the access to the behavior built into the framework is mediated by
extending its content with new classes plugged into the framework itself. Moreover the overall program flow of
control can be out of the control of the caller, and in the hands of the framework via inversion of control or a similar
mechanism.

API and protocols
An API can also be an implementation of a protocol.
When an API implements a protocol it can be based on proxy methods for remote invocations that underneath rely
on the communication protocol. The role of the API can be exactly to hide the detail of the transport protocol. E.g.:
RMI is an API that implements the JRMP protocol or the IIOP as RMI-IIOP.
Protocols are usually shared between different technologies (system based on given computer programming
languages in a given operating system) and usually allow the different technologies to exchange information, acting
as an abstraction/mediation level between the two different environments. APIs are usually specific to a given
technology: hence the APIs of a given language cannot be used in other languages, unless the function calls are
wrapped with specific adaptation libraries.
To enable the exchange of information among systems that use different technologies, when an API implements a
protocol, it can prescribe a language-neutral message format: e.g. SOAP uses XML as a general container for the
messages to be exchanged.

Object exchange API and protocols

An object API can prescribe a specific (local) object exchange format, an object exchange protocol can define a way
to transfer the same kind of information in a message sent to a remote system.
When a message is exchanged via a protocol between two different platforms using objects on both sides, the object
in a programming language can be transformed (marshalled and unmarshalled) in an object in a remote and different
language: so, e.g., a program written in Java invokes a service via SOAP or IIOP written in C# both programs use
APIs for remote invocation (each locally to the machine where they are working) to (remotely) exchange
information that they both convert from/to an object in local memory.
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Instead when a similar object is exchanged via an API local to a single machine the object is effectively exchanged
(or a reference to it) in memory: e.g. via memory allocated by a single process, or among multiple processes using
shared memory, an application server, or other sharing technologies like tuple spaces.

Object remoting API and protocols

An object remoting API is based on a remoting protocol, such as CORBA, that allows remote object method
invocation. A method call, executed locally on a proxy object, invokes the corresponding method on the remote
object, using the remoting protocol, and acquires the result to be used locally as return value.
When remoting is in place, a modification on the proxy object corresponds to a modification on the remote object.
When only an object transfer takes place, the modification to the local copy of the object is not reflected on the
original object, unless the object is sent back to the sending system.

API sharing and reuse via virtual machine
Some languages like those running in a virtual machine (e.g. .NET CLI compliant languages in the Common
Language Runtime (CLR), and JVM compliant languages in the Java Virtual Machine) can share an API. In this
case, a virtual machine enables language interoperability, by abstracting a programming language using an
intermediate bytecode and its language bindings. In these languages, the compiler performs just-in-time compilation
or ahead-of-time compilation transforming the source code, possibly written in multiple languages, into its
language-independent bytecode representation.
For instance, through the bytecode representation, a program written in Groovy or Scala language can use any
standard Java class and hence any Java API. This is possible thanks to the fact both Groovy and Scala have an object
model that is a superset of that of the Java language; thus, any API exposed via a Java object is accessible via
Groovy or Scala by an equivalent object invocation translated in bytecode.
On the other side, Groovy and Scala introduce first-class entities that are not present in Java, like closures. These
entities cannot be natively represented in Java language (Java 8 will include a concept of closure); thus, in order to
enable interoperation a closure is encapsualted in a standard object. In this case the closure invocation is mediated
by a method named call() which is always present in an closure object as seen by Java.

Web APIs
When used in the context of web development, an API is typically defined as a set of Hypertext Transfer Protocol
(HTTP) request messages, along with a definition of the structure of response messages, which is usually in an
Extensible Markup Language (XML) or JavaScript Object Notation (JSON) format. While "web API" historically
has been virtually synonymous for web service, the recent trend (so-called Web 2.0) has been moving away from
Simple Object Access Protocol (SOAP) based web services and service-oriented architecture (SOA) towards more
direct representational state transfer (REST) style web resources and resource-oriented architecture (ROA). Part of
this trend is related to the Semantic Web movement toward Resource Description Framework (RDF), a concept to
promote web-based ontology engineering technologies. Web APIs allow the combination of multiple APIs into new
applications known as mashups.
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Web use to share content
The practice of publishing APIs has allowed web communities to create an open architecture for sharing content and
data between communities and applications. In this way, content that is created in one place can be dynamically
posted and updated in multiple locations on the web:
• Photos can be shared from sites like Flickr and Photobucket to social network sites like Facebook and MySpace.
• Content can be embedded, e.g. embedding a presentation from SlideShare on a LinkedIn profile.
• Content can be dynamically posted. Sharing live comments made on Twitter with a Facebook account, for

example, is enabled by their APIs.
•• Video content can be embedded on sites served by another host.
• User information can be shared from web communities to outside applications, delivering new functionality to the

web community that shares its user data via an open API. One of the best examples of this is the Facebook
Application platform. Another is the Open Social platform.

•• If content is a direct representation of the physical world (e.g., temperature at a geospatial location on earth) then
an API can be considered an "Environmental Programming Interface" (EPI). EPIs are characterized by their
ability to provide a means for universally sequencing events sufficient to utilize real-world data for decision
making.

Implementations
The POSIX standard defines an API that allows writing a wide range of common computing functions in a way such
that they can operate on many different systems (Mac OS X, and various Berkeley Software Distributions (BSDs)
implement this interface). However, using this requires re-compiling for each platform. A compatible API, on the
other hand, allows compiled object code to function with no changes to the system that implements that API. This is
beneficial to both software providers (where they may distribute existing software on new systems without
producing and distributing upgrades) and users (where they may install older software on their new systems without
purchasing upgrades), although this generally requires that various software libraries implement the necessary APIs
as well.
Microsoft has shown a strong commitment to a backward compatible API, particularly within their Windows API
(Win32) library, such that older applications may run on newer versions of Windows using an executable-specific
setting called "Compatibility Mode".
Among Unix-like operating systems, there are many related but incompatible operating systems running on a
common hardware platform (particularly Intel 80386-compatible systems). There have been several attempts to
standardize the API such that software vendors may distribute one binary application for all these systems; however,
to date, none of these has met with much success. The Linux Standard Base is attempting to do this for the Linux
platform, while many of the BSD Unixes, such as FreeBSD, NetBSD, and OpenBSD, implement various levels of
API compatibility for both backward compatibility (allowing programs written for older versions to run on newer
distributions of the system) and cross-platform compatibility (allowing execution of foreign code without
recompiling).
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Release policies
The main policies for releasing an API are:
• Protecting information on APIs from the general public. For example, Sony used to make its official PlayStation 2

API available only to licensed PlayStation developers. This enabled Sony to control who wrote PlayStation 2
games. This gives companies quality control privileges and can provide them with potential licensing revenue
streams.

• Making APIs freely available. For example, Microsoft makes the Microsoft Windows API public, and Apple
releases its APIs Carbon and Cocoa, so that software can be written for their platforms.

A mix of the two behaviors can be used as well.

Public API implications
An API can be developed for a restricted group of users, or it can be released to the public.
An important factor when an API becomes public is its interface stability: if the developer of an API changes a part
of it, for example by adding new parameters to some function calls, it could break the compatibility with all clients
that depend on or use that API.
When parts of a publicly presented API are subject to change and thus not stable, such parts of a particular API
should be explicitly documented as unstable. For example, in the Google Guava library the parts that are considered
unstable, and that might change in a near future, are marked with the Java annotation @Beta.

API deprecation
A public API can sometimes declare parts of itself as deprecated. This usually means that such part of an API should
be considered candidated for being removed, or modified in a backward incompatible way.
When adopting a third-party public API, developers should consider the deprecation policy used by the producer of
that API; if a developer publicly releases a solution based on an API that becomes deprecated, he/she might be
unable to guarantee the provided service.

APIs and copyrights
In 2010, Oracle sued Google for having distributed a new implementation of Java embedded in the Android
operating system. Google had not acquired any permission to reproduce the Java API, although a similar permission
had been given to the OpenJDK project. Judge William Alsup ruled in the Oracle v. Google case that APIs cannot be
copyrighted in the U.S, and that a victory for Oracle would have widely expanded copyright protection and allowed
the copyrighting of simple software commands:

To accept Oracle's claim would be to allow anyone to copyright one version of code to carry out a
system of commands and thereby bar all others from writing their own different versions to carry out all
or part of the same commands.

2013 saw the creation of the "API Commons" initiative. API Commons is a common place to publish and share your
own API specifications and data models in any format such as Swagger, API Blueprint or RAML, as well as to
explore and discover the API designs of others. The API specifications and data models declared in API Commons
are available publicly under the Creative Commons license.
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API examples
• ASPI for SCSI device interfacing
• Cocoa and Carbon for the Macintosh
• DirectX for Microsoft Windows
•• EHLLAPI
•• Java APIs
• ODBC for Microsoft Windows
• OpenAL cross-platform sound API
• OpenCL cross-platform API for general-purpose computing for CPUs & GPUs
• OpenGL cross-platform graphics API
• OpenMP API that supports multi-platform shared memory multiprocessing programming in C, C++ and Fortran

on many architectures, including Unix and Microsoft Windows platforms.
• Server Application Programming Interface (SAPI)
• Simple DirectMedia Layer (SDL)

Language bindings and interface generators
APIs that are intended to be used by more than one high-level programming language often provide, or are
augmented with, facilities to automatically map the API to features (syntactic or semantic) that are more natural in
those languages. This is known as language binding, and is itself an API. The aim is to encapsulate most of the
required functionality of the API, leaving a "thin" layer appropriate to each language.
Below are listed some interface generator tools that bind languages to APIs at compile time:
• SWIG – an open-source interfaces bindings generator supporting numerous programming languages
• F2PY – a Fortran to Python interface generator

Notes
[1][1] This is typically true for any class containing simple data and no link to external resources, like an open connection to a file, a remote system,

or an external device.
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External links
• What is an API? (http:/ / www. 3scale. net/ wp-content/ uploads/ 2012/ 06/ What-is-an-API-1. 0. pdf)
• How to design a good API and why it matters (http:/ / lcsd05. cs. tamu. edu/ slides/ keynote. pdf)
• How to Write an API (http:/ / www. lior. ca/ publications/ api_design. pdf)
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Structured Query Language Interface
The Structured Query Language Interface (SQLI) is the internal interface between an application and the
INFORMIX Online Dynamic Server. Starting from v10.0 Informix Dynamic Server also supports DRDA.

External links
• Setting SQLIDEBUG on the client side [1]

References
[1] http:/ / www-1. ibm. com/ support/ docview. wss?rs=630& context=SSGU8G& dc=DB520& uid=swg21104625& loc=en_US& cs=UTF-8&

lang=en& rss=ct630db2

Database transaction
A transaction comprises a unit of work performed within a database management system (or similar system) against
a database, and treated in a coherent and reliable way independent of other transactions. Transactions in a database
environment have two main purposes:
1.1. To provide reliable units of work that allow correct recovery from failures and keep a database consistent even in

cases of system failure, when execution stops (completely or partially) and many operations upon a database
remain uncompleted, with unclear status.

2.2. To provide isolation between programs accessing a database concurrently. If this isolation is not provided, the
program's outcome are possibly erroneous.

A database transaction, by definition, must be atomic, consistent, isolated and durable.[1] Database practitioners often
refer to these properties of database transactions using the acronym ACID.
Transactions provide an "all-or-nothing" proposition, stating that each work-unit performed in a database must either
complete in its entirety or have no effect whatsoever. Further, the system must isolate each transaction from other
transactions, results must conform to existing constraints in the database, and transactions that complete successfully
must get written to durable storage.

Purpose
Databases and other data stores which treat the integrity of data as paramount often include the ability to handle
transactions to maintain the integrity of data. A single transaction consists of one or more independent units of work,
each reading and/or writing information to a database or other data store. When this happens it is often important to
ensure that all such processing leaves the database or data store in a consistent state.
Examples from double-entry accounting systems often illustrate the concept of transactions. In double-entry
accounting every debit requires the recording of an associated credit. If one writes a check for $100 to buy groceries,
a transactional double-entry accounting system must record the following two entries to cover the single transaction:
1.1. Debit $100 to Groceries Expense Account
2.2. Credit $100 to Checking Account
A transactional system would make both entries pass or both entries would fail. By treating the recording of multiple
entries as an atomic transactional unit of work the system maintains the integrity of the data recorded. In other
words, nobody ends up with a situation in which a debit is recorded but no associated credit is recorded, or vice
versa.
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Transactional databases
A transactional database is a DBMS where write transactions on the database are able to be rolled back if they are
not completed properly (e.g. due to power or connectivity loss).
Most modern[2] relational database management systems fall into the category of databases that support
transactions.
In a database system a transaction might consist of one or more data-manipulation statements and queries, each
reading and/or writing information in the database. Users of database systems consider consistency and integrity of
data as highly important. A simple transaction is usually issued to the database system in a language like SQL
wrapped in a transaction, using a pattern similar to the following:
1.1. Begin the transaction
2.2. Execute a set of data manipulations and/or queries
3.3. If no errors occur then commit the transaction and end it
4.4. If errors occur then rollback the transaction and end it
If no errors occurred during the execution of the transaction then the system commits the transaction. A transaction
commit operation applies all data manipulations within the scope of the transaction and persists the results to the
database. If an error occurs during the transaction, or if the user specifies a rollback operation, the data manipulations
within the transaction are not persisted to the database. In no case can a partial transaction be committed to the
database since that would leave the database in an inconsistent state.
Internally, multi-user databases store and process transactions, often by using a transaction ID or XID.
There are multiple varying ways for transactions to be implemented other than the simple way documented above.
Nested transactions, for example, are transactions which contain statements within them that start new transactions
(i.e. sub-transactions). Multi-level transactions are a variant of nested transactions where the sub-transactions take
place at different levels of a layered system architecture (e.g., with one operation at the database-engine level, one
operation at the operating-system level) [3] Another type of transaction is the compensating transaction.

In SQL
Transactions are available in most SQL database implementations, though with varying levels of robustness.
(MySQL, for example, does not support transactions in the MyISAM storage engine, which was its default storage
engine before version 5.5.)
A transaction is typically started using the command BEGIN (although the SQL standard specifies START
TRANSACTION). When the system processes a COMMIT statement, the transaction ends with successful
completion. A ROLLBACK statement can also end the transaction, undoing any work performed since BEGIN
TRANSACTION. If autocommit was disabled using START TRANSACTION, autocommit will also be re-enabled at
the transaction's end.
One can set the isolation level for individual transactional operations as well as globally. At the READ
COMMITTED level, the result of any work done after a transaction has commenced, but before it has ended, will
remain invisible to other database-users until it has ended. At the lowest level (READ UNCOMMITTED), which
may occasionally be used to ensure high concurrency, such changes will be visible.
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Distributed transactions
Database systems implement distributed transactions as transactions against multiple applications or hosts. A
distributed transaction enforces the ACID properties over multiple systems or data stores, and might include systems
such as databases, file systems, messaging systems, and other applications. In a distributed transaction a coordinating
service ensures that all parts of the transaction are applied to all relevant systems. As with database and other
transactions, if any part of the transaction fails, the entire transaction is rolled back across all affected systems.

Transactional filesystems
The Namesys Reiser4 filesystem for Linux[4] supports transactions, and as of Microsoft Windows Vista, the
Microsoft NTFS filesystem[5] supports distributed transactions across networks.

References
[1] A transaction is a group of operations that are atomic, consistent, isolated, and durable ([[ACID (http:/ / msdn. microsoft. com/ en-us/ library/

aa366402(VS. 85). aspx)]).]
[2] http:/ / en. wikipedia. org/ w/ index. php?title=Database_transaction& action=edit
[3][3] Beeri, C., Bernstein, P.A., and Goodman, N. A model for concurrency in nested transactions systems. Journal of the ACM, 36(1):230-269,

1989
[4] namesys.com (http:/ / namesys. com/ v4/ v4. html#committing)
[5] http:/ / msdn. microsoft. com/ library/ default. asp?url=/ library/ en-us/ fileio/ fs/ portal. asp

Further reading
• Philip A. Bernstein, Eric Newcomer (2009): Principles of Transaction Processing, 2nd Edition (http:/ / www.

elsevierdirect. com/ product. jsp?isbn=9781558606234), Morgan Kaufmann (Elsevier), ISBN 978-1-55860-623-4
• Gerhard Weikum, Gottfried Vossen (2001), Transactional information systems: theory, algorithms, and the

practice of concurrency control and recovery, Morgan Kaufmann, ISBN 1-55860-508-8
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Prepared statement
In database management systems, a prepared statement or parameterized statement is a feature used to execute
the same or similar database statements repeatedly with high efficiency. Typically used with SQL statements such as
queries or updates, the prepared statement takes the form of a template into which certain constant values are
substituted during each execution.
The typical workflow of using a prepared statement is as follows:
1. Prepare: The statement template is created by the application and sent to the database management system

(DBMS). Certain values are left unspecified, called parameters, placeholders or bind variables (labelled "?"
below):
•• INSERT INTO PRODUCT (name, price) VALUES (?, ?)

2. The DBMS parses, compiles, and performs query optimization on the statement template, and stores the result
without executing it.

3. Execute: At a later time, the application supplies (or binds) values for the parameters, and the DBMS executes
the statement (possibly returning a result). The application may execute the statement as many times as it wants
with different values. In this example, it might supply 'Bread' for the first parameter and '1.00' for the second
parameter.

As compared to executing SQL statements directly, prepared statements offer two main advantages:
•• The overhead of compiling and optimizing the statement is incurred only once, although the statement is executed

multiple times. Not all optimization can be performed at the time the prepared statement is compiled, for two
reasons: the best plan may depend on the specific values of the parameters, and the best plan may change as tables
and indexes change over time.

• Prepared statements are resilient against SQL injection, because parameter values, which are transmitted later
using a different protocol, need not be correctly escaped. If the original statement template is not derived from
external input, SQL injection cannot occur.

On the other hand, if a query is executed only once, server-side prepared statements can be slower because of the
additional round-trip to the server. Implementation limitations may also lead to performance penalties: some versions
of MySQL did not cache results of prepared queries, and some DBMSs such as PostgreSQL do not perform
additional query optimization during execution.
A stored procedure, which is also precompiled and stored on the server for later execution, has similar advantages.
Unlike a stored procedure, a prepared statement is not normally written in a procedural language and cannot use or
modify variables or use control flow structures, relying instead on the declarative database query language. Due to
their simplicity and client-side emulation, prepared statements are more portable across vendors.

Software support
Prepared statements are widely supported by major DBMSs, including MySQL, Oracle, DB2, Microsoft SQL
Server, and PostgreSQL. Prepared statements are normally executed through a non-SQL binary protocol, for
efficiency and protection from SQL injection, but with some DBMSs such as MySQL are also available using a SQL
syntax for debugging purposes.
A number of programming languages support prepared statements in their standard libraries and will emulate them
on the client side even if the underlying DBMS does not support them, including Java's JDBC, Perl's DBI, PHP's
PDO and Python's DB-API. Client-side emulation can be faster for queries which are executed only once, by
reducing the number of round trips to the server, but is usually slower for queries executed many times. It resists
SQL injection attacks equally effectively.
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Many types of SQL injection attacks can be eliminated by disabling literals, effectively requiring the use of prepared
statements; as of 2007 only H2 supports this feature.

Examples

Java JDBC
This example uses Java and the JDBC API:

java.sql.PreparedStatement stmt = connection.prepareStatement(

               "SELECT * FROM users WHERE USERNAME = ? AND ROOM = ?");

stmt.setString(1, username);

stmt.setInt(2, roomNumber);

stmt.executeQuery();

Java PreparedStatement provides "setters" (setInt(int), setString(String),

setDouble(double), etc.) for all major built-in data types.

PHP PDO
This example uses PHP and PHP Data Objects (PDO):

$stmt = $dbh->prepare("SELECT * FROM users WHERE USERNAME = ? AND 

PASSWORD = ?");

$stmt->execute(array($username, $password));

PERL DBI
This example uses Perl and DBI:

my $stmt = $dbh->prepare('SELECT * FROM users WHERE USERNAME = ? AND 

PASSWORD = ?');

$stmt->execute($username, $password);

C# ADO.NET
This example uses C# and ADO.NET:

using (SqlCommand command = connection.CreateCommand())

{

    command.CommandText = "SELECT * FROM users WHERE USERNAME = 

@username AND ROOM = @room";

    command.Parameters.AddWithValue("@username", username);

    command.Parameters.AddWithValue("@room", room);

    using (SqlDataReader dataReader = command.ExecuteReader())

    {

        // ...

    }

}
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ADO.NET SqlCommand will accept any type for the value parameter of AddWithValue, and type
conversion occurs automatically. Note the use of "named parameters" (i.e. "@username") rather than "?" - this
allows you to use a parameter multiple times and in any arbitrary order within the query command text.
However, the AddWithValue method should not be used with variable length data types, like varchar and nvarchar.
This is because .NET assumes the length of the parameter to be the length of the given value, rather than getting the
actual length of from the database via reflection. The consequence of this is that a different query plan is compiled
and stored for each different length. In general, the maximum number of 'duplicate' plans is the product of the
lengths of the variable length columns as specified in the database. For this reason, it is important to use the standard
Add method for variable length columns:
command.Parameters.Add(ParamName, VarChar, ParamLength).Value = ParamValue, where ParamLength is the
length as specified in the database.
Since the standard Add method needs to be used for variable length data types, it is a good habit to use it for all
parameter types.

Python DB-API
This example uses Python DB-API with SQLite and paramstyle='qmark':

import sqlite3

conn = sqlite3.connect(':memory:')

c = conn.cursor()

_users = [('mother', 'red'),

          ('father', 'green'),

          ('me', 'blue')]

c.executemany('INSERT INTO users VALUES (?,?)', _users)

params = ('B', 'green')

c.execute('SELECT * FROM users WHERE username=? AND room=?', params)

c.fetchone()

References
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Open Database Connectivity
In computing, ODBC (Open Database Connectivity) is a standard programming language middleware API for
accessing database management systems (DBMS). The designers of ODBC aimed to make it independent of
database systems and operating systems; an application written using ODBC can be ported to other platforms, both
on the client and server side, with few changes to the data access code.
ODBC accomplishes DBMS independence by using an ODBC driver as a translation layer between the application
and the DBMS. The application uses ODBC functions through an ODBC driver manager with which it is linked,
and the driver passes the query to the DBMS. An ODBC driver can be thought of as analogous to a printer or other
driver, providing a standard set of functions for the application to use, and implementing DBMS-specific
functionality. An application that can use ODBC is referred to as "ODBC-compliant". Any ODBC-compliant
application can access any DBMS for which a driver is installed. Drivers exist for all major DBMSs, many other data
sources like address book systems and Microsoft Excel, and even for text or CSV files.
ODBC was originally developed by Microsoft during the early 1990s, and became the basis for the Call Level
Interface (CLI) standardized by SQL Access Group in the Unix and mainframe world. ODBC retained a number of
features that were removed as part of the CLI effort. Full ODBC was later ported back to those platforms, and
became a de facto standard considerably better known than CLI. The CLI remains similar to ODBC, and applications
can be ported from one platform to the other with few changes.

History

Prior to ODBC
The introduction of the mainframe-based relational database during the 1970s led to a proliferation of data access
methods. Generally these systems operated hand-in-hand with a simple command processor that allowed the user to
type in English-like commands, and receive output. The best-known examples are SQL from IBM and QUEL from
the Ingres project. These systems may or may not allow other applications to access the data directly, and those that
did used a wide variety of methodologies. The introduction of SQL aimed to solve the problem of language
standardization, although substantial differences in implementation remained.
Additionally, since the SQL language had only rudimentary programming features, it was often desired to use SQL
within a program written in another language, say Fortran or C. This led to the concept of Embedded SQL, which
allowed SQL code to be "embedded" within another language. For instance, a SQL statement like SELECT *
FROM city could be inserted as text within C source code, and during compilation it would be converted into a
custom format that directly called a function within a library that would pass the statement into the SQL system.
Results returned from the statements would be interpreted back into C data formats like char * using similar
library code.
There were a number of problems with the Embedded SQL approach. Like the different varieties of SQL, the
Embedded SQL's that used them varied widely, not only from platform to platform, but even across languages on a
single platform - a system that allowed calls into IBM's DB2 would look entirely different from one that called into
their own SQL/DSWikipedia:Disputed statement. Another key problem to the Embedded SQL concept was that the
SQL code could only be changed in the program's source code, so that even small changes to the query required
considerable programmer effort to modify. The SQL market referred to this as "static SQL", as opposed to "dynamic
SQL" which could be changed at any time - like the command-line interfaces that shipped with almost all SQL
systems, or a programming interface that left the SQL as plain text until it was called. Dynamic SQL systems
became a major focus for SQL vendors during the 1980s.
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Older mainframe databases, and the newer microcomputer based systems that were based on them, generally did not
have a SQL-like command processor between the user and the database engine. Instead, the data was accessed
directly by the program - a programming library in the case of large mainframe systems, or a command line interface
or interactive forms system in the case of dBASE and similar applications. Data from dBASE could not generally be
accessed directly by other programs running on the machine. Those programs may be given a way to access this
data, often through libraries, but it would not work with any other database engine, or even different databases in the
same engine. In effect, all such systems were static, which presented considerable problems.

Early efforts
By the mid-1980s the rapid improvement in microcomputers, and especially the introduction of the graphical user
interface and data-rich application programs like Lotus 1-2-3 led to an increasing interest in using personal
computers as the client-side platform of choice in client-server computing. Under this model, large mainframes and
minicomputers would be used primarily to serve up data over local area networks to microcomputers that would
interpret, display and manipulate that data. For this model to work, a data access standard was a requirement - in the
mainframe world it was highly likely that all of the computers in a shop were from a single vendor and clients were
computer terminals talking directly to them, but in the micro world there was no such standardization and any client
might access any server using any networking system.
By the late 1980s there were a number of efforts underway to provide an abstraction layer for this purpose. Some of
these were mainframe related, designed to allow programs running on those machines to translate between the
variety of SQL's and provide a single common interface which could then be called by other mainframe or
microcomputer programs. These solutions included IBM's Distributed Relational Database Architecture (DRDA)
and Apple Computer's Data Access Language. Much more common, however, were systems that ran entirely on
microcomputers, including a complete protocol stack that included any required networking or file translation
support.
One of the early examples of such a system was Lotus Development's DataLens, initially known as Blueprint.
Blueprint, developed for 1-2-3, supported a variety of data sources, including SQL/DS, DB2, FOCUS and a variety
of similar mainframe systems, as well as microcomputer systems like dBase and the early Microsoft/Ashton-Tate
efforts that would eventually develop into Microsoft SQL Server.[1] Unlike the later ODBC, Blueprint was a purely
code-based system, lacking anything approximating a command language like SQL. Instead, programmers used data
structures to store the query information, constructing a query by linking many of these structures together. Lotus
referred to these compound structures as "query trees".[2]

Around the same time, an industry team including members from Sybase, Tandem Computers and Microsoft were
working on a standardized dynamic SQL concept. Much of the system was based on Sybase's DB-Library system,
with the Sybase-specific sections removed and several additions to support other platforms.[3] DB-Library was aided
by an industry-wide move from library systems that were tightly linked to a particular language, to library systems
that were provided by the operating system and required the languages on that platform to conform to its standards.
This meant that a single library could be used with (potentially) any programming language on a given platform.
The first draft of the Microsoft Data Access API was published in April 1989, about the same time as Lotus'
announcement of Blueprint.[4] In spite of Blueprint's great lead - it was running when MSDA was still a paper
project - Lotus eventually joined the MSDA efforts as it became clear that SQL would become the de facto database
standard.[2] After considerable industry input, in the summer of 1989 the standard became SQL Connectivity, or
SQLC for short,.[5]
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SAG and CLI
In 1988 a number of vendors, mostly from the Unix and database communities, formed the SQL Access Group
(SAG) in an effort to produce a single basic standard for the SQL language. At the first meeting there was
considerable debate over whether or not the effort should work solely on the SQL language itself, or attempt a wider
standardization which included a dynamic SQL language-embedding system as well, what they called a Call Level
Interface (CLI).[6] While attending the meeting with an early draft of what was then still known as MS Data Access,
Kyle Geiger of Microsoft invited Jeff Balboni and Larry Barnes of Digital Equipment Corporation (DEC) to join the
SQLC meetings as well. SQLC was a potential solution to the call for the CLI, which was being led by DEC.
The new SQLC "gang of four", MS, Lotus, DEC and Sybase, brought an updated version of SQLC to the next SAG
meeting in June 1990.[7] The SAG responded by opening the standard effort to any competing design, but of the
many proposals, only Oracle Corp had a system that presented serious competition. In the end, SQLC won the votes
and became the draft standard, but only after large portions of the API were removed - the standards document was
trimmed from 120 pages to 50 during this time. It was also during this period that the name Call Level Interface was
formally adopted.[7] In 1995 SQL/CLI became part of the international SQL standard, ISO/IEC 9075-3.[8] The SAG
itself was taken over by the X/Open group in 1996, and, over time, became part of The Open Group's Common
Application Environment.
MS continued working with the original SQLC standard, retaining many of the advanced features that were removed
from the CLI version. These included features like scrollable cursors, and metadata information queries. The
commands in the API were split into groups; the Core group was identical to the CLI, the Level 1 extensions were
commands that would be easy to implement in drivers, while Level 2 commands contained the more advanced
features like cursors. A proposed standard was released in December 1991, and industry input was gathered and
worked into the system through 1992, resulting in yet another name change to ODBC.[9]

JET and ODBC
During this time, Microsoft was in the midst of developing their Jet database system. Jet combined three primary
subsystems; an ISAM-based database engine (also known as "Jet", confusingly), a C-based interface allowing
applications to access that data, and a selection of driver DLLs that allowed the same C interface to redirect input
and output to other ISAM-based databases, like Paradox and xBase. Jet allowed programmers to use a single set of
calls to access common microcomputer databases in a fashion similar to Blueprint (by this point known as
DataLens). However, Jet did not use SQL; like DataLens, the interface was in C and consisted of data structures and
function calls.
The SAG standardization efforts presented an opportunity for Microsoft to adapt their Jet system to the new CLI
standard. This would not only make Windows a premier platform for CLI development, but also allow users to use
SQL to access both Jet and other databases as well. What was missing was the SQL parser that could convert those
calls from their text form into the C-interface used in Jet. To solve this, MS partnered with PageAhead Software to
use their existing query processor, "SIMBA". SIMBA was used as a parser above Jet's C library, turning Jet into an
SQL database. And because Jet could forward those C-based calls to other databases, this also allowed SIMBA to
query other systems. Microsoft included drivers for Excel to turn its spreadsheet documents into SQL-accessible
database tables.

Release and continued development
ODBC 1.0 was released in September 1992. At the time, there was little direct support for SQL databases (as
opposed to ISAM), and early drivers were noted for poor performance. Some of this was unavoidable due to the path
that the calls took through the Jet-based stack; ODBC calls to SQL databases were first converted from SIMBA's
SQL dialect to Jet's internal C-based format, then passed to a driver for conversion back into SQL calls for the
database. Digital Equipment and Oracle both contracted Simba to develop drivers for their databases as well.[10]
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Circa 1993, OpenLink Software shipped one of the first independently developed third-party ODBC drivers, for the
PROGRESS DBMS, and soon followed with their UDBC (a cross-platform API equivalent of ODBC and the
SAG/CLI) SDK and associated drivers for PROGRESS, Sybase, Oracle, and other DBMS, for use on Unix-like OS
(AIX, HP-UX, Solaris, Linux, etc.), VMS, Windows NT, OS/2, and other OS.
Meanwhile the CLI standard effort dragged on, and it was not until March 1995 that the definitive version was
finalized. By this time Microsoft had already granted Visigenic Software a source code license to develop ODBC on
non-Windows platforms. Visigenic ported ODBC to a wide variety of Unix platforms, where ODBC quickly became
the de facto standard.[11] "Real" CLI is rare today. The two systems remain similar, and many applications can be
ported from ODBC to CLI with few or no changes.[12]

Over time, database vendors took over the driver interfaces and provided direct links to their products. Skipping the
intermediate conversions to and from Jet or similar wrappers often resulted in higher performance. However, by this
time Microsoft had changed focus to their OLE DB concept, which provided direct access to a wider variety of data
sources from address books to text files. Several new systems followed which further turned their attention from
ODBC, including DAO, ADO and ADO.net, which interacted more or less with ODBC over their lifetimes.
As Microsoft turned its attention away from working directly on ODBC, the Unix world was increasingly embracing
it. This was propelled by two changes within the market, the introduction of GUIs like GNOME that provided the
need for access to these sources in non-text form, and the emergence of open software database systems like
PostgreSQL and MySQL, initially under Unix. The later adoption of ODBC by Apple for using the standard
Unix-side iODBC package Mac OS X 10.2 (Jaguar) (which OpenLink Software had been independently providing
for Mac OS X 10.0 and even Mac OS 9 since 2001) further cemented ODBC as the standard for cross-platform data
access.
Sun Microsystems used the ODBC system as the basis for their own open standard, JDBC. In most ways, JDBC can
be considered a version of ODBC for the Java programming language as opposed to C. JDBC-to-ODBC "bridges"
allow Java-based programs to access data sources through ODBC drivers on platforms lacking a native JDBC driver,
although these are now relatively rare. Inversely, ODBC-to-JDBC "bridges" allow C-based programs to access data
sources through JDBC drivers on platforms or from databases lacking suitable ODBC drivers.

ODBC today
ODBC remains largely universal today, with drivers available for most platforms and most databases. It is not
uncommon to find ODBC drivers for database engines that are meant to be embedded, like SQLite, as a way to allow
existing tools to act as front-ends to these engines for testing and debugging.[13]

However, the rise of thin client computing using HTML as an intermediate format has reduced the need for ODBC.
Many web development platforms contain direct links to target databases - MySQL being particularly common. In
these scenarios, there is no direct client-side access nor multiple client software systems to support; everything goes
through the programmer-supplied HTML application. The virtualization that ODBC offers is no longer a strong
requirement, and development of ODBC is no longer as active as it once was.
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Version history
Version history:
•• 1.0: released in September 1992
•• 2.0: ca 1994
•• 2.5
• 3.0: ca 1995, John Goodson of Intersolv and Frank Pellow and Paul Cotton of IBM provided significant input to

ODBC 3.0[14]

•• 3.5: ca 1997
•• 3.8: ca 2009, with Windows 7

Drivers and Managers

Drivers
ODBC is based on the device driver model, where the driver encapsulates the logic needed to convert a standard set
of commands and functions into the specific calls required by the underlying system. For instance, a printer driver
presents a standard set of printing commands, the API, to applications using the printing system. Calls made to those
APIs are converted by the driver into the format used by the actual hardware, say PostScript or PCL.
In the case of ODBC, the drivers encapsulate a number of functions that can be broken down into several broad
categories. One set of functions is primarily concerned with finding, connecting to and disconnecting from the
DBMS that driver talks to. A second set is used to send SQL commands from the ODBC system to the DBMS,
converting or interpreting any commands that are not supported internally. For instance, a DBMS that does not
support cursors can emulate this functionality in the driver. Finally, another set of commands, mostly used internally,
is used to convert data from the DBMS's internal formats to a set of standardized ODBC formats, which are based on
the C language formats.
An ODBC driver enables an ODBC-compliant application to use a data source, normally a DBMS. Some
non-DBMS drivers exist, for such data sources as CSV files, by implementing a small DBMS inside the driver itself.
ODBC drivers exist for most DBMSs, including Oracle, PostgreSQL, MySQL, Microsoft SQL Server (but not for
the Compact aka CE edition), Sybase ASE, and DB2. Because different technologies have different capabilities,
most ODBC drivers do not implement all functionality defined in the ODBC standard. Some drivers offer extra
functionality not defined by the standard.

Driver Manager
Device drivers are normally enumerated, set up and managed by a separate Manager layer, which may provide
additional functionality. For instance, printing systems often include functionality to provide spooling functionality
on top of the drivers, providing print spooling for any supported printer.
In ODBC the Driver Manager (DM) provides these features. The DM can enumerate the installed drivers and present
this as a list, often in a GUI-based form.
But more important to the operation of the ODBC system is the DM's concept of Data Source Names, or DSN.
DSNs collect additional information needed to connect to a particular data source, as opposed to the DBMS itself.
For instance, the same MySQL driver can be used to connect to any MySQL server, but the connection information
to connect to a local private server is different from the information needed to connect to an internet-hosted public
server. The DSN stores this information in a standardized format, and the DM provides this to the driver during
connection requests. The DM also includes functionality to present a list of DSNs using human readable names, and
to select them at run-time to connect to different resources.
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The DM also includes the ability to save partially complete DSN's, with code and logic to ask the user for any
missing information at runtime. For instance, a DSN can be created without a required password. When an ODBC
application attempts to connect to the DBMS using this DSN, the system will pause and ask the user to provide the
password before continuing. This frees the application developer from having to create this sort of code, as well as
having to know which questions to ask. All of this is included in the driver and the DSNs.

Bridging configurations
A bridge is a special kind of driver: a driver that uses another driver-based technology.

ODBC-to-JDBC (or simply ODBC-JDBC) bridges
An ODBC-JDBC bridge consists of an ODBC driver which uses the services of a JDBC driver to connect to a
database. This driver translates ODBC function-calls into JDBC method-calls. Programmers usually use such a
bridge when they lack an ODBC driver for a particular database but have access to a JDBC driver.

JDBC-to-ODBC (or simply JDBC-ODBC) bridges
A JDBC-ODBC bridge consists of a JDBC driver which employs an ODBC driver to connect to a target database.
This driver translates JDBC method calls into ODBC function calls. Programmers usually use such a bridge when a
particular database lacks a JDBC driver. Sun Microsystems included one such bridge in the JVM, but viewed it as a
stop-gap measure while few JDBC drivers existed. Sun never intended its bridge for production environments, and
generally recommended against its use. As of 2008[15] independent data-access vendors deliver JDBC-ODBC
bridges which support current standards for both mechanisms, and which far outperform the JVM built-in.[citation

needed]

OLE DB-to-ODBC bridges
An OLE DB-ODBC bridge consists of an OLE DB Provider which uses the services of an ODBC driver to connect
to a target database. This provider translates OLE DB method calls into ODBC function calls. Programmers usually
use such a bridge when a particular database lacks an OLE DB provider. Microsoft ships one, MSDASQL.DLL, as
part of the MDAC system component bundle, together with other database drivers, to simplify development in
COM-aware languages (e.g. Visual Basic). Third parties have also developed such, notably OpenLink Software
whose 64-bit OLE DB Provider for ODBC Data Sources filled the gap when Microsoft initially deprecated this
bridge for their 64-bit OS.[16] (Microsoft later relented, and 64-bit Windows starting with Windows Server 2008 and
Windows Vista SP1 have shipped with a 64-bit version of MSDASQL.)

ADO.NET-to-ODBC bridges
An ADO.NET-ODBC bridge consists of an ADO.NET Provider which uses the services of an OBDC driver to
connect to a target database. This provider translates ADO.NET method calls into ODBC function calls.
Programmers usually use such a bridge when a particular database lacks an ADO.NET provider. Microsoft ships one
as part of the MDAC system component bundle, together with other database drivers, to simplify development in C#.
Third parties have also developed such.
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• OS400 and i5OS ODBC Administration (http:/ / publib. boulder. ibm. com/ infocenter/ iseries/ v5r3/ topic/ rzaii/

rzaiiodbcadm. htm)
• Presentation slides from www.roth.net (http:/ / www. roth. net/ perl/ odbc/ conf/ sld002. htm)
• Early ODBC White Paper (http:/ / www. openlinksw. com/ info/ docs/ odbcwhp/ tableof. htm)
• Microsoft ODBC & Data Access APIs History Article (http:/ / blogs. msdn. com/ data/ archive/ 2006/ 12/ 05/

data-access-api-of-the-day-part-i. aspx)
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http://www.ch-werner.de/sqliteodbc/
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Java Database Connectivity

JDBC

Type Data Access API

Website Java SE 7 [6]

JDBC is a Java-based data access technology (Java Standard Edition platform) from Oracle Corporation. This
technology is an API for the Java programming language that defines how a client may access a database. It provides
methods for querying and updating data in a database. JDBC is oriented towards relational databases. A
JDBC-to-ODBC bridge enables connections to any ODBC-accessible data source in the JVM host environment.

History and implementation
Sun Microsystems released JDBC as part of JDK 1.1 on February 19, 1997. It has since formed part of the Java
Standard Edition.
The JDBC classes are contained in the Java package java.sql [1] and javax.sql [2].
Starting with version 3.1, JDBC has been developed under the Java Community Process. JSR 54 specifies JDBC 3.0
(included in J2SE 1.4), JSR 114 specifies the JDBC Rowset additions, and JSR 221 is the specification of JDBC 4.0
(included in Java SE 6).[3]

The latest version, JDBC 4.1, is specified by a maintenance release of JSR 221[4] and is included in Java SE 7.[5]

Functionality
JDBC allows multiple implementations to exist and be used by the same application. The API provides a mechanism
for dynamically loading the correct Java packages and registering them with the JDBC Driver Manager. The Driver
Manager is used as a connection factory for creating JDBC connections.
JDBC connections support creating and executing statements. These may be update statements such as SQL's
CREATE, INSERT, UPDATE and DELETE, or they may be query statements such as SELECT. Additionally,
stored procedures may be invoked through a JDBC connection. JDBC represents statements using one of the
following classes:
• Statement [6] – the statement is sent to the database server each and every time.
• PreparedStatement [7] – the statement is cached and then the execution path is pre-determined on the

database server allowing it to be executed multiple times in an efficient manner.
• CallableStatement [8] – used for executing stored procedures on the database.
Update statements such as INSERT, UPDATE and DELETE return an update count that indicates how many rows
were affected in the database. These statements do not return any other information.
Query statements return a JDBC row result set. The row result set is used to walk over the result set. Individual
columns in a row are retrieved either by name or by column number. There may be any number of rows in the result
set. The row result set has metadata that describes the names of the columns and their types.
There is an extension to the basic JDBC API in the javax.sql [2].
JDBC connections are often managed via a connection pool rather than obtained directly from the driver. Examples
of connection pools include BoneCP [9], C3P0 [10] and DBCP [11]
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Examples
The method Class.forName(String) [12] is used to load the JDBC driver class. The line below causes the
JDBC driver from some jdbc vendor to be loaded into the application. (Some JVMs also require the class to be
instantiated with .newInstance() [13].)

Class.forName( "com.somejdbcvendor.TheirJdbcDriver" );

In JDBC 4.0, it is no longer necessary to explicitly load JDBC drivers using Class.forName(). See JDBC 4.0
Enhancements in Java SE 6 [14].
When a Driver [15] class is loaded, it creates an instance of itself and registers it with the DriverManager [16].
This can be done by including the needed code in the driver class's static block. E.g.,
DriverManager.registerDriver(Driver driver)

Now when a connection is needed, one of the DriverManager.getConnection() methods is used to create
a JDBC connection.

Connection conn = DriverManager.getConnection(

     "jdbc:somejdbcvendor:other data needed by some jdbc vendor",

     "myLogin",

     "myPassword" );

try {

     /* you use the connection here */

} finally {

    //It's important to close the connection when you are done with it

    try { conn.close(); } catch (Throwable ignore) { /* Propagate the original exception

instead of this one that you may want just logged */ }

}

Using Java's try-with-resources statement will make the above code cleaner:

try (Connection conn = DriverManager.getConnection(

     "jdbc:somejdbcvendor:other data needed by some jdbc vendor",

     "myLogin",

     "myPassword" ) ) {

     /* you use the connection here */

}  // the VM will take care of closing the connection

The URL used is dependent upon the particular JDBC driver. It will always begin with the "jdbc:" protocol, but the
rest is up to the particular vendor. Once a connection is established, a statement can be created.

try (Statement stmt = conn.createStatement()) {

    stmt.executeUpdate( "INSERT INTO MyTable( name ) VALUES ( 'my name' ) " );

}

Note that Connections, Statements, and ResultSets often tie up operating system resources such as sockets or file
descriptors. In the case of Connections to remote database servers, further resources are tied up on the server, e.g.,
cursors for currently open ResultSets. It is vital to close() any JDBC object as soon as it has played its part;
garbage collection should not be relied upon. Forgetting to close() things properly results in spurious errors and
misbehaviour. The above try-with-resources construct is a recommendedWikipedia:Manual of Style/Words to
watch#Unsupported attributions code pattern to use with JDBC objects.
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Data is retrieved from the database using a database query mechanism. The example below shows creating a
statement and executing a query.

try (Statement stmt = conn.createStatement(); 

    ResultSet rs = stmt.executeQuery( "SELECT * FROM MyTable" )

) {

    while ( rs.next() ) {

        int numColumns = rs.getMetaData().getColumnCount();

        for ( int i = 1 ; i <= numColumns ; i++ ) {

           // Column numbers start at 1.

           // Also there are many methods on the result set to return

           //  the column as a particular type. Refer to the Sun documentation

           //  for the list of valid conversions.

           System.out.println( "COLUMN " + i + " = " + rs.getObject(i) );

        }

    }

}

Typically, however, it would be rare for a seasoned Java programmer to code in such a fashion. The usual practice
would be to abstract the database logic into an entirely different class and to pass preprocessed strings (perhaps
derived themselves from a further abstracted class) containing SQL statements and the connection to the required
methods. Abstracting the data model from the application code makes it more likely that changes to the application
and data model can be made independently.
An example of a PreparedStatement query, using conn and class from first example.

try (PreparedStatement ps =

    conn.prepareStatement( "SELECT i.*, j.* FROM Omega i, Zappa j WHERE i.name = ? AND j.num = ?" )

){

    // In the SQL statement being prepared, each question mark is a placeholder

    // that must be replaced with a value you provide through a "set" method invocation.

    // The following two method calls replace the two placeholders; the first is

    // replaced by a string value, and the second by an integer value.

    ps.setString(1, "Poor Yorick");

    ps.setInt(2, 8008);

    // The ResultSet, rs, conveys the result of executing the SQL statement.

    // Each time you call rs.next(), an internal row pointer, or cursor,

    // is advanced to the next row of the result.  The cursor initially is

    // positioned before the first row.

    try (ResultSet rs = ps.executeQuery()) {

        while ( rs.next() ) {

            int numColumns = rs.getMetaData().getColumnCount();

            for ( int i = 1 ; i <= numColumns ; i++ ) {

                // Column numbers start at 1.

                // Also there are many methods on the result set to return

                // the column as a particular type. Refer to the Sun documentation

                // for the list of valid conversions.

                System.out.println( "COLUMN " + i + " = " + rs.getObject(i) );

            } // for
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        } // while

    } // try

} // try

If a database operation fails, JDBC raises an SQLException [17]. There is typically very little one can do to
recover from such an error, apart from logging it with as much detail as possible. It is recommended that the
SQLException be translated into an application domain exception (an unchecked one) that eventually results in a
transaction rollback and a notification to the user.
An example of a database transaction:

boolean autoCommitDefault = conn.getAutoCommit();

try {

    conn.setAutoCommit(false);

    /* You execute statements against conn here transactionally */

    conn.commit();

} catch (Throwable e) {

    try { conn.rollback(); } catch (Throwable ignore) {}

    throw e;

} finally {

    try { conn.setAutoCommit(autoCommitDefault); } catch (Throwable ignore) {}

}

Here are examples of host database types which Java can convert to with a function.

setXXX() Methods

Oracle Datatype setXXX()

CHAR setString()

VARCHAR2 setString()

NUMBER setBigDecimal()

setBoolean()

setByte()

setShort()

setInt()

setLong()

setFloat()

setDouble()

INTEGER setInt()

FLOAT setDouble()

CLOB setClob()

BLOB setBlob()

RAW setBytes()

LONGRAW setBytes()

http://download.oracle.com/javase/7/docs/api/java/sql/SQLException.html
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DATE setDate()

setTime()

setTimestamp()

For an example of a CallableStatement (to call stored procedures in the database), see the Java SE 7 [6].

JDBC drivers
JDBC drivers are client-side adapters (installed on the client machine, not on the server) that convert requests from
Java programs to a protocol that the DBMS can understand.

Types
There are commercial and free drivers available for most relational database servers. These drivers fall into one of
the following types:
• Type 1 that calls native code of the locally available ODBC driver.
• Type 2 that calls database vendor native library on a client side. This code then talks to database over network.
• Type 3, the pure-java driver that talks with the server-side middleware that then talks to database.
• Type 4, the pure-java driver that uses database native protocol.
There is also a type called internal JDBC driver, driver embedded with JRE in Java-enabled SQL databases. It's used
for Java stored procedures. This does not belong to the above classification, although it would likely be either a type
2 or type 4 driver (depending on whether the database itself is implemented in Java or not). An example of this is the
KPRB driver supplied with Oracle RDBMS. "jdbc:default:connection" is a relatively standard way of referring
making such a connection (at least Oracle and Apache Derby support it). The distinction here is that the JDBC client
is actually running as part of the database being accessed, so access can be made directly rather than through network
protocols.

Sources
•• SQLSummit.com publishes list of drivers, including JDBC drivers and vendors
• Oracle provides a list of some JDBC drivers and vendors [18]

• Simba Technologies ships an SDK for building custom JDBC Drivers for any custom/proprietary relational data
source

• RSSBus Type 4 JDBC Drivers for applications, databases, and web services [19].
•• DataDirect Technologies provides a comprehensive suite of fast Type 4 JDBC drivers for all major database they

advertise as Type 5
•• IDS Software provides a Type 3 JDBC driver for concurrent access to all major databases. Supported features

include resultset caching, SSL encryption, custom data source, dbShield
• OpenLink Software ships JDBC Drivers for a variety of databases, including Bridges to other data access

mechanisms (e.g., ODBC, JDBC) which can provide more functionality than the targeted mechanism
• JDBaccess is a Java persistence library for MySQL and Oracle which defines major database access operations in

an easy usable API above JDBC
•• JNetDirect provides a suite of fully Sun J2EE certified high performance JDBC drivers.
• HSQLDB is a RDBMS with a JDBC driver and is available under a BSD license.
•• SchemaCrawler is an open source API that leverages JDBC, and makes database metadata available as plain old

Java objects (POJOs)
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External links
• Java SE 7 (http:/ / download. oracle. com/ javase/ 7/ docs/ ) This documentation has examples where the JDBC

resources are not closed appropriately (swallowing primary exceptions and being able to cause
NullPointerExceptions) and has code prone to SQL injection[citation needed]

• java.sql (http:/ / download. oracle. com/ javase/ 7/ docs/ api/ java/ sql/ package-summary. html) API Javadoc
documentation

• javax.sql (http:/ / download. oracle. com/ javase/ 7/ docs/ api/ javax/ sql/ package-summary. html) API
Javadoc documentation

• O/R Broker (http:/ / www. orbroker. org) Scala JDBC framework
• SqlTool (http:/ / www. hsqldb. org/ doc/ 2. 0/ util-guide/ sqltool-chapt. html) Open source, command-line, generic

JDBC client utility. Works with any JDBC-supporting database.
• JDBC URL Strings and related information of All Databases. (http:/ / codeoftheday. blogspot. com/ 2012/ 12/

java-database-connectivity-jdbc-url. html)
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ODBC
In computing, ODBC (Open Database Connectivity) is a standard programming language middleware API for
accessing database management systems (DBMS). The designers of ODBC aimed to make it independent of
database systems and operating systems; an application written using ODBC can be ported to other platforms, both
on the client and server side, with few changes to the data access code.
ODBC accomplishes DBMS independence by using an ODBC driver as a translation layer between the application
and the DBMS. The application uses ODBC functions through an ODBC driver manager with which it is linked,
and the driver passes the query to the DBMS. An ODBC driver can be thought of as analogous to a printer or other
driver, providing a standard set of functions for the application to use, and implementing DBMS-specific
functionality. An application that can use ODBC is referred to as "ODBC-compliant". Any ODBC-compliant
application can access any DBMS for which a driver is installed. Drivers exist for all major DBMSs, many other data
sources like address book systems and Microsoft Excel, and even for text or CSV files.
ODBC was originally developed by Microsoft during the early 1990s, and became the basis for the Call Level
Interface (CLI) standardized by SQL Access Group in the Unix and mainframe world. ODBC retained a number of
features that were removed as part of the CLI effort. Full ODBC was later ported back to those platforms, and
became a de facto standard considerably better known than CLI. The CLI remains similar to ODBC, and applications
can be ported from one platform to the other with few changes.

History

Prior to ODBC
The introduction of the mainframe-based relational database during the 1970s led to a proliferation of data access
methods. Generally these systems operated hand-in-hand with a simple command processor that allowed the user to
type in English-like commands, and receive output. The best-known examples are SQL from IBM and QUEL from
the Ingres project. These systems may or may not allow other applications to access the data directly, and those that
did used a wide variety of methodologies. The introduction of SQL aimed to solve the problem of language
standardization, although substantial differences in implementation remained.
Additionally, since the SQL language had only rudimentary programming features, it was often desired to use SQL
within a program written in another language, say Fortran or C. This led to the concept of Embedded SQL, which
allowed SQL code to be "embedded" within another language. For instance, a SQL statement like SELECT *
FROM city could be inserted as text within C source code, and during compilation it would be converted into a
custom format that directly called a function within a library that would pass the statement into the SQL system.
Results returned from the statements would be interpreted back into C data formats like char * using similar
library code.
There were a number of problems with the Embedded SQL approach. Like the different varieties of SQL, the
Embedded SQL's that used them varied widely, not only from platform to platform, but even across languages on a
single platform - a system that allowed calls into IBM's DB2 would look entirely different from one that called into
their own SQL/DSWikipedia:Disputed statement. Another key problem to the Embedded SQL concept was that the
SQL code could only be changed in the program's source code, so that even small changes to the query required
considerable programmer effort to modify. The SQL market referred to this as "static SQL", as opposed to "dynamic
SQL" which could be changed at any time - like the command-line interfaces that shipped with almost all SQL
systems, or a programming interface that left the SQL as plain text until it was called. Dynamic SQL systems
became a major focus for SQL vendors during the 1980s.
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Older mainframe databases, and the newer microcomputer based systems that were based on them, generally did not
have a SQL-like command processor between the user and the database engine. Instead, the data was accessed
directly by the program - a programming library in the case of large mainframe systems, or a command line interface
or interactive forms system in the case of dBASE and similar applications. Data from dBASE could not generally be
accessed directly by other programs running on the machine. Those programs may be given a way to access this
data, often through libraries, but it would not work with any other database engine, or even different databases in the
same engine. In effect, all such systems were static, which presented considerable problems.

Early efforts
By the mid-1980s the rapid improvement in microcomputers, and especially the introduction of the graphical user
interface and data-rich application programs like Lotus 1-2-3 led to an increasing interest in using personal
computers as the client-side platform of choice in client-server computing. Under this model, large mainframes and
minicomputers would be used primarily to serve up data over local area networks to microcomputers that would
interpret, display and manipulate that data. For this model to work, a data access standard was a requirement - in the
mainframe world it was highly likely that all of the computers in a shop were from a single vendor and clients were
computer terminals talking directly to them, but in the micro world there was no such standardization and any client
might access any server using any networking system.
By the late 1980s there were a number of efforts underway to provide an abstraction layer for this purpose. Some of
these were mainframe related, designed to allow programs running on those machines to translate between the
variety of SQL's and provide a single common interface which could then be called by other mainframe or
microcomputer programs. These solutions included IBM's Distributed Relational Database Architecture (DRDA)
and Apple Computer's Data Access Language. Much more common, however, were systems that ran entirely on
microcomputers, including a complete protocol stack that included any required networking or file translation
support.
One of the early examples of such a system was Lotus Development's DataLens, initially known as Blueprint.
Blueprint, developed for 1-2-3, supported a variety of data sources, including SQL/DS, DB2, FOCUS and a variety
of similar mainframe systems, as well as microcomputer systems like dBase and the early Microsoft/Ashton-Tate
efforts that would eventually develop into Microsoft SQL Server.[1] Unlike the later ODBC, Blueprint was a purely
code-based system, lacking anything approximating a command language like SQL. Instead, programmers used data
structures to store the query information, constructing a query by linking many of these structures together. Lotus
referred to these compound structures as "query trees".[2]

Around the same time, an industry team including members from Sybase, Tandem Computers and Microsoft were
working on a standardized dynamic SQL concept. Much of the system was based on Sybase's DB-Library system,
with the Sybase-specific sections removed and several additions to support other platforms.[3] DB-Library was aided
by an industry-wide move from library systems that were tightly linked to a particular language, to library systems
that were provided by the operating system and required the languages on that platform to conform to its standards.
This meant that a single library could be used with (potentially) any programming language on a given platform.
The first draft of the Microsoft Data Access API was published in April 1989, about the same time as Lotus'
announcement of Blueprint.[4] In spite of Blueprint's great lead - it was running when MSDA was still a paper
project - Lotus eventually joined the MSDA efforts as it became clear that SQL would become the de facto database
standard.[2] After considerable industry input, in the summer of 1989 the standard became SQL Connectivity, or
SQLC for short,.[5]
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SAG and CLI
In 1988 a number of vendors, mostly from the Unix and database communities, formed the SQL Access Group
(SAG) in an effort to produce a single basic standard for the SQL language. At the first meeting there was
considerable debate over whether or not the effort should work solely on the SQL language itself, or attempt a wider
standardization which included a dynamic SQL language-embedding system as well, what they called a Call Level
Interface (CLI).[6] While attending the meeting with an early draft of what was then still known as MS Data Access,
Kyle Geiger of Microsoft invited Jeff Balboni and Larry Barnes of Digital Equipment Corporation (DEC) to join the
SQLC meetings as well. SQLC was a potential solution to the call for the CLI, which was being led by DEC.
The new SQLC "gang of four", MS, Lotus, DEC and Sybase, brought an updated version of SQLC to the next SAG
meeting in June 1990.[7] The SAG responded by opening the standard effort to any competing design, but of the
many proposals, only Oracle Corp had a system that presented serious competition. In the end, SQLC won the votes
and became the draft standard, but only after large portions of the API were removed - the standards document was
trimmed from 120 pages to 50 during this time. It was also during this period that the name Call Level Interface was
formally adopted.[7] In 1995 SQL/CLI became part of the international SQL standard, ISO/IEC 9075-3.[8] The SAG
itself was taken over by the X/Open group in 1996, and, over time, became part of The Open Group's Common
Application Environment.
MS continued working with the original SQLC standard, retaining many of the advanced features that were removed
from the CLI version. These included features like scrollable cursors, and metadata information queries. The
commands in the API were split into groups; the Core group was identical to the CLI, the Level 1 extensions were
commands that would be easy to implement in drivers, while Level 2 commands contained the more advanced
features like cursors. A proposed standard was released in December 1991, and industry input was gathered and
worked into the system through 1992, resulting in yet another name change to ODBC.[9]

JET and ODBC
During this time, Microsoft was in the midst of developing their Jet database system. Jet combined three primary
subsystems; an ISAM-based database engine (also known as "Jet", confusingly), a C-based interface allowing
applications to access that data, and a selection of driver DLLs that allowed the same C interface to redirect input
and output to other ISAM-based databases, like Paradox and xBase. Jet allowed programmers to use a single set of
calls to access common microcomputer databases in a fashion similar to Blueprint (by this point known as
DataLens). However, Jet did not use SQL; like DataLens, the interface was in C and consisted of data structures and
function calls.
The SAG standardization efforts presented an opportunity for Microsoft to adapt their Jet system to the new CLI
standard. This would not only make Windows a premier platform for CLI development, but also allow users to use
SQL to access both Jet and other databases as well. What was missing was the SQL parser that could convert those
calls from their text form into the C-interface used in Jet. To solve this, MS partnered with PageAhead Software to
use their existing query processor, "SIMBA". SIMBA was used as a parser above Jet's C library, turning Jet into an
SQL database. And because Jet could forward those C-based calls to other databases, this also allowed SIMBA to
query other systems. Microsoft included drivers for Excel to turn its spreadsheet documents into SQL-accessible
database tables.

Release and continued development
ODBC 1.0 was released in September 1992. At the time, there was little direct support for SQL databases (as
opposed to ISAM), and early drivers were noted for poor performance. Some of this was unavoidable due to the path
that the calls took through the Jet-based stack; ODBC calls to SQL databases were first converted from SIMBA's
SQL dialect to Jet's internal C-based format, then passed to a driver for conversion back into SQL calls for the
database. Digital Equipment and Oracle both contracted Simba to develop drivers for their databases as well.[10]
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Circa 1993, OpenLink Software shipped one of the first independently developed third-party ODBC drivers, for the
PROGRESS DBMS, and soon followed with their UDBC (a cross-platform API equivalent of ODBC and the
SAG/CLI) SDK and associated drivers for PROGRESS, Sybase, Oracle, and other DBMS, for use on Unix-like OS
(AIX, HP-UX, Solaris, Linux, etc.), VMS, Windows NT, OS/2, and other OS.
Meanwhile the CLI standard effort dragged on, and it was not until March 1995 that the definitive version was
finalized. By this time Microsoft had already granted Visigenic Software a source code license to develop ODBC on
non-Windows platforms. Visigenic ported ODBC to a wide variety of Unix platforms, where ODBC quickly became
the de facto standard.[11] "Real" CLI is rare today. The two systems remain similar, and many applications can be
ported from ODBC to CLI with few or no changes.[12]

Over time, database vendors took over the driver interfaces and provided direct links to their products. Skipping the
intermediate conversions to and from Jet or similar wrappers often resulted in higher performance. However, by this
time Microsoft had changed focus to their OLE DB concept, which provided direct access to a wider variety of data
sources from address books to text files. Several new systems followed which further turned their attention from
ODBC, including DAO, ADO and ADO.net, which interacted more or less with ODBC over their lifetimes.
As Microsoft turned its attention away from working directly on ODBC, the Unix world was increasingly embracing
it. This was propelled by two changes within the market, the introduction of GUIs like GNOME that provided the
need for access to these sources in non-text form, and the emergence of open software database systems like
PostgreSQL and MySQL, initially under Unix. The later adoption of ODBC by Apple for using the standard
Unix-side iODBC package Mac OS X 10.2 (Jaguar) (which OpenLink Software had been independently providing
for Mac OS X 10.0 and even Mac OS 9 since 2001) further cemented ODBC as the standard for cross-platform data
access.
Sun Microsystems used the ODBC system as the basis for their own open standard, JDBC. In most ways, JDBC can
be considered a version of ODBC for the Java programming language as opposed to C. JDBC-to-ODBC "bridges"
allow Java-based programs to access data sources through ODBC drivers on platforms lacking a native JDBC driver,
although these are now relatively rare. Inversely, ODBC-to-JDBC "bridges" allow C-based programs to access data
sources through JDBC drivers on platforms or from databases lacking suitable ODBC drivers.

ODBC today
ODBC remains largely universal today, with drivers available for most platforms and most databases. It is not
uncommon to find ODBC drivers for database engines that are meant to be embedded, like SQLite, as a way to allow
existing tools to act as front-ends to these engines for testing and debugging.[13]

However, the rise of thin client computing using HTML as an intermediate format has reduced the need for ODBC.
Many web development platforms contain direct links to target databases - MySQL being particularly common. In
these scenarios, there is no direct client-side access nor multiple client software systems to support; everything goes
through the programmer-supplied HTML application. The virtualization that ODBC offers is no longer a strong
requirement, and development of ODBC is no longer as active as it once was.
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Version history
Version history:
•• 1.0: released in September 1992
•• 2.0: ca 1994
•• 2.5
• 3.0: ca 1995, John Goodson of Intersolv and Frank Pellow and Paul Cotton of IBM provided significant input to

ODBC 3.0[14]

•• 3.5: ca 1997
•• 3.8: ca 2009, with Windows 7

Drivers and Managers

Drivers
ODBC is based on the device driver model, where the driver encapsulates the logic needed to convert a standard set
of commands and functions into the specific calls required by the underlying system. For instance, a printer driver
presents a standard set of printing commands, the API, to applications using the printing system. Calls made to those
APIs are converted by the driver into the format used by the actual hardware, say PostScript or PCL.
In the case of ODBC, the drivers encapsulate a number of functions that can be broken down into several broad
categories. One set of functions is primarily concerned with finding, connecting to and disconnecting from the
DBMS that driver talks to. A second set is used to send SQL commands from the ODBC system to the DBMS,
converting or interpreting any commands that are not supported internally. For instance, a DBMS that does not
support cursors can emulate this functionality in the driver. Finally, another set of commands, mostly used internally,
is used to convert data from the DBMS's internal formats to a set of standardized ODBC formats, which are based on
the C language formats.
An ODBC driver enables an ODBC-compliant application to use a data source, normally a DBMS. Some
non-DBMS drivers exist, for such data sources as CSV files, by implementing a small DBMS inside the driver itself.
ODBC drivers exist for most DBMSs, including Oracle, PostgreSQL, MySQL, Microsoft SQL Server (but not for
the Compact aka CE edition), Sybase ASE, and DB2. Because different technologies have different capabilities,
most ODBC drivers do not implement all functionality defined in the ODBC standard. Some drivers offer extra
functionality not defined by the standard.

Driver Manager
Device drivers are normally enumerated, set up and managed by a separate Manager layer, which may provide
additional functionality. For instance, printing systems often include functionality to provide spooling functionality
on top of the drivers, providing print spooling for any supported printer.
In ODBC the Driver Manager (DM) provides these features. The DM can enumerate the installed drivers and present
this as a list, often in a GUI-based form.
But more important to the operation of the ODBC system is the DM's concept of Data Source Names, or DSN.
DSNs collect additional information needed to connect to a particular data source, as opposed to the DBMS itself.
For instance, the same MySQL driver can be used to connect to any MySQL server, but the connection information
to connect to a local private server is different from the information needed to connect to an internet-hosted public
server. The DSN stores this information in a standardized format, and the DM provides this to the driver during
connection requests. The DM also includes functionality to present a list of DSNs using human readable names, and
to select them at run-time to connect to different resources.
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The DM also includes the ability to save partially complete DSN's, with code and logic to ask the user for any
missing information at runtime. For instance, a DSN can be created without a required password. When an ODBC
application attempts to connect to the DBMS using this DSN, the system will pause and ask the user to provide the
password before continuing. This frees the application developer from having to create this sort of code, as well as
having to know which questions to ask. All of this is included in the driver and the DSNs.

Bridging configurations
A bridge is a special kind of driver: a driver that uses another driver-based technology.

ODBC-to-JDBC (or simply ODBC-JDBC) bridges
An ODBC-JDBC bridge consists of an ODBC driver which uses the services of a JDBC driver to connect to a
database. This driver translates ODBC function-calls into JDBC method-calls. Programmers usually use such a
bridge when they lack an ODBC driver for a particular database but have access to a JDBC driver.

JDBC-to-ODBC (or simply JDBC-ODBC) bridges
A JDBC-ODBC bridge consists of a JDBC driver which employs an ODBC driver to connect to a target database.
This driver translates JDBC method calls into ODBC function calls. Programmers usually use such a bridge when a
particular database lacks a JDBC driver. Sun Microsystems included one such bridge in the JVM, but viewed it as a
stop-gap measure while few JDBC drivers existed. Sun never intended its bridge for production environments, and
generally recommended against its use. As of 2008[15] independent data-access vendors deliver JDBC-ODBC
bridges which support current standards for both mechanisms, and which far outperform the JVM built-in.[citation

needed]

OLE DB-to-ODBC bridges
An OLE DB-ODBC bridge consists of an OLE DB Provider which uses the services of an ODBC driver to connect
to a target database. This provider translates OLE DB method calls into ODBC function calls. Programmers usually
use such a bridge when a particular database lacks an OLE DB provider. Microsoft ships one, MSDASQL.DLL, as
part of the MDAC system component bundle, together with other database drivers, to simplify development in
COM-aware languages (e.g. Visual Basic). Third parties have also developed such, notably OpenLink Software
whose 64-bit OLE DB Provider for ODBC Data Sources filled the gap when Microsoft initially deprecated this
bridge for their 64-bit OS.[15] (Microsoft later relented, and 64-bit Windows starting with Windows Server 2008 and
Windows Vista SP1 have shipped with a 64-bit version of MSDASQL.)

ADO.NET-to-ODBC bridges
An ADO.NET-ODBC bridge consists of an ADO.NET Provider which uses the services of an OBDC driver to
connect to a target database. This provider translates ADO.NET method calls into ODBC function calls.
Programmers usually use such a bridge when a particular database lacks an ADO.NET provider. Microsoft ships one
as part of the MDAC system component bundle, together with other database drivers, to simplify development in C#.
Third parties have also developed such.
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OLE DB provider
An OLE DB provider is a software component enabling an OLE DB consumer to interact with a data source. OLE
DB providers are analogous to ODBC drivers, JDBC drivers, and ADO.NET data providers.
OLE DB providers can be created to access such simple data stores as a text file and spreadsheet, through to such
complex databases as Oracle, Microsoft SQL Server, Sybase ASE, and many others. It can also provide access to
hierarchical data stores such as email systems.
However, because different data store technologies can have different capabilities, every OLE DB provider cannot
implement every possible interface available in the OLE DB standard. The capabilities that are available are
implemented through the use of COM objects; an OLE DB provider will map the data store technologies
functionality to a particular COM interface. Microsoft describes the availability of an interface as
"provider-specific," as it may not be applicable depending on the data store technology involved. Note also that
providers may augment the capabilities of a data store; these capabilities are known as services in Microsoft
parlance.

OLE DB providers
• SQLSummit.com: Catalogue of OLE DB Providers [1]

• Microsoft [2] ships a few OLE DB Providers as part of its MDAC and JET kits
• Simba Technologies ships SimbaProvider, an SDK used to build custom OLE DB for OLAP providers for

multi-dimensional and star schema database connectivity.
• OpenLink Software ships components supporting OLE DB access [3] to a number of data sources, including

several SQL DBMS, as well as Bridges to ODBC- and JDBC-accessible data sources
• OLE DB Provider for Interbase and Firebird (supports 14 database types, free and pro versions are available) [4]

• OLE DB Provider for PostgreSQL [5]

External links
• "OLE DB Providers Overview" [6]. Microsoft. MSDN: Data Developer Center. Retrieved 23 March 2011.
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OLE DB
OLE DB (Object Linking and Embedding, Database, sometimes written as OLEDB or OLE-DB), an API designed
by Microsoft, allows accessing data from a variety of sources in a uniform manner. The API provides a set of
interfaces implemented using the Component Object Model (COM); it is otherwise unrelated to OLE. Microsoft
originally intended OLE DB as a higher-level replacement for, and successor to, ODBC, extending its feature set to
support a wider variety of non-relational databases, such as object databases and spreadsheets that do not necessarily
implement SQL.

Methodology
OLE DB separates the data store from the application that needs access to it through a set of abstractions that include
the datasource, session, command, and rowsets. This was done because different applications need access to different
types and sources of data, and do not necessarily want to know how to access functionality with technology-specific
methods. OLE DB is conceptually divided into consumers and providers. The consumers are the applications that
need access to the data, and the providers are the software components that implement the interface and thereby
provides the data to the consumer. OLE DB is part of the Microsoft Data Access Components (MDAC) stack.

Support status
Microsoft's release of SQL Server 2012 (internal code: 'Denali') is the last to include an OLE DB provider for SQL
Server, but support will continue for 7 years.[1] According to a related Microsoft FAQ,[2] "Providers like ADO.Net
which can run on top of OLE DB will not support OLE DB once the latter is deprecated", but the same answer in the
FAQ states that the original post relates only to the OLE DB provider for SQL Server, so the position of OLE DB
itself remains unclear. The same FAQ states that ODBC performs better than OLE DB in most cases.
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UnixODBC

unixODBC

Stable release 2.3.2 / October 8, 2013

Operating system Cross-platform

Type Data Access API

License GNU GPL/LGPL

Website www.unixODBC.org [1]

unixODBC is an open source project that implements the ODBC API. The code is provided under the GNU
GPL/LGPL license and can be built and used on many different operating systems, including most versions of Unix,
Linux, Mac OS X, IBM OS/2 and Microsoft's Interix.
The goals of the project include:
• Provide developers with the tools to port Microsoft Windows ODBC applications to other platforms with the

minimum of code changes.
• Maintain the project as a vendor neutral interface database SDK
•• Provide people who write ODBC drivers the tools to port their drivers to non Windows platforms
•• Provide the user with a set of GUI and command line tools for managing their database access
• Maintain links with both the free software community and commercial database vendors, to ensure

interoperability

History

1999
The unixODBC project was first started in the early months of 1999 (by Peter Harvey) and was created as at that
time the developers of iODBC (another open source ODBC implementation) were not then willing to LGPL the
code, expand the API to include the current ODBC 3 API specification, and did not consider the addition of GUI
based configuration tools worthwhile. iODBC now has these parts added, and applications that use the ODBC
interface may use both iODBC and unixODBC, without change in most cases, as a result of both projects adhering to
the single ODBC specification.

1999 July
The original driver manager was very basic. The driver manager was rewritten by Easysoft's [2] Nick Gorham soon
after the project started. Nick assumed leadership of the project in July 1999 with Peter Harvey continuing work on
supporting code.
The development of unixODBC progressed since its origin, with contributions from many developers, both in the
open source community and also from commercial database companies, including IBM, Oracle Corporation and
SAP.
It is included as part of the standard installation of many Linux distributions.
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2009
The unixODBC project was split into several projects (all hosted on SourceForge);
• unixODBC [3] ("Core" and "Dev" bits)
• unixODBC-GUI-Qt [4] (Qt based GUI bits)
• unixODBC-Test [5] (multiple test frameworks)
This split was done to allow faster releases of supporting work while maintaining focus on stability and consistency
for the core code.

External links
• unixODBC homepage [6]

• UnixODBC & MySQL Sample Program [7]
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IODBC

iODBC

Stable release 3.52.7 / September 10, 2009

Operating system Cross-platform

Type Data Access API

License BSD, LGPL

Website www.iodbc.org [1]

iODBC is an open source initiative managed by OpenLink Software. It is a platform-independent ODBC SDK and
runtime offering that enables the development of ODBC-compliant applications and drivers outside the Windows
platform. The prime goals of this project are as follows:
•• Simplify the effort of porting ODBC applications from Windows to other platforms
•• Simplify the effort of porting ODBC drivers from Windows to other platforms
•• Create consistent ODBC-utilization experience across all platforms

History
iODBC emerged from a cooperative effort between OpenLink Software and Ke Jin. OpenLink Software produced a
Driver Manager-less ODBC SDK that it branded as Universal DataBase Connectivity (UDBC) in 1993, because of
the sporadic nature of shared library implementations across Unix platforms. Ke Jin used UDBC as inspiration for
building a Driver Manager for ODBC outside the windows platform.
Over time Ke Jin and OpenLink Software decided to merge this effort into a single Open Source offering under the
LGPL license.
This process occurred at a time when the Free Software Foundation sought to have iODBC as a GPL offering. The
delay in determining final licensing status for iODBC led to the emergence of UnixODBC and led to a fork in the
platform-independent ODBC SDK and runtime that exists today. Drivers and applications written using either SDK
have remained compatible (a tribute to both projects).

External links
• iODBC homepage [1]
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Pool (computer science)
A pool in computer science is a set of initialised resources that are kept ready to use, rather than allocated and
destroyed on demand. A client of the pool will request an object from the pool and perform operations on the
returned object. When the client has finished with an object (or resource), it returns it to the pool, rather than
destroying it.
Pooling of resources can offer a significant performance boost in situations where the cost of initializing a class
instance is high, the rate of instantiation of a class is high, and the number of instances in use at any one time is low.
The pooled resource is obtained in predictable time when creation of the new objects (especially over network) may
take variable time.
However these benefits are mostly true for objects which are expensive with respect to time, such as database
connections, socket connections, threads and large graphic objects like fonts or bitmaps. In certain situations, simple
object pooling (which hold no external resources, but only occupy memory) may not be efficient and could decrease
performance.
Special cases are:
•• Connection pool
•• Thread pool
•• Memory pool
Pool can also refer to a design pattern for implementing them in object-oriented languages, such as the object pool
pattern.
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Connection pool
In software engineering, a connection pool is a cache of database connections maintained so that the connections
can be reused when future requests to the database are required. Connection pools are used to enhance the
performance of executing commands on a database. Opening and maintaining a database connection for each user,
especially requests made to a dynamic database-driven website application, is costly and wastes resources. In
connection pooling, after a connection is created, it is placed in the pool and it is used over again so that a new
connection does not have to be established. If all the connections are being used, a new connection is made and is
added to the pool. Connection pooling also cuts down on the amount of time a user must wait to establish a
connection to the database.

Applications
Connection pooling is used in web-based and enterprise applications and is handled by the application server.
Dynamic web pages without connection pooling open connections to database services when they are needed and
close them when the page is done servicing a particular request. Pages that use connection pooling instead maintain
open connections in a pool. When the page requires access to the database, it simply uses an existing connection
from the pool, and establishes a new connection only if no pooled connections are available. This reduces the
overhead associated with connecting to the database to service individual requests.
Local applications that need frequent access to databases can also benefit from connection pooling. Open
connections can be maintained in local applications that don't need to service separate remote requests like
application servers, but implementations of connection pooling can be complicated. There are a number of libraries
available that implement connection pooling and related SQL query pooling, simplifying implementation of
connection pools in database-intensive applications.
Connection pools can be configured with restrictions on the numbers of minimum connections, maximum
connections and idle connections to optimize the performance of pooling in specific problem contexts and
environments.

Database support
Connection pooling is supported by IBM DB2,[1] Microsoft SQL Server,[2] Oracle,[3] MySQL,[4] and PostgreSQL.[5]
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Remote Database Access
Remote database access (RDA) is a protocol standard for database access.

Purpose
RDA describes the connection of a database client to a database server. It includes features for
•• communicating database operations and parameters from the client to the server,
•• in return, transporting result data from the server to the client,
• database transaction management.
•• exchange of information.
RDA is an application-level protocol, inasmuch that it builds on an existing network connection between client and
server. In the case of TCP/IP connections, RFC 1066 is used for implementing RDA.

History
RDA was published in 1993, as a combined standard of ANSI, ISO and IEC. The standards definition comprises two
parts:
•• ANSI/ISO/IEC 9579-1:1993
•• ANSI/ISO/IEC 9579-2:1993

Sources
• "Remote Database Access" [1]. NIST SQL Project. National Institute of Standards and Technology. Retrieved

2008-04-12.
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SQLJ
SQLJ is an outdated working title for efforts to combine Java and SQL. It was a common effort started around 1997
by engineers from IBM, Oracle, Compaq, Informix, Sybase, Cloudscape and Sun Microsystems.
It consists of the three parts: 0, 1 and 2. Part 0 describes the embedding of SQL statements into Java programs. SQLJ
part 0 is the basis for part 10 of the SQL:1999 standard, aka SQL Object Language Bindings (SQL/OLB). SQLJ
parts 1 and 2 describes the converse possibility to use Java classes (routines and types) from SQL statements. Parts 1
and 2 are the basis for part 13 of the SQL standard, SQL Routines and Types Using the Java Programming Language
(SQL/JRT).
"SQLJ" is commonly used to refer to just SQLJ part 0, usually when it is contrasted with other means of embedding
SQL in Java, like JDBC.

ANSI and ISO standards
• SQLJ part 0: ANSI X3.135.10-1998, "Database Language SQL—Part 10: Object Language Bindings

(SQL/OLB)"
• SQLJ part 1: ANSI NCITS 331.1-1999, "SQLJ—Part 1: SQL Routines Using the Java Programming Language"
• SQLJ part 2: ANSI NCITS 331.2-2000, "SQLJ—Part 2: SQL Types Using the Java Programming Language"
Part 0 was updated for JDBC 2.0 compatibility and ratified by ISO in 2000. The last two parts were combined when
submitted to ISO. Part 2 was substantially rewritten for the ISO submission because the ANSI version was not
formal enough for a specification, being closer to the style of a user manual. The combined version was ratified in
2002.
• ISO/IEC 9075-10:2000, Information technology—Database languages—SQL—Part 10: Object Language

Bindings (SQL/OLB)
• ISO/IEC 9075-13:2002, Information technology—Database languages—SQL—Part 13: SQL Routines and Types

Using the Java Programming Language (SQL/JRT).

SQLJ part 0
The SQLJ part 0 specification largely originated from Oracle, who also provided the first reference implementation.
In the following SQLJ is a synonym for SQLJ part 0.
Whereas JDBC provides an API, SQLJ consists of a language extension. Thus programs containing SQLJ must be
run through a preprocessor (the SQLJ translator) before they can be compiled.

Advantages and disadvantages
Some advantages of SQLJ over JDBC include:
•• SQLJ commands tend to be shorter than equivalent JDBC programs.
•• SQL syntax can be checked at compile time. The returned query results can also be checked strictly.
•• Preprocessor might generate static SQL which performs better than dynamic SQL because query plan is created

on program compile time, stored in database and reused at runtime. Static SQL can guarantee access plan
stability. IBM DB2 supports static SQL use in SQLJ programs.

Disadvantages include:
•• SQLJ requires a preprocessing step.
• Many IDEs do not have SQLJ support.
• SQLJ lacks support for most of the common persistence frameworks, such as Hibernate.
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Examples
The following examples compare SQLJ syntax with JDBC usage.

Multi-row query

JDBC SQLJ

<font size="7.22">
PreparedStatement stmt = conn.prepareStatement(
   "SELECT LASTNAME"
 + " , FIRSTNME"
 + " , SALARY"
 + " FROM DSN8710.EMP"
 + " WHERE SALARY BETWEEN ? AND ?");
stmt.setBigDecimal(1, min);
stmt.setBigDecimal(2, max);
ResultSet rs = stmt.executeQuery();
while (rs.next()) {
  lastname = rs.getString(1);
  firstname = rs.getString(2);
  salary = rs.getBigDecimal(3);
  // Print row...
}
rs.close();
stmt.close();
</font>

<font size="7.22">
#sql private static iterator EmployeeIterator(String, String, 
BigDecimal);
...
EmployeeIterator iter;
#sql [ctx] iter = {
  SELECT LASTNAME
       , FIRSTNME
       , SALARY
    FROM DSN8710.EMP
   WHERE SALARY BETWEEN :min AND :max
};
do {
  #sql {
    FETCH :iter
     INTO :lastname, :firstname, :salary
  };
  // Print row...
} while (!iter.endFetch());
iter.close();
</font>

Single-row query

JDBC SQLJ

PreparedStatement stmt = conn.prepareStatement(
    "SELECT MAX(SALARY), AVG(SALARY)"
  + " FROM DSN8710.EMP");
rs = stmt.executeQuery();
if (!rs.next()) {
  // Error—no rows found
}
maxSalary = rs.getBigDecimal(1);
avgSalary = rs.getBigDecimal(2);
if (rs.next()) {
  // Error—more than one row found
}
rs.close();
stmt.close();

#sql [ctx] {
  SELECT MAX(SALARY), AVG(SALARY)
    INTO :maxSalary, :avgSalary
    FROM DSN8710.EMP
};



SQLJ 495

INSERT

JDBC SQLJ

<font size="6.16">
stmt = conn.prepareStatement(
   "INSERT INTO DSN8710.EMP " +
   "(EMPNO, FIRSTNME, MIDINIT, LASTNAME, HIREDATE, SALARY) "
 + "VALUES (?, ?, ?, ?, CURRENT DATE, ?)");
stmt.setString(1, empno);
stmt.setString(2, firstname);
stmt.setString(3, midinit);
stmt.setString(4, lastname);
stmt.setBigDecimal(5, salary);
stmt.executeUpdate();
stmt.close();
</font>

<font size="6.16">
#sql [ctx] {
  INSERT INTO DSN8710.EMP
    (EMPNO,  FIRSTNME,   MIDINIT,  LASTNAME,  HIREDATE,     SALARY)
  VALUES
    (:empno, :firstname, :midinit, :lastname, CURRENT DATE, :salary)
};
</font>
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External links
• http:/ / sqlj. org/
• IBM Redbook: DB2 for z/OS and OS/390: Ready for Java (http:/ / www. redbooks. ibm. com/ abstracts/

sg246435. html)
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Native Queries
Native Queries are a concise and type-safe way to express queries directly as Java and C# methods.
Native Queries are based on Safe Queries by Cook and Rai and were first[citation needed] implemented in db4o's open
source object database as well as POJQ on Java.net.

Products
• db4o [1] - database for objects
• JODB [2] - Java Objects Database
• pojq [3] - Plain Old Java Queries
• NeoDatis [4] - NeoDatis ODB

External links
• Native Queries for Persistent Objects [5] - Whitepaper by Cook, Rosenberger

References
[1] http:/ / www. db4o. com/
[2] http:/ / www. java-objects-database. com/
[3] https:/ / pojq. dev. java. net/
[4] http:/ / www. neodatis. org/
[5] http:/ / www. ddj. com/ windows/ 184406432

Meta-SQL
'Meta-SQL' Use (with reference to PeopleSoft)
Meta-SQL expands to platform-specific SQL substrings, causes another function to be called, or substitutes a value.
Meta-SQL constructs are used in functions that pass SQL strings, such as the following:
•• SQLExec.
•• Scroll buffer functions (ScrollSelect and its relatives)
•• PeopleSoft Application Designer dynamic and SQL views
•• Some Rowset class methods (Select, SelectNew, Fill, and so on.)
•• The SQL class
•• PeopleSoft Application Engine programs
•• Some Record class methods (Insert, Update, and so on.)

• COBOL functions

http://en.wikipedia.org/w/index.php?title=William_Cook_%28computer_scientist%29
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Db4o
http://www.db4o.com/
http://www.java-objects-database.com/
https://pojq.dev.java.net/
http://www.neodatis.org/
http://www.ddj.com/windows/184406432
http://www.db4o.com/
http://www.java-objects-database.com/
https://pojq.dev.java.net/
http://www.neodatis.org/
http://www.ddj.com/windows/184406432
http://en.wikipedia.org/w/index.php?title=PeopleSoft
http://en.wikipedia.org/w/index.php?title=COBOL


Meta-SQL 497

Meta-SQL Element
Types There are three types of meta-SQL elements:
•• Constructs are a direct substitution of a value, and help to build or modify a SQL statement. Examples include

%Bind, %InsertSelect, and %List.
•• Functions perform actions or cause another function to be called. Examples include %ClearCursor, %Execute,

and %ExecuteEdits.
•• Meta-variables enable substitution of text within SQL statements. Examples include %AsOfDate, %Comma, and

%JobInstance.
Meta-SQL Placement Considerations: Not all meta-SQL can be used by all programs. Some meta-SQL can be used
only in Application Engine programs. Other meta-SQL can only be used as part of a SQL statement in a SQL or
dynamic view. The following table lists available meta-SQL elements and where each element can be used.
If a meta-SQL construct, function, or meta-variable is supported in PeopleCode, it is supported in all types of
PeopleCode programs; that is, in Application Engine PeopleCode programs (actions), component interface
PeopleCode programs, and so on.
Note: Even if a meta-SQL element is used in PeopleCode, you cannot use meta-SQL like a built-in function. You
can use meta-SQL in the SQLExec function, the Select method, the Fill method, and so on. Note: Meta-SQL is not
available in SQR
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ADO.NET

ADO.NET

Operating system Microsoft Windows

Type Software framework

License MS-EULA, BCL under Microsoft Reference License

Website ADO.NET Overview on MSDN [1]

ADO.NET is a set of computer software components that programmers can use to access data and data services
based on disconnected DataSets and XML. It is a part of the base class library that is included with the Microsoft
.NET Framework. It is commonly used by programmers to access and modify data stored in relational database
systems, though it can also access data in non-relational sources. ADO.NET is sometimes considered an evolution of
ActiveX Data Objects (ADO) technology, but was changed so extensively that it can be considered an entirely new
product.

Architecture

This technology forms a Batata part of .NET Framework 3.0
(having been part of the framework since version 1.0)

ADO.NET is conceptually divided into consumers and
data providers. The consumers are the applications that
need access to the data, and the providers are the software
components that implement the interface and thereby
provide the data to the consumer.

ADO.NET and Visual Studio

Functionality exists in Visual Studio IDE to create
specialized subclasses of the DataSet classes for a
particular database schema, allowing convenient access to
each field through strongly typed properties. This helps
catch more programming errors at compile-time and
enhances the IDE's Intellisense feature.

ADO.NET and O/R Mapping

Entity Framework

The ADO.NET Entity Framework is a set of
data-access APIs for the Microsoft .NET Framework,
similar to the Java Persistence API, targeting the version of ADO.NET that ships with .NET Framework 4.0.
ADO.NET Entity Framework is included with .NET Framework 4.0 and Visual Studio 2010, released in April 2010.
An Entity Framework Entity is an object which has a key representing the primary key of a logical datastore entity.
A conceptual Entity Data Model (Entity-relationship model) is mapped to a datastore schema model. Using the
Entity Data Model, the Entity Framework allows data to be treated as entities independently of their underlying
datastore representations.
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Entity SQL, a SQL-like language, serves for querying the Entity Data Model (instead of the underlying datastore).
Similarly, LINQ extension LINQ to Entities provides typed querying on the Entity Data Model. Entity SQL and
LINQ to Entities queries are converted internally into a Canonical Query Tree which is then converted into a query
understandable to the underlying database.

External links
ADO.NET
• ADO.NET Overview on MSDN [1]

• ADO.NET for the ADO Programmer [2]

• ADO.NET Connection Strings [3]

• ADO.NET Team Blog [4]

• List of ADO.NET Providers at databasedrivers.com [5]

Incubation Projects
• Data Access Incubation Projects [6]

• Jasper [7], download [8]

References
[1] http:/ / msdn2. microsoft. com/ en-us/ library/ aa286484. aspx
[2] http:/ / msdn2. microsoft. com/ en-us/ library/ ms973217. aspx
[3] http:/ / www. devlist. com/ ConnectionStringsPage. aspx
[4] http:/ / blogs. msdn. com/ adonet/
[5] http:/ / www. databasedrivers. com/ ado/
[6] http:/ / msdn2. microsoft. com/ en-us/ data/ bb419139. aspx
[7] http:/ / blogs. msdn. com/ adonet/ archive/ 2007/ 04/ 30/ project-codename-jasper-announced-at-mix-07. aspx
[8] http:/ / www. microsoft. com/ downloads/ details. aspx?FamilyId=471BB3AC-B31A-49CD-A567-F2E286715C8F& displaylang=en
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Software and Tools

List of relational database management systems
This is a list of relational database management systems.

List of Software
•• 4th Dimension
•• Adabas D
•• Alpha Five
•• Apache Cassandra
•• Apache Derby
•• Aster Data
•• Altibase
•• BlackRay
•• CA-Datacom
•• Clarion
•• Clustrix
•• CSQL
•• CUBRID
•• Daffodil database
•• DataEase
•• Database Management Library
•• Dataphor
•• dBase
• Derby aka Java DB
•• Empress Embedded Database
•• EXASolution
•• EnterpriseDB
•• eXtremeDB
•• FileMaker Pro
•• Firebird
•• Greenplum
•• GroveSite
•• H2
•• Helix database
•• HSQLDB
•• IBM DB2
•• IBM Lotus Approach
•• IBM DB2 Express-C
•• Infobright
•• Informix
•• Ingres
•• InterBase
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•• InterSystems Caché
•• GT.M
•• Linter
•• MariaDB
•• MaxDB
•• MemSQL
•• Microsoft Access
• Microsoft Jet Database Engine (part of Microsoft Access)
•• Microsoft SQL Server
•• Microsoft SQL Server Express
•• Microsoft Visual FoxPro
•• Mimer SQL
•• MonetDB
•• MongoDB
•• mSQL
•• MySQL
•• Netezza
•• NexusDB
•• NonStop SQL
•• NoSQL
•• Openbase
•• OpenLink Virtuoso (Open Source Edition)
•• OpenLink Virtuoso Universal Server
•• OpenOffice.org Base
•• Oracle
• Oracle Rdb for OpenVMS
•• Panorama
•• Pervasive PSQL
•• Polyhedra
•• PostgreSQL
•• Postgres Plus Advanced Server
•• Progress Software
•• RDM Embedded
•• RDM Server
•• The SAS system
•• SAND CDBMS
•• SAP HANA
•• SAP Sybase Adaptive Server Enterprise
•• SAP Sybase IQ
• SQL Anywhere (formerly known as Sybase Adaptive Server Anywhere and Watcom SQL)
•• ScimoreDB
•• SmallSQL
•• solidDB
•• SQLBase
•• SQLite
•• Sybase Advantage Database Server
•• Teradata
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•• TimesTen
•• txtSQL
•• mizanSQL
•• Unisys RDMS 2200
•• UniData
•• UniVerse
•• Vectorwise
•• Vertica
•• VMDS

Historical
• Britton Lee IDMs
•• Cornerstone
•• IBM System R
•• MICRO Information Management System
•• Oracle Rdb
•• Paradox
•• Pick
•• PRTV
•• QBE
•• IBM SQL/DS
•• Sybase SQL Server

Relational by the Date-Darwen-Pascal Model

Current
• Alphora Dataphor (a proprietary virtual, federated DBMS and RAD MS .Net IDE).
• Rel (free Java implementation).

Obsolete
• IBM Business System 12
• IBM IS1
• IBM PRTV (ISBL)
•• Multics Relational Data Store
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Comparison of relational database management
systems
The following tables compare general and technical information for a number of relational database management
systems. Please see the individual products' articles for further information. Unless otherwise specified in footnotes,
comparisons are based on the stable versions without any add-ons, extensions or external programs.

General information

Maintainer First public
release date

Latest stable
version

Latest release
date

Software license

4D (4th Dimension) 4D S.A.S. 1984 v13.2 2012-11-12 Proprietary

ADABAS Software AG 1970 8.1 2013-06 Proprietary

Adaptive Server Enterprise Sybase 1987 15.7 Proprietary

Advantage Database Server
(ADS)

Sybase 1992 11.1 2012 Proprietary

Altibase Altibase Corp. 2000 6.1.1 2012-04-01 Proprietary

Apache Derby Apache 2004 10.10.1.1 2013-04-15 Apache License

Clustrix Clustrix 2010 v5.0 2013-05-01 Proprietary

CUBRID NHN Corporation 2008-11 8.4.1 2012-02-24 GPL v2 or later

Datacom CA, Inc. ? 11.2 Proprietary

DB2 IBM 1983 10.5 2013-04-23 Proprietary

Drizzle Brian Aker 2008 7.1.36 2012-05-23 GPL v2 and v3, with some
BSD components

Empress Embedded Database Empress Software Inc 1979 10.20 2010-03 Proprietary

EXASolution EXASOL AG 2004 4.2.2 2013-10-17 Proprietary

Firebird Firebird project 2000-07-25 2.5.2 2013-03-24 IPL and IDPL

HSQLDB HSQL Development Group 2001 2.3.1 2013-10-08 BSD

H2 H2 Software 2005 1.3.171 2013-03-17 EPL and modified MPL

Informix Dynamic Server IBM 1980 12.10.xC2 2013-10-01 Proprietary

Ingres Ingres Corp. 1974 Ingres
Database 10

2010-10-12 GPL and Proprietary

InterBase Embarcadero 1984 InterBase XE 2010-09-21 Proprietary

Linter SQL RDBMS RELEX Group 1990 6.x 2013-08-26 Proprietary

LucidDB The Eigenbase Project 2007-01 0.9.3 GPL v2

MariaDB MariaDB Community 2010-02-01 5.5.35[1] 2014-01-29 GPL v2 and LGPL for
client-libraries

MaxDB SAP AG 2003-05 7.6 2008-01 Proprietary

Microsoft Access (JET) Microsoft 1992 15 (2013) 2012-10-02 Proprietary

Microsoft Visual Foxpro Microsoft 1984 9 (2005) 2007-10-11 Proprietary

Microsoft SQL Server Microsoft 1989 2012 (v11) Proprietary
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Microsoft SQL Server
Compact (Embedded
Database)

Microsoft 2000 2011 (v4.0) Proprietary

MonetDB/SQL The MonetDB Developer
Team

2004 11.9.1 2012-04 MonetDB License v1.1
(based on the MPL 1.1)

mSQL Hughes Technologies 1994 3.9 2011-02 Proprietary

MySQL Sun Microsystems (now
Oracle Corporation)

1995-11 5.6.31 2013-07-30 GPL v2 or Proprietary

MemSQL MemSQL 2012-06 1.8 (2012) 2012-12 Proprietary

Nexusdb Nexus Database Systems
Pty Ltd

2003-09 3.04 2010-05-08 Proprietary

HP NonStop SQL Hewlett-Packard 1987 SQL/MX 2.3 Proprietary

Omnis Studio TigerLogic Inc 1982-07 4.3.1 Release
1no

2008-05 Proprietary

OpenBase SQL OpenBase International 1991 11.0.0 Proprietary

OpenEdge Progress Software
Corporation

1984 11.0 Proprietary

OpenLink Virtuoso OpenLink Software 1998 7.x 2013-08-05 GPL v2 or Proprietary

Oracle Oracle Corporation 1979-11 12c Release 1 2013-06-25 Proprietary

Oracle Rdb Oracle Corporation 1984 7.2.5.3.0 2013-07-16 Proprietary

Paradox Corel Corporation 1985 11 2003 Proprietary

Pervasive PSQL Pervasive Software 1982 v11 SP3 2013 Proprietary

Polyhedra DBMS ENEA AB 1993 8.7 2013-03 Proprietary

PostgreSQL PostgreSQL Global
Development Group

1989-06 9.3.3 2014-02-20 PostgreSQL Licence (a
liberal Open Source license)

R:Base R:BASE Technologies 1982 9.5 Proprietary

RDM Raima Inc. 1984 11.0 2012-06-29 Proprietary

RDM Server Raima Inc. 1993 8.4 2012-10-31 Proprietary

SAP HANA SAP AG 2010 1.0 Proprietary

ScimoreDB Scimore 2005 3.0 2008-03-03 Proprietary

SmallSQL SmallSQL 2005-04-16 0.20 2008-12 LGPL

SQL Anywhere Sybase 1992 12.0 2010-07-09 Proprietary

SQLBase Unify Corp. 1982 11.5 2008-11 Proprietary

SQLite D. Richard Hipp 2000-08-17 3.8.0.2 2013-09-03 Public domain

Superbase Superbase 1984 Scientific
(2004)

Proprietary

Teradata Teradata 1984 14.10 Proprietary

UniData Rocket Software 1988 7.2.12 2011-10 Proprietary

Xeround Cloud Database Xeround Systems 2010 3.1 2011-10-11 SaaS
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Operating system support
The operating systems that the RDBMSes can run on.

Windows OS X Linux BSD UNIX AmigaOS Symbian z/OS iOS Android

4th Dimension Yes Yes No No No No No No No No

ADABAS Yes No Yes No Yes No No Yes No No

Adaptive Server Enterprise Yes No Yes Yes Yes No No No Yes Yes

Advantage Database Server Yes No Yes No No No No No No No

Altibase Yes No Yes No Yes No No No No No

Apache Derby Yes Yes Yes Yes Yes No No Yes ? No

Clustrix No No Yes No Yes No No No No No

CUBRID Yes Partial Yes No No No No No No No

Drizzle No Yes Yes Yes Yes No No No No No

DB2
Yes

Yes
(Express C)

Yes No Yes No No Yes Yes No

Empress Embedded Database Yes Yes Yes Yes Yes No No No No Yes

EXASolution No No Yes No No No No No No No

Firebird Yes Yes Yes Yes Yes No No Maybe No No

HSQLDB Yes Yes Yes Yes Yes No No Yes ? ?

H2 Yes Yes Yes Yes Yes No No Yes ? Yes

FileMaker Yes Yes No No No No No No Yes No

Informix Dynamic Server Yes Yes Yes Yes Yes No No No No No

Ingres Yes Yes Yes Yes Yes No No Partial No No

InterBase
Yes Yes Yes No

Yes
(Solaris)

No No No No No

Linter SQL RDBMS
Yes Yes Yes Yes Yes No No

Under Linux on
System z

No Yes

LucidDB Yes Yes Yes No No No No No No No

MariaDB Yes Yes Yes Yes Yes No No No ? ?

MaxDB Yes No Yes No Yes No No Maybe No No

Microsoft Access (JET) Yes No No No No No No No No No

Microsoft Visual Foxpro Yes No No No No No No No No No

Microsoft SQL Server Yes No No No No No No No No No

Microsoft SQL Server Compact
(Embedded Database)

Yes No No No No No No No No No

MonetDB/SQL Yes Yes Yes No Yes No No No ? ?

MySQL Yes Yes Yes Yes Yes Yes Yes Yes ? Yes[2]

Omnis Studio Yes Yes Yes No No No No No No No

OpenBase SQL Yes Yes Yes Yes Yes No No No No No

OpenEdge Yes No Yes No Yes No No No No No

OpenLink Virtuoso Yes Yes Yes Yes Yes No No Yes No No
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Oracle Yes Yes Yes No Yes No No Yes No No

Oracle Rdb No No No No No No No No No No

Pervasive PSQL
Yes

Yes (OEM
only)

Yes No No No No No No No

Polyhedra Yes No Yes No Yes No No No No No

PostgreSQL
Yes Yes Yes Yes Yes No No Under Linux on

System z[3] No Yes

R:Base Yes No No No No No No No No No

RDM Yes Yes Yes Yes Yes No No No Yes No

RDM Server Yes Yes Yes Yes Yes No No No No No

ScimoreDB Yes No No No No No No No No No

SmallSQL Yes Yes Yes Yes Yes No No Yes No No

SQL Anywhere Yes Yes Yes No Yes No No No No Yes

SQLBase Yes No Yes No No No No No No No

SQLite Yes Yes Yes Yes Yes Yes Yes Maybe Yes Yes

Superbase Yes No No No No Yes No No No No

Teradata Yes No Yes No Yes No No No No No

UniData Yes No Yes No Yes No No No No No

UniVerse Yes No Yes No Yes No No No No No

Xeround Cloud Database Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Fundamental features
Information about what fundamental RDBMS features are implemented natively.

ACID Referential
integrity

Transactions Unicode Interface

4th Dimension Yes Yes Yes Yes GUI & SQL

ADABAS
Yes No Yes Yes

proprietary direct call & SQL (via
3rd party)

Adaptive Server Enterprise Yes Yes Yes Yes SQL

Advantage Database Server Yes Yes Yes Yes4 API & SQL

Altibase Yes Yes Yes Yes API & GUI & SQL

Apache Derby Yes Yes Yes Yes SQL

Clustrix Yes Yes Yes Yes SQL

CUBRID Yes Yes Yes Yes GUI & SQL

Drizzle Yes Yes Yes Yes SQL

DB2 Yes Yes Yes Yes GUI & SQL

Empress Embedded Database Yes Yes Yes Yes API & SQL

EXASolution Yes Yes Yes Yes API & GUI & SQL

Firebird Yes Yes Yes Yes SQL
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HSQLDB Yes Yes Yes Yes SQL

H2 Yes Yes Yes Yes SQL

Informix Dynamic Server Yes Yes Yes Yes SQL and JSON

Ingres Yes Yes Yes Yes SQL & QUEL

InterBase Yes Yes Yes Yes SQL

Linter SQL RDBMS Yes Yes Yes Yes GUI & SQL

LucidDB Yes No No Yes SQL

MariaDB
Yes2 Partial3

Yes2 except for
DDL[4] Yes

SQL

MaxDB Yes Yes Yes Yes SQL

Microsoft Access (JET) Yes Yes Yes Yes GUI & SQL

Microsoft Visual FoxPro No Yes Yes No GUI & SQL

Microsoft SQL Server Yes Yes Yes Yes GUI & SQL

Microsoft SQL Server Compact
(Embedded Database)

Yes Yes Yes Yes
GUI & SQL

MonetDB/SQL Yes Yes Yes Yes SQL

MySQL
Yes2 Partial3

Yes2 except for
DDL

Yes GUI 5 & SQL

OpenBase SQL Yes Yes Yes Yes GUI & SQL

Oracle Yes Yes Yes except for DDL Yes API & GUI & SQL

Oracle Rdb Yes Yes Yes Yes SQL

OpenLink Virtuoso Yes Yes Yes Yes API & GUI & SQL

Pervasive PSQL Yes Yes Yes Yes6 API & GUI & SQL

Polyhedra DBMS Yes Yes Yes Yes API & SQL

PostgreSQL Yes Yes Yes Yes API & GUI & SQL

RDM Yes Yes Yes Yes SQL & API

RDM Server Yes Yes Yes Yes SQL & API

ScimoreDB Yes Yes Yes Partial SQL

SQL Anywhere Yes Yes Yes Yes SQL

SQLBase Yes Yes Yes Yes API & GUI & SQL

SQLite Yes Yes Yes Optional[5] API & SQL

Teradata Yes Yes Yes Yes SQL

UniData Yes No Yes Yes Multiple

UniVerse Yes No Yes Yes Multiple

Xeround Cloud Database Yes No Yes Yes SQL

ACID Referential
integrity

Transactions Unicode Interface

Note (1): Currently only supports read uncommited transaction isolation. Version 1.9 adds serializable isolation and
version 2.0 will be fully ACID compliant.
Note (2): MySQL provides ACID compliance through the default InnoDB storage engine.
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Note (3): "For other [than InnoDB] storage engines, MySQL Server parses and ignores the FOREIGN KEY and
REFERENCES syntax in CREATE TABLE statements. The CHECK clause is parsed but ignored by all storage
engines."
Note (4): Support for Unicode is new in version 10.0.
Note (5): MySQL provides GUI interface through MySQL Workbench.
Note (6): Pervasive PSQL provides UTF-8 storage.

Limits
Information about data size limits.

Max DB
size

Max table
size

Max row
size

Max columns per
row

Max Blob/Clob
size

Max
CHAR size

Max
NUMBER

size

Min DATE
value

Max DATE
value

Max
column

name size

4th
Dimension

Limited ? ? 65,135 200 GB (2 GiB
Unicode)

200 GB (2
GiB

Unicode)

64 bits ? ? ?

Advantage
Database
Server

Unlimited 16 EiB 65,530 B 65,135 / (10+
AvgFieldNameLength)

4 GiB ? 64 bits ? ? 128

Apache
Derby

Unlimited Unlimited Unlimited 1,012 (5,000 in views) 2,147,483,647
chars

254
(VARCHAR:

32,672)

64 bits 0001-01-01 9999-12-31 128

Clustrix Unlimited Unlimited 64 MB on
Appliance,
4 MB on

AWS

? 64 MB 64 MB 64 MB 0001-01-01 9999-12-31 254

CUBRID 2 EB 2 EB Unlimited 6400 Unlimited 1 GB 64 bits 0001-01-01 9999-12-31 254

Drizzle Unlimited 64 TB 8 KB 1,000 4 GB (longtext,
longblob)

64 KB
(text)

64 bits 0001 9999 64

DB2 Unlimited 2 ZB 32,677 B 1,012 2 GB 32 KiB) 64 bits 0001-01-01 9999-12-31 128

Empress
Embedded
Database

Unlimited 263-1
bytes

2 GB 32,767 2 GB 2 GB 64 bits 0000-01-01 9999-12-31 32

EXASolution Unlimited Unlimited Unlimited 10,000 N/A 2 MB 128 bits 0001-01-01 9999-12-31 256

FileMaker 8 TB 8 TB 8 TB 256,000,000 4 GB 10^9
characters

10^9
numbers
w/ range

10^-400 to
10^400

0001-01-01 4000-12-31 100

Firebird Unlimited1 ~32 TB 65,536 B Depends on data types
used

2 GB 32,767 B 64 bits 100 32768 31

HSQLDB 64 TB Unlimited8 Unlimited8 Unlimited8 64 TB7 Unlimited8 Unlimited8 0001-01-01 9999-12-31 128

H2 64 TB Unlimited8 Unlimited8 Unlimited8 64 TB7 Unlimited8 64 bits -99999999 99999999 Unlimited8

Max DB
size

Max table
size

Max row
size

Max columns per
row

Max Blob/Clob
size

Max
CHAR size

Max
NUMBER

size

Min DATE
value

Max DATE
value

Max
column

name size
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Informix
Dynamic
Server

~128 PB ~128 PB 32,765
bytes

(exclusive
of large
objects)

32,765 4 TB 32,765 1032 01/01/000110 12/31/9999 128 bytes

Ingres Unlimited Unlimited 256 KB 1,024 2 GB 32 000 B 64 bits 0001 9999 256

InterBase Unlimited1 ~32 TB 65,536 B Depends on data types
used

2 GB 32,767 B 64 bits 100 32768 31

Linter SQL
RDBMS

Unlimited 230 rows 64 KB (w/o
BLOBs), 4

GB (BLOB)

250 4 GB 4 KB 64 bits 0001-01-01 9999-12-31 66

Microsoft
Access
(JET)

2 GB 2 GB 16 MB 255 64 KB (memo
field), 1 GB

("OLE Object"
field)

255 B (text
field)

32 bits 0100 9999 64

Microsoft
Visual
Foxpro

Unlimited 2 GB 65,500 B 255 2 GB 16 MB 32 bits 0001 9999 10

Microsoft
SQL Server

524,272
TB (32

767 files *
16 TB

max file
size)

524,272
TB

8,060 bytes
(Unlimited)6

30,000 2 GB 2 GB6 126 bits2 0001 9999 128

Microsoft
SQL Server
Compact
(Embedded
Database)

4 GB 4 GB 8,060 bytes 1024 2 GB 4000 154 bits 0001 9999 128

MySQL 5 Unlimited MyISAM
storage

limits: 256
TB;

Innodb
storage

limits: 64
TB

64 KB3 4,0964 4 GB (longtext,
longblob)

64 KB
(text)

64 bits 1000 9999 64

OpenLink
Virtuoso

32 TB per
instance

(Unlimited
via elastic

cluster)

DB size
(or 32 TB)

4 KB 200 2 GB 2 GB 231 0 9999 100

Oracle Unlimited
(4 GB *

block size
per

tablespace)

4 GB *
block size

(with
BIGFILE

tablespace)

8 KB 1,000 128 TB 32,767 B11 126 bits −4712 9999 30

Max DB
size

Max table
size

Max row
size

Max columns per
row

Max Blob/Clob
size

Max
CHAR size

Max
NUMBER

size

Min DATE
value

Max DATE
value

Max
column

name size

Pervasive
PSQL

4 billion
objects

256 GB 2 GB 1,536 2 GB 8,000 bytes 64 bits 01-01-0001 12-31-9999 128 bytes
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Polyhedra Limited
by

available
RAM,
address
space

232 rows Unlimited 65,536 4 GB (subject to
RAM)

4 GB
(subject to

RAM)

32 bits 0001-01-01 8000-12-31 255

PostgreSQL Unlimited 32 TB 1.6 TB 250–1600 depending
on type

1 GB (text,
bytea)[6] - stored

inline or 4 TB
(stored in

pg_largeobject)[7]

1 GB Unlimited −4,713 5,874,897 63

RDM
Embedded

Unlimited 248-1 rows 32 KB 1,000 4 GB char: 256,
varchar: 4

KB

64 bits 0001-01-01 11758978-12-31 31

RDM Server Unlimited 264-1 rows 32 KB 32,768 Unlimited 32 KB 64 bits 0001-01-01 11758978-12-31 32

ScimoreDB Unlimited 16 EB 8,050 B 255 16 TB 8,000 B 64 bits ? ? ?

SQL
Anywhere

104 TB
(13 files,
each file

up to 8 TB
(32 KB
pages))

Limited
by file size

Limited by
file size

45,000 2 GB 2 GB 64 bits 0001-01-01 9999-12-31 ?

SQLite 128 TB
(231 pages
* 64 KB
max page

size)

Limited
by file size

Limited by
file size

32,767 2 GB 2 GB 64 bits No DATE
type9

No DATE type9 Unlimited

Teradata Unlimited Unlimited 64 KB
wo/lobs (64
GB w/lobs)

2,048 2 GB 10,000 64 bits ? 9999-12-31
Select

80991231
(date);

30

UniVerse Unlimited Unlimited Unlimited Unlimited Unlimited Unlimited Unlimited Unlimited Unlimited Unlimited

Xeround
Cloud
Database

Unlimited Unlimited 32 GB,
depending

on available
memory

1,000 4 GB 64 KB 64 bits 1000 9999 64

Max DB
size

Max table
size

Max row
size

Max columns per
row

Max Blob/Clob
size

Max
CHAR size

Max
NUMBER

size

Min DATE
value

Max DATE
value

Max
column

name size

Note (1): Firebird 2.x maximum database size is effectively unlimited with the largest known database size >980
GB. Firebird 1.5.x maximum database size: 32 TB.
Note (2): Limit is 1038 using DECIMAL datatype.
Note (3): InnoDB is limited to 8,000 bytes (excluding VARBINARY, VARCHAR, BLOB, or TEXT columns).
Note (4): InnoDB is limited to 1,000 columns.
Note (6): Using VARCHAR (MAX) in SQL 2005 and later.
Note (7): When using a page size of 32 KB, and when BLOB/CLOB data is stored in the database file.
Note (8): Java array size limit of 2,147,483,648 (231) objects per array applies. This limit applies to number of
characters in names, rows per table, columns per table, and characters per CHAR/VARCHAR.

http://en.wikipedia.org/w/index.php?title=Polyhedra_DBMS
http://en.wikipedia.org/w/index.php?title=RDM_Embedded
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Note (9): Despite the lack of a date datatype, SQLite does include date and time functions, which work for
timestamps between 0000-01-01 00:00:00 and 5352-11-01 10:52:47.
Note (10): Informix DATETIME type has adjustable range from YEAR only through 1/10000th second.
DATETIME date range is 0001-01-01 00:00:00.00000 through 9999-12-31 23:59:59.99999.
Note (11): Since version 12c. Earlier versions support up to 4000 B.

Tables and views
Information about what tables and views (other than basic ones) are supported natively.

Temporary table Materialized view

4th Dimension Yes Planned for inclusion in next major release

ADABAS ? ?

Adaptive Server Enterprise Yes1 Yes - see precomputed result sets

Advantage Database Server Yes No (only common views)

Altibase Yes No (only common views)

Apache Derby Yes No

Clustrix Yes No

CUBRID No No

Drizzle Yes No4

DB2 Yes Yes

Empress Embedded Database Yes Yes

EXASolution Yes No

Firebird Yes No (only common views)

HSQLDB Yes No

H2 Yes No

Informix Dynamic Server Yes No2

Ingres Yes Planned for inclusion in next major release

InterBase Yes No

Linter SQL RDBMS Yes Yes

LucidDB No No

MaxDB Yes No

Microsoft Access (JET) No No

Microsoft Visual Foxpro Yes Yes

Microsoft SQL Server Yes Yes3

Microsoft SQL Server Compact (Embedded Database) Yes No

MonetDB/SQL Yes No

MySQL Yes No4

OpenBase SQL Yes Yes

Oracle Yes Yes

http://en.wikipedia.org/w/index.php?title=4th_Dimension_%28Software%29
http://en.wikipedia.org/w/index.php?title=ADABAS
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http://en.wikipedia.org/w/index.php?title=Informix_Dynamic_Server
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Comparison of relational database management systems 512

Oracle Rdb Yes Yes

OpenLink Virtuoso Yes Yes

Pervasive PSQL Yes No

Polyhedra DBMS No No (only common views)

PostgreSQL Yes Yes5

RDM Embedded Yes No

RDM Server Yes No

SQL Anywhere Yes Yes

ScimoreDB No No

SQLite Yes No

Teradata Yes Yes

UniData Yes No

UniVerse Yes No

Xeround Cloud Database Yes No

Note (1): Server provides tempdb, which can be used for public and private (for the session) temp tables.
Note (2): Materialized views are not supported in Informix; the term is used in IBM’s documentation to refer to a
temporary table created to run the view’s query when it is too complex, but one cannot for example define the way it
is refreshed or build an index on it. The term is defined in the Informix Performance Guide.
Note (3): Query optimizer support only in Developer and Enterprise Editions. In other versions, a direct reference to
materialized view and a query hint are required.
Note (4): Materialized views can be emulated using stored procedures and triggers.
Note (5): Materialized views are now standard but can be emulated in versions prior to 9.3 with stored procedures
and triggers using PL/pgSQL, PL/Perl, PL/Python, or other procedural languages.

Indices
Information about what indices (other than basic B-/B+ tree indices) are supported natively.

R-/R+
tree

Hash Expression Partial Reverse Bitmap GiST GIN Full-text Spatial FOT

4th Dimension ? Cluster ? ? ? ? ? ? Yes ? ?

ADABAS ? ? ? ? ? ? ? ? ? ? ?

Adaptive Server
Enterprise

No No Yes No Yes No No No Yes
? ?

Advantage
Database Server

No No Yes No Yes Yes No No Yes
? ?

Apache Derby No No No No No No No No No ? ?

Clustrix No Yes No No No No No No No No ?

CUBRID No No Yes Yes Yes No No No No No No

Drizzle No No No No No No No No No ? ?

DB2 No ? Yes No Yes Yes No No Yes ? ?
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Empress
Embedded
Database

Yes No No Yes No Yes No No No
? ?

EXASolution No Yes No No No No No No No ? ?

Firebird No No Yes No Yes 1 No No No No ? ?

HSQLDB No No No No No No No No No ? ?

H2 No Yes No No No No No No Yes Yes ?

Informix Dynamic
Server

Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Ingres
Yes Yes Ingres v10 No No

Ingres
v10

No No No
? ?

InterBase No No No No No No No No No ? ?

Linter SQL
RDBMS10

No No No No No No No No Yes No No

LucidDB No No No No No Yes No No No ? ?

MaxDB No No No No No No No No No ? ?

Microsoft Access
(JET)

No No No No No No No No No
? ?

Microsoft Visual
Foxpro

No No Yes Yes Yes2 Yes No No No
? ?

Microsoft SQL
Server

? Non/Cluster &
fill factor Yes3 Yes4 No3 No No No Yes Yes

?

Microsoft SQL
Server Compact
(Embedded
Database)

No No No No No No No No No

? ?

MonetDB/SQL No Yes No No No No No No ? ? ?

MySQL MyISAM
tables only

MEMORY,
Cluster (NDB),
InnoDB,5 tables

only

No No No No No No

MyISAM
tables and,

since v5.6.4,
InnoDB
tables

MyISAM
tables only

?

Oracle Yes 11 Cluster Tables Yes Yes 6 Yes Yes No No Yes Yes ?

Oracle Rdb No Yes ? No No ? No No ? ? ?

OpenLink
Virtuoso Yes

Cluster
Yes Yes No Yes No No Yes

Yes
(Commercial

only)
No

Pervasive PSQL No No No No No No No No No No No

Polyhedra DBMS No Yes No No No No No No No No ?

PostgreSQL Yes Yes Yes Yes Yes7 Yes8 Yes Yes Yes PostGIS ?

RDM Embedded No Yes No Yes Yes No No No No No No

RDM Server No No No Yes Yes No No No No No No

ScimoreDB No No No No No No No No Yes ? ?

SQL Anywhere No No No No No No No No Yes ? ?
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SQLite Yes[8] No No Yes[9] Yes No No No Yes[10] SpatiaLite ?

Teradata No Yes Yes Yes No Yes No No ? ? ?

UniVerse Yes Yes Yes3 Yes3 Yes3 No No No ? Yes[11] ?

Xeround Cloud
Database

No Yes No No No No No No No No
?

R-/R+
tree

Hash Expression Partial Reverse Bitmap GiST GIN Full-text Spatial FOT

Note (1): The users need to use a function from freeAdhocUDF library or similar.
Note (2): Can be implemented for most data types using expression-based indexes.
Note (3): Can be emulated by indexing a computed column (doesn't easily update) or by using an "Indexed View"
(proper name not just any view works).
Note (4): Can be implemented by using an indexed view.
Note (5): InnoDB automatically generates adaptive hash index entries as needed.
Note (6): Can be implemented using Function-based Indexes in Oracle 8i and higher, but the function needs to be
used in the sql for the index to be used.
Note (7): A PostgreSQL functional index can be used to reverse the order of a field.
Note (8): PostgreSQL will likely support on-disk bitmap indexes in a future version. Version 8.2 supports a related
technique known as "in-memory bitmap scans".
Note (10): B+ tree and full-text only for now.
Note (11): R-Tree indexing available in base edition with Locator but some functionality requires Personal Edition
or Enterprise Edition with Spatial option.

Database capabilities

Union Intersect Except Inner
joins

Outer
joins

Inner
selects

Merge
joins

Blobs
and

Clobs

Common Table
Expressions

Windowing
Functions

Parallel
Query

4th Dimension Yes Yes Yes Yes Yes No No Yes ? ? ?

ADABAS Yes ? ? ? ? ? ? ? ? ? ?

Adaptive Server
Enterprise

Yes
? ?

Yes Yes Yes Yes Yes
? ?

Yes

Advantage
Database Server

Yes No No Yes Yes Yes Yes Yes
?

No
?

Altibase
Yes Yes

Yes, via
MINUS

Yes Yes Yes Yes Yes No No No

Apache Derby Yes Yes Yes Yes Yes ? ? Yes No No ?

Clustrix Yes No No Yes Yes Yes No Yes Yes Yes Yes

CUBRID Yes Yes Yes Yes Yes Yes Yes Yes No Yes ?

Drizzle Yes No No Yes Yes Yes No Yes No No No[12]

DB2 Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
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Empress
Embedded
Database

Yes Yes Yes Yes Yes Yes Yes Yes
? ? ?

EXASolution Yes Yes Yes Yes Yes Yes Yes No Yes Yes Yes

Firebird Yes ? ? Yes Yes Yes Yes Yes Yes Yes ?

HSQLDB Yes Yes Yes Yes Yes Yes Yes[13] Yes Yes No Yes

H2 Yes Yes Yes Yes Yes Yes No Yes experimental[14] No[15] ?

Informix Dynamic
Server

Yes Yes
Yes, via
MINUS

Yes Yes Yes Yes Yes Yes Yes Yes[16]

Ingres Yes No No Yes Yes Yes Yes Yes No No ?

InterBase Yes ? ? Yes Yes ? ? Yes ? ? ?

Linter SQL
RDBMS

Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes No

LucidDB Yes Yes Yes Yes Yes Yes Yes No ? ? ?

MaxDB Yes ? ? Yes Yes Yes No Yes ? ? ?

Microsoft Access
(JET)

Yes No No Yes Yes Yes No Yes No No
?

Microsoft Visual
Foxpro

Yes
? ?

Yes Yes Yes
?

Yes
? ? ?

Microsoft SQL
Server

Yes
Yes (2005

and
beyond)

Yes
(2005
and

beyond)

Yes Yes Yes Yes Yes Yes Yes Yes

Microsoft SQL
Server Compact
(Embedded
Database)

Yes No No Yes Yes

?

No Yes No No

?

MonetDB/SQL ? ? ? ? ? ? ? ? ? ? ?

MySQL Yes No No Yes Yes Yes No Yes No No No

OpenBase SQL No No No Yes Yes Yes Yes Yes ? ? ?

OpenLink Virtuoso Yes ? ? Yes Yes Yes ? Yes ? ? ?

Oracle
Yes Yes

Yes, via
MINUS

Yes Yes Yes Yes Yes Yes 1 Yes Yes

Oracle Rdb Yes Yes Yes Yes Yes Yes Yes Yes ? ? ?

Pervasive PSQL Yes No No Yes Yes ? ? Yes No No No

Polyhedra DBMS Yes Yes Yes Yes No ? ? Yes ? ? ?

PostgreSQL Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes No

RDM Embedded No No No Yes Yes No No Yes No No No

RDM Server Yes No No Yes Yes Yes No Yes No No No

ScimoreDB
Yes

? ?
Yes

LEFT
only

Yes Yes Yes
? ? ?

SmallSQL ? ? ? ? ? ? ? ? ? ? ?

SQL Anywhere Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
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SQLite
Yes Yes Yes Yes

LEFT
only

Yes No Yes No No No

Teradata Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

UniVerse Yes Yes Yes Yes Yes Yes Yes No No No ?

Xeround Cloud
Database

Yes No No Yes Yes Yes No Yes No No No

Union Intersect Except Inner
joins

Outer
joins

Inner
selects

Merge
joins

Blobs
and

Clobs

Common Table
Expressions

Windowing
Functions

Parallel
Query

Note (1): Recursive CTEs introduced in 11gR2 supersedes similar construct called CONNECT BY.

Data types

Type

system

Integer Floating point Decimal String Binary Date/Time Boolean Other

4th

Dimension

Static UUID (16-bit),

SMALLINT

(16-bit), INT

(32-bit), BIGINT

(64-bit),

NUMERIC

(64-bit)

REAL, FLOAT REAL, FLOAT CLOB, TEXT,

VARCHAR

BIT, BIT VARYING,

BLOB

DURATION,

INTERVAL,

TIMESTAMP

BOOLEAN PICTURE

Altibase Static SMALLINT

(16-bit),

INTEGER

(32-bit), BIGINT

(64-bit)

REAL(32-bit),

DOUBLE(64-bit)

DECIMAL, NUMERIC, NUMBER,

FLOAT

CHAR, VARCHAR,

NCHAR, NVARCHAR,

CLOB

BLOB, BYTE,

NIBBLE, BIT,

VARBIT

DATE GEOMETRY

Clustrix Static TINYINT (8-bit),

SMALLINT

(16-bit),

MEDIUMINT

(24-bit), INT

(32-bit), BIGINT

(64-bit)

FLOAT (32-bit),

DOUBLE

DECIMAL CHAR, BINARY,

VARCHAR,

VARBINARY, TEXT,

TINYTEXT,

MEDIUMTEXT,

LONGTEXT

TINYBLOB, BLOB,

MEDIUMBLOB,

LONGBLOB

DATETIME, DATE,

TIMESTAMP,

YEAR

BIT(1),

BOOLEAN

ENUM, SET,

CUBRID Static SMALLINT

(16-bit),

INTEGER

(32-bit), BIGINT

(64-bit)

FLOAT,

REAL(32-bit),

DOUBLE(64-bit)

DECIMAL, NUMERIC CHAR, VARCHAR,

NCHAR, NVARCHAR,

CLOB

BLOB DATE, DATETIME,

TIME, TIMESTAMP

BIT MONETARY, BIT

VARYING, SET,

MULTISET,

SEQUENCE, ENUM

Drizzle Static INT (32-bit),

BIGINT (64-bit)

DOUBLE (aka

REAL) (64-bit)

DECIMAL BINARY, VARCHAR,

VARBINARY, TEXT,

BLOB DATETIME, DATE,

TIMESTAMP

ENUM, SERIAL

http://en.wikipedia.org/w/index.php?title=Teradata
http://en.wikipedia.org/w/index.php?title=UniVerse
http://en.wikipedia.org/w/index.php?title=Union_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Intersect_%28sql%29
http://en.wikipedia.org/w/index.php?title=Except_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Inner_join
http://en.wikipedia.org/w/index.php?title=Inner_join
http://en.wikipedia.org/w/index.php?title=Outer_join
http://en.wikipedia.org/w/index.php?title=Outer_join
http://en.wikipedia.org/w/index.php?title=Join_%28SQL%29%23Merge_join
http://en.wikipedia.org/w/index.php?title=Join_%28SQL%29%23Merge_join
http://en.wikipedia.org/w/index.php?title=Binary_large_object
http://en.wikipedia.org/w/index.php?title=Character_large_object
http://en.wikipedia.org/w/index.php?title=Common_table_expressions
http://en.wikipedia.org/w/index.php?title=Common_table_expressions
http://en.wikipedia.org/w/index.php?title=Window_function_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Window_function_%28SQL%29
http://en.wikipedia.org/w/index.php?title=Type_system
http://en.wikipedia.org/w/index.php?title=Type_system
http://en.wikipedia.org/w/index.php?title=Integer_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Floating_point
http://en.wikipedia.org/w/index.php?title=String_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Binary_large_object
http://en.wikipedia.org/w/index.php?title=Boolean_data_type
http://en.wikipedia.org/w/index.php?title=4th_Dimension_%28Software%29
http://en.wikipedia.org/w/index.php?title=4th_Dimension_%28Software%29
http://en.wikipedia.org/w/index.php?title=Altibase
http://en.wikipedia.org/w/index.php?title=Clustrix
http://en.wikipedia.org/w/index.php?title=CUBRID
http://en.wikipedia.org/w/index.php?title=Drizzle_%28database_server%29
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Empress

Embedded

Database

Static TINYINT,

SQL_TINYINT,

or INTEGER8;

SMALLINT,

SQL_SMALLINT,

or INTEGER16;

INTEGER, INT,

SQL_INTEGER,

or INTEGER32;

BIGINT,

SQL_BIGINT, or

INTEGER64

REAL, SQL_REAL,

or FLOAT32;

DOUBLE

PRECISION,

SQL_DOUBLE, or

FLOAT64; FLOAT,

or SQL_FLOAT;

EFLOAT

DECIMAL, DEC, NUMERIC,

SQL_DECIMAL, or

SQL_NUMERIC; DOLLAR

CHARACTER,

ECHARACTER,

CHARACTER

VARYING, NATIONAL

CHARACTER,

NATIONAL

CHARACTER

VARYING,

NLSCHARACTER,

CHARACTER LARGE

OBJECT, TEXT,

NATIONAL

CHARACTER LARGE

OBJECT, NLSTEXT

BINARY LARGE

OBJECT or BLOB;

BULK

DATE, EDATE,

TIME, ETIME,

EPOCH_TIME,

TIMESTAMP,

MICROTIMESTAMP

BOOLEAN SEQUENCE 32,

SEQUENCE

EXASolution Static TINYINT,

SMALLINT,

INTEGER,

BIGINT,

REAL, FLOAT,

DOUBLE

DECIMAL, DEC, NUMERIC,

NUMBER

CHAR, NCHAR,

VARCHAR,

VARCHAR2,

NVARCHAR,

NVARCHAR2, CLOB,

NCLOB

N/A DATE,

TIMESTAMP,

INTERVAL

BOOLEAN,

BOOL

GEOMETRY

HSQLDB Static TINYINT (8-bit),

SMALLINT

(16-bit),

INTEGER

(32-bit), BIGINT

(64-bit)

DOUBLE (64-bit) DECIMAL, NUMERIC CHAR, VARCHAR,

LONGVARCHAR,

CLOB

BINARY,

VARBINARY,

LONGVARBINARY,

BLOB

DATE, TIME,

TIMESTAMP,

INTERVAL

BOOLEAN OTHER (object), BIT,

BIT VARYING,

ARRAY

Informix

Dynamic

Server

Static SMALLINT

(16-bit), INT

(32-bit), INT8

(64-bit

proprietary),

BIGINT (64-bit)

SMALLFLOAT

(32-bit), FLOAT

(64-bit)

DECIMAL (32 digits float/fixed),

MONEY

CHAR, VARCHAR,

NCHAR, NVARCHAR,

LVARCHAR, CLOB,

TEXT

TEXT, BYTE,

BLOB, CLOB

DATE, DATETIME,

INTERVAL

BOOLEAN SET, LIST,

MULTISET, ROW,

TIMESERIES,

SPATIAL, JSON,

BSON, USER

DEFINED TYPES

Ingres Static TINYINT (8-bit),

SMALLINT

(16-bit),

INTEGER

(32-bit), BIGINT

(64-bit)

FLOAT4 (32-bit),

FLOAT (64-bit)

DECIMAL C, CHAR, VARCHAR,

LONG VARCHAR,

NCHAR, NVARCHAR,

LONG NVARCHAR,

TEXT

BYTE, VARBYTE,

LONG VARBYTE

(BLOB)

DATE, ANSIDATE,

INGRESDATE,

TIME, TIMESTAMP,

INTERVAL

N/A MONEY,

OBJECT_KEY,

TABLE_KEY,

USER-DEFINED

DATA TYPES (via

OME)

Linter SQL

RDBMS

Static SMALLINT

(16-bit),

INTEGER

(32-bit), BIGINT

(64-bit)

REAL(32-bit),

DOUBLE(64-bit)

DECIMAL, NUMERIC CHAR, VARCHAR,

NCHAR, NVARCHAR,

BLOB

BYTE, VARBYTE,

BLOB

DATE BOOLEAN GEOMETRY,

EXTFILE

Microsoft

SQL Server

Static TINYINT,

SMALLINT, INT,

BIGINT

FLOAT, REAL NUMERIC, DECIMAL,

SMALLMONEY, MONEY

CHAR, VARCHAR,

TEXT, NCHAR,

NVARCHAR, NTEXT

BINARY,

VARBINARY,

IMAGE,

FILESTREAM

DATE,

DATETIMEOFFSET,

DATETIME2,

SMALLDATETIME,

DATETIME, TIME

BIT CURSOR,

TIMESTAMP,

HIERARCHYID,

UNIQUEIDENTIFIER,

SQL_VARIANT,

XML, TABLE

Microsoft

SQL Server

Compact

(Embedded

Database)

Static TINYINT,

SMALLINT, INT,

BIGINT

FLOAT, REAL NUMERIC, DECIMAL, MONEY NCHAR, NVARCHAR,

NTEXT

BINARY,

VARBINARY,

IMAGE

DATETIME BIT TIMESTAMP,

ROWVERSION,

UNIQUEIDENTIFIER,

IDENTITY,

ROWGUIDCOL

http://en.wikipedia.org/w/index.php?title=Empress_database
http://en.wikipedia.org/w/index.php?title=Empress_database
http://en.wikipedia.org/w/index.php?title=Empress_database
http://en.wikipedia.org/w/index.php?title=EXASOL
http://en.wikipedia.org/w/index.php?title=HSQLDB
http://en.wikipedia.org/w/index.php?title=Informix_Dynamic_Server
http://en.wikipedia.org/w/index.php?title=Informix_Dynamic_Server
http://en.wikipedia.org/w/index.php?title=Informix_Dynamic_Server
http://en.wikipedia.org/w/index.php?title=Linter_SQL_RDBMS
http://en.wikipedia.org/w/index.php?title=Linter_SQL_RDBMS
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MySQL Static TINYINT (8-bit),

SMALLINT

(16-bit),

MEDIUMINT

(24-bit), INT

(32-bit), BIGINT

(64-bit)

FLOAT (32-bit),

DOUBLE (aka

REAL) (64-bit)

DECIMAL CHAR, BINARY,

VARCHAR,

VARBINARY, TEXT,

TINYTEXT,

MEDIUMTEXT,

LONGTEXT

TINYBLOB, BLOB,

MEDIUMBLOB,

LONGBLOB

DATETIME, DATE,

TIMESTAMP,

YEAR

BIT(1),

BOOLEAN

(aka

BOOL) =

synonym

for

TINYINT

ENUM, SET, GIS data

types (Geometry,

Point, Curve,

LineString, Surface,

Polygon,

GeometryCollection,

MultiPoint,

MultiCurve,

MultiLineString,

MultiSurface,

MultiPolygon)

OpenLink

Virtuoso

Static +

Dynamic

INT, INTEGER,

SMALLINT

REAL, DOUBLE

PRECISION,

FLOAT,

FLOAT'('INTNUM')'

DECIMAL,

DECIMAL'('INTNUM')',

DECIMAL'('INTNUM','INTNUM')',

NUMERIC,

NUMERIC'('INTNUM')',

NUMERIC'('INTNUM','INTNUM')'

CHARACTER,

CHAR'('INTNUM')',

VARCHAR,

VARCHAR'('INTNUM')',

NVARCHAR,

NVARCHAR'('INTNUM')'

BLOB TIMESTAMP,

DATETIME, TIME,

DATE

n/a GEOMETRY,

REFERENCE (URI),

UDT (User Defined

Type)

Oracle Static +

Dynamic

(through

ANYDATA)

NUMBER BINARY_FLOAT,

BINARY_DOUBLE

NUMBER CHAR, VARCHAR2,

CLOB, NCLOB,

NVARCHAR2, NCHAR,

LONG (deprecated)

BLOB, RAW, LONG

RAW (deprecated),

BFILE

DATE, TIMESTAMP

(with/without

TIMEZONE),

INTERVAL

N/A SPATIAL, IMAGE,

AUDIO, VIDEO,

DICOM, XMLType

Pervasive

PSQL

Static BIGINT,

INTEGER,

SMALLINT,

TINYINT,

UBIGINT,

UINTEGER,

USMALLINT,

UTINYINT

BFLOAT4,

BFLOAT8,

DOUBLE, FLOAT

DECIMAL, NUMERIC,

NUMERICSA, NUMERICSLB,

NUMERICSLS, NUMERICSTB,

NUMERICSTS

CHAR,

LONGVARCHAR,

VARCHAR

BINARY,

LONGVARBINARY,

VARBINARY

DATE, DATETIME,

TIME

BIT CURRENCY,

IDENTITY,

SMALLIDENTITY,

TIMESTAMP,

UNIQUEIDENTIFIER

Polyhedra Static INTEGER8

(8-bit),

INTEGER(16-bit),

INTEGER

(32-bit),

INTEGER64

(64-bit)

FLOAT32 (32-bit),

FLOAT (aka REAL;

64-bit)

N/A VARCHAR, LARGE

VARCHAR (aka

CHARACTER LARGE

OBJECT)

LARGE BINARY

(aka BINARY

LARGE OBJECT)

DATETIME BOOLEAN N/A

PostgreSQL Static SMALLINT

(16-bit),

INTEGER

(32-bit), BIGINT

(64-bit)

REAL (32-bit),

DOUBLE

PRECISION (64-bit)

DECIMAL, NUMERIC CHAR, VARCHAR,

TEXT

BYTEA DATE, TIME

(with/without

TIMEZONE),

TIMESTAMP

(with/without

TIMEZONE),

INTERVAL

BOOLEAN ENUM, POINT, LINE,

LSEG, BOX, PATH,

POLYGON, CIRCLE,

CIDR, INET,

MACADDR, BIT,

UUID, XML, JSON,

arrays, composites,

ranges, custom

RDM

Embedded

Static tinyint, smallint,

integer, bigint

real, float, double N/A char, varchar, wchar,

varwchar, long varchar,

long varwchar

binary, varbinary,

long varbinary

date, time, timestamp bit N/A

RDM Server Static tinyint, smallint,

integer, bigint

real, float, double decimal, numeric char, varchar, wchar,

varwchar, long varchar,

long varwchar

binary, varbinary,

long varbinary

date, time, timestamp bit rowid

SQLite Dynamic INTEGER

(64-bit)

REAL (aka FLOAT,

DOUBLE) (64-bit)

N/A TEXT (aka CHAR,

CLOB)

BLOB N/A N/A N/A

UniData Dynamic N/A N/A N/A N/A N/A N/A N/A N/A

UniVerse Dynamic N/A N/A N/A N/A N/A N/A N/A N/A

http://en.wikipedia.org/w/index.php?title=Pervasive_PSQL
http://en.wikipedia.org/w/index.php?title=Pervasive_PSQL
http://en.wikipedia.org/w/index.php?title=Polyhedra_DBMS
http://en.wikipedia.org/w/index.php?title=RDM_Embedded
http://en.wikipedia.org/w/index.php?title=RDM_Embedded
http://en.wikipedia.org/w/index.php?title=RDM_Server
http://en.wikipedia.org/w/index.php?title=UniData
http://en.wikipedia.org/w/index.php?title=UniVerse
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Xeround

Cloud

Database

Static TINYINT (8-bit),

SMALLINT

(16-bit),

MEDIUMINT

(24-bit), INT

(32-bit), BIGINT

(64-bit)

FLOAT (32-bit),

DOUBLE (aka

REAL) (64-bit)

DECIMAL CHAR, BINARY,

VARCHAR,

VARBINARY, TEXT,

TINYTEXT,

MEDIUMTEXT,

LONGTEXT

TINYBLOB, BLOB,

MEDIUMBLOB,

LONGBLOB

DATETIME, DATE,

TIMESTAMP,

YEAR

BOOLEAN

(aka

BOOL) =

synonym

for

TINYINT

ENUM, SET

Type

system

Integer Floating point Decimal String Binary Date/Time Boolean Other

Other objects
Information about what other objects are supported natively.

Data Domain Cursor Trigger Function 1 Procedure 1  External
routine 1

4th Dimension Yes No Yes Yes Yes Yes

ADABAS ? Yes ? Yes? Yes? Yes

Adaptive Server Enterprise Yes Yes Yes Yes Yes Yes

Advantage Database Server Yes Yes Yes Yes Yes Yes

Altibase Yes Yes Yes Yes Yes Yes

Apache Derby No Yes Yes Yes 2 Yes 2 Yes 2

Clustrix No Yes No Yes Yes Yes

CUBRID Yes Yes Yes Yes Yes 2 Yes

Drizzle Yes Yes Yes 4 Yes 4 Yes 4 Yes 4

Empress Embedded Database Yes via RANGE CHECK Yes Yes Yes Yes Yes

EXASolution Yes No No Yes Yes Yes

DB2 Yes via CHECK
CONSTRAINT

Yes Yes Yes Yes Yes

Firebird Yes Yes Yes Yes Yes Yes

HSQLDB Yes No Yes Yes Yes Yes

H2 Yes No Yes 2 Yes 2 Yes 2 Yes

Informix Dynamic Server Yes via CHECK Yes Yes Yes Yes Yes  5

Ingres Yes Yes Yes Yes Yes Yes

InterBase Yes Yes Yes Yes Yes Yes

Linter SQL RDBMS No Yes Yes Yes Yes No

LucidDB No Yes No Yes 2 Yes 2 Yes 2

MaxDB Yes Yes Yes Yes Yes ?

Microsoft Access (JET)
Yes No No No

Yes, But single DML/DDL
Operation

Yes

Microsoft Visual Foxpro No Yes Yes Yes Yes Yes

Microsoft SQL Server Yes (2000 and beyond) Yes Yes Yes Yes Yes

http://en.wikipedia.org/w/index.php?title=Type_system
http://en.wikipedia.org/w/index.php?title=Type_system
http://en.wikipedia.org/w/index.php?title=Integer_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Floating_point
http://en.wikipedia.org/w/index.php?title=String_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Binary_large_object
http://en.wikipedia.org/w/index.php?title=Boolean_data_type
http://en.wikipedia.org/w/index.php?title=Data_Domain
http://en.wikipedia.org/w/index.php?title=Function_%28programming%29
http://en.wikipedia.org/w/index.php?title=Subroutine
http://en.wikipedia.org/w/index.php?title=4th_Dimension_%28Software%29
http://en.wikipedia.org/w/index.php?title=ADABAS
http://en.wikipedia.org/w/index.php?title=Altibase
http://en.wikipedia.org/w/index.php?title=Apache_Derby
http://en.wikipedia.org/w/index.php?title=Clustrix
http://en.wikipedia.org/w/index.php?title=CUBRID
http://en.wikipedia.org/w/index.php?title=Drizzle_%28database_server%29
http://en.wikipedia.org/w/index.php?title=Empress_database
http://en.wikipedia.org/w/index.php?title=EXASOL
http://en.wikipedia.org/w/index.php?title=IBM_DB2
http://en.wikipedia.org/w/index.php?title=Firebird_%28database_server%29
http://en.wikipedia.org/w/index.php?title=HSQLDB
http://en.wikipedia.org/w/index.php?title=H2_%28DBMS%29
http://en.wikipedia.org/w/index.php?title=Informix_Dynamic_Server
http://en.wikipedia.org/w/index.php?title=InterBase
http://en.wikipedia.org/w/index.php?title=Linter_SQL_RDBMS
http://en.wikipedia.org/w/index.php?title=LucidDB
http://en.wikipedia.org/w/index.php?title=Microsoft_Visual_Foxpro
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Microsoft SQL Server Compact
(Embedded Database)

No Yes No No No No

MonetDB No No Yes Yes Yes Yes

MySQL  No  3 Yes Yes Yes Yes Yes

OpenBase SQL Yes Yes Yes Yes Yes Yes

Oracle Yes Yes Yes Yes Yes Yes

Oracle Rdb Yes Yes Yes Yes Yes Yes

OpenLink Virtuoso Yes Yes Yes Yes Yes Yes

Pervasive PSQL Yes Yes Yes Yes Yes No

Polyhedra DBMS No No Yes Yes Yes Yes

PostgreSQL Yes Yes Yes Yes Yes Yes

RDM Embedded No Yes No No Yes Yes

RDM Server No Yes Yes No Yes Yes

ScimoreDB No No No No Yes Yes

SQL Anywhere Yes Yes Yes Yes Yes Yes

SQLite No No Yes No No Yes

Teradata No Yes Yes Yes Yes Yes

UniData No No Yes Yes Yes Yes

UniVerse No No Yes Yes Yes Yes

Xeround Cloud Database  No  3 Yes Yes Yes Yes No

Data Domain Cursor Trigger Function 1 Procedure 1  External
routine 1

Note (1): Both function and procedure refer to internal routines written in SQL and/or procedural language like
PL/SQL. External routine refers to the one written in the host languages, such as C, Java, Cobol, etc. "Stored
procedure" is a commonly used term for these routine types. However, its definition varies between different
database vendors.
Note (2): In Derby, H2, LucidDB, and CUBRID, users code functions and procedures in Java.
Note (3): ENUM datatype exist. CHECK clause is parsed, but not enforced in runtime.
Note (4): In Drizzle the user codes functions and procedures in C++.
Note (5): Informix supports external functions written in Java, C, & C++.

Partitioning
Information about what partitioning methods are supported natively.

http://en.wikipedia.org/w/index.php?title=MonetDB
http://en.wikipedia.org/w/index.php?title=OpenBase
http://en.wikipedia.org/w/index.php?title=Oracle_Rdb
http://en.wikipedia.org/w/index.php?title=Pervasive_PSQL
http://en.wikipedia.org/w/index.php?title=Polyhedra_DBMS
http://en.wikipedia.org/w/index.php?title=RDM_Embedded
http://en.wikipedia.org/w/index.php?title=RDM_Server
http://en.wikipedia.org/w/index.php?title=ScimoreDB
http://en.wikipedia.org/w/index.php?title=Teradata
http://en.wikipedia.org/w/index.php?title=UniData
http://en.wikipedia.org/w/index.php?title=UniVerse
http://en.wikipedia.org/w/index.php?title=Data_Domain
http://en.wikipedia.org/w/index.php?title=Function_%28programming%29
http://en.wikipedia.org/w/index.php?title=Subroutine
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Range Hash Composite
(Range+Hash)

List Expression

4th Dimension ? ? ? ? ?

ADABAS ? ? ? ? ?

Adaptive Server
Enterprise

Yes Yes No Yes
?

Advantage Database
Server

No No No No
?

Altibase Yes Yes No Yes ?

Apache Derby No No No No ?

Clustrix Yes No No No No

CUBRID Yes Yes No Yes ?

IBM DB2 Yes Yes Yes Yes ?

Empress Embedded
Database

No No No No
?

EXASolution No Yes No No No

Firebird No No No No ?

HSQLDB No No No No ?

H2 No No No No ?

Informix Dynamic Server Yes Yes Yes Yes Yes

Ingres Yes Yes Yes Yes ?

InterBase No No No No ?

Linter SQL RDBMS No No No No ?

MaxDB No No No No ?

Microsoft Access (JET) No No No No ?

Microsoft Visual Foxpro No No No No ?

Microsoft SQL Server Yes No No No ?

Microsoft SQL Server
Compact (Embedded
Database)

No No No No
?

MonetDB Yes (M5) Yes (M5) Yes (M5) No ?

MySQL Yes Yes Yes Yes ?

OpenBase SQL ? ? ? ? ?

Oracle Yes Yes Yes Yes ?

Oracle Rdb Yes Yes ? ? ?

OpenLink Virtuoso Yes Yes Yes Yes Yes

Pervasive PSQL No No No No No

Polyhedra DBMS No No No No No

PostgreSQL Yes1 Yes1 Yes1 Yes1 ?

RDM Embedded Yes2 Yes2 Yes2 No ?

http://en.wikipedia.org/w/index.php?title=4th_Dimension_%28Software%29
http://en.wikipedia.org/w/index.php?title=ADABAS
http://en.wikipedia.org/w/index.php?title=Altibase
http://en.wikipedia.org/w/index.php?title=Apache_Derby
http://en.wikipedia.org/w/index.php?title=Clustrix
http://en.wikipedia.org/w/index.php?title=CUBRID
http://en.wikipedia.org/w/index.php?title=IBM_DB2
http://en.wikipedia.org/w/index.php?title=Empress_database
http://en.wikipedia.org/w/index.php?title=Empress_database
http://en.wikipedia.org/w/index.php?title=EXASOL
http://en.wikipedia.org/w/index.php?title=Firebird_%28database_server%29
http://en.wikipedia.org/w/index.php?title=HSQLDB
http://en.wikipedia.org/w/index.php?title=H2_%28DBMS%29
http://en.wikipedia.org/w/index.php?title=Informix_Dynamic_Server
http://en.wikipedia.org/w/index.php?title=InterBase
http://en.wikipedia.org/w/index.php?title=Linter_SQL_RDBMS
http://en.wikipedia.org/w/index.php?title=Microsoft_Visual_Foxpro
http://en.wikipedia.org/w/index.php?title=MonetDB
http://en.wikipedia.org/w/index.php?title=OpenBase
http://en.wikipedia.org/w/index.php?title=Oracle_Rdb
http://en.wikipedia.org/w/index.php?title=Pervasive_PSQL
http://en.wikipedia.org/w/index.php?title=Polyhedra_DBMS
http://en.wikipedia.org/w/index.php?title=RDM_Embedded
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RDM Server No No No No ?

ScimoreDB No Yes No No ?

SQL Anywhere No No No No ?

SQLite No No No No ?

Teradata Yes Yes Yes Yes ?

UniVerse Yes Yes Yes Yes ?

Xeround Cloud Database N/A - partitioning
provided

transparently

N/A - partitioning
provided

transparently

N/A - partitioning
provided transparently

N/A - partitioning
provided

transparently

N/A - partitioning
provided

transparently

Range Hash Composite
(Range+Hash)

List Expression

Note (1): PostgreSQL 8.1 provides partitioning support through check constraints. Range, List and Hash methods
can be emulated with PL/pgSQL or other procedural languages.
Note (2): RDM Embedded 10.1 requires the application programs to select the correct partition (using range, hash or
composite techniques) when adding data, but the database union functionality allows all partitions to be read as a
single database.

Access control
Information about access control functionalities (work in progress).

Native
network

encryption1

Brute-force
protection

Enterprise
directory

compatibility

Password
complexity

rules2

Patch
access3

Run
unprivileged4

Audit Resource
limit

Separation
of duties
(RBAC)5

Security
Certification

Label
Based
Access

Control
(LBAC)

4D Yes (with
SSL)

? ? ? ? ? ? ? ? ? ?

Adaptive
Server
Enterprise

Yes
(optional; to

pay)
Yes

Yes (optional
?)

Yes

Partial
(need to
register;
depend

on which
product)

Yes Yes Yes Yes Yes
(EAL4+ 1)

?

Advantage
Database
Server

Yes No No No Yes Yes No No Yes
? ?

DB2
Yes

? Yes (LDAP,
Kerberos…)

Yes
?

Yes Yes Yes Yes Yes
(EAL4+6)

?

Empress
Embedded
Database

? ?
No No Yes Yes Yes No Yes No

?

EXASolution No No Yes (LDAP) No Yes Yes Yes Yes Yes No ?

Firebird

No Yes
Yes (Windows

trusted
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Xeround
Cloud
Database

Yes (SSL
with 4.0)

No No No

N/A -
database

as a
service

Yes No No No No

?

Native
network

encryption1

Brute-force
protection

Enterprise
directory

compatibility

Password
complexity

rules2

Patch
access3

Run
unprivileged4

Audit Resource
limit

Separation
of duties
(RBAC)5

Security
Certification

Label
Based
Access

Control
(LBAC)

Note (1): Network traffic could be transmitted in a secure way (not clear-text, in general SSL encryption). Precise if
option is default, included option or an extra modules to buy.
Note (2): Options are present to set a minimum size for password, respect complexity like presence of numbers or
special characters.
Note (3): How do you get security updates? Is it free access, do you need a login or to pay? Is there easy access
through a Web/FTP portal or RSS feed or only through offline access (mail CD-ROM, phone).
Note (4): Does database process run as root/administrator or unprivileged user? What is default configuration?
Note (5): Is there a separate user to manage special operation like backup (only dump/restore permissions), security
officer (audit), administrator (add user/create database), etc.? Is it default or optional?
Note (6): Common Criteria certified product list.
Note (7): FirebirdSQL seems to only have SYSDBA user and DB owner. There are no separate roles for backup
operator and security administrator.
Note (8): User can define a dedicated backup user but nothing particular in default install.
Note (9): Authentication methods.
Note (10): Informix Dynamic Server supports PAM and other configurable authentication. By default uses OS
authentication.
Note (11): Authentication methods.
Note (12): With the use of Pervasive AuditMaster.
Note (13): User-based security is optional in Polyhedra, but when enabled can be enhanced to a role-based model
with auditing.

Databases vs schemas (terminology)
The SQL specification makes clear what an "SQL schema" is; however, different databases implement it incorrectly.
To compound this confusion the functionality can, when incorrectly implemented, overlap with that of the
parent-database. An SQL schema is simply a namespace within a database, things within this namespace are
addressed using the member operator dot ".". This seems to be a universal amongst all of the implementations.
A true fully (database, schema, and table) qualified query is exemplified as such: SELECT * FROM

database.schema.table

Now, the issue, both a schema and a database can be used to isolate one table, "foo" from another like named table
"foo". The following is pseudo code:
• SELECT * FROM db1.foo vs. SELECT * FROM db2.foo (no explicit schema between db and table)
• SELECT * FROM [db1.]default.foo vs. SELECT * FROM [db1.]alternate.foo (no explicit

db prefix)
The problem that arises is that former MySQL users will create multiple databases for one project. In this context, 
MySQL databases are analogous in function to Postgres-schemas, insomuch as Postgres lacks off-the-shelf
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cross-database functionality that MySQL has. Conversely, PostgreSQL has applied more of the specification
implementing cross-table, cross-schema, and then left room for future cross-database functionality.
MySQL aliases schema with database behind the scenes, such that CREATE SCHEMA and CREATE DATABASE
are analogs. It can therefore be said that MySQL has implemented cross-database functionality, skipped schema
functionality entirely, and provided similar functionality into their implementation of a database. In summary,
Postgres fully supports schemas but lacks some functionality MySQL has with databases, while MySQL does not
even attempt to support true schemas.
Oracle has its own spin where creating a user is synonymous with creating a schema. Thus a database administrator
can create a user called PROJECT and then create a table PROJECT.TABLE. Users can exist without schema
objects, but an object is always associated with an owner (though that owner may not have privileges to connect to
the database). With the Oracle 'shared-everything' RAC architecture, the same database can be opened by multiple
servers concurrently. This is independent of replication, which can also be used, whereby the data is copied for use
by different server. In the Oracle view, the 'database' is a set of files which contains the data while the 'instance' is a
set of processes (and memory) through which a database is accessed.
Informix supports multiple databases in a server instance, like MySQL. It supports the CREATE SCHEMA syntax
as a way to group DDL statements into a single unit creating all objects created as a part of the schema as a single
owner. Informix supports a database mode called ANSI mode which supports creating objects with the same name
but owned by different users.
The end result is confusion between the database factions. The Postgres and Oracle communities maintain that one
database is all that is needed for one project, per the definition of database. MySQL and Informix proponents
maintain that schemas have no legitimate purpose when the functionality can be achieved with databases. Postgres
adheres to the SQL specification, in a more intuitive fashion (bottom-up), while MySQL’s pragmatic
counterargument allows their users to get the job done while creating conceptual confusion.
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External links
• Comparison of different SQL implementations against SQL standards (http:/ / troels. arvin. dk/ db/ rdbms/ ).

Includes Oracle, DB2, Microsoft SQL Server, MySQL and PostgreSQL. (08/Jun/2007)

• Features, strengths and weaknesses comparison between Oracle and MSSQL (independent). (http:/ / www.
wisdomforce. com/ resources/ docs/ MSSQL2005_ORACLE10g_compare. pdf)

• The SQL92 standard (http:/ / www. contrib. andrew. cmu. edu/ ~shadow/ sql/ sql1992. txt)
• Metamarkets Druid IMDB (http:/ / metamarkets. com/ druid/ )
• VM-Ware Redis IMDB (http:/ / redis. io/ )
• CSQL DB (http:/ / www. csqldb. com)

Comparison of database tools
The following tables compare general and technical information for a number of available database administrator
tools. Please see individual product articles for further information. This article is neither all-inclusive nor
necessarily up to date.
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phpPgAdmin The

phpPgAdmin

Project

2012-03-22 5.0.4 ? GPL

Yes Yes Yes Yes

php

SQLPro SQL

Client

Vive 2008-02-04 1.4 ? Proprietary
Yes No No Yes Yes Yes Yes Yes

C++

SQLyog Webyog

Softworks

Pvt. Ltd.

Template:2013-11-14 11.28 ? GPLv2

Yes
requires

Wine

requires

Wine
Yes

C++

SQuirreL

SQL

Colin Bell,

Gerd

Wagner, Rob

Manning and

others

2013-05-06 3.5.0 ? GPLv2 &

LGPLv2

Yes Yes Yes Yes Yes Yes Yes Yes Yes

Access,Axion

Java RDBMS,

Apache Derby,

Daffodil DB,

Fujitsu Siemens

SESAM/SQL,

Firebird,

FrontBase,

HSQLDB,

Hypersonic

SQL, H2

(DBMS), IBM

DB2, Informix,

Ingres,

OpenIngres,

InstantDB,

InterBase, Mckoi

SQL Database,

Microsoft SQL

Server, Mimer

SQL, Netezza,

Pointbase,

SAPDB, Sybase,

Sunopsis XML

Driver, Teradata

Warehouse,

ThinkSQL

RDBMS, Vertica

Analytic

Database, and

others with

JDBC drivers.

Java

Toad Quest

Software

Various Various Betas Proprietary

Yes No No Yes Yes Yes Yes

DB2, Sybase Embarcadero

Delphi,

C#.NET

Toad Data

Modeler

Quest

Software

2009-03-05 3.3.8
Betas

[2] Proprietary
Yes No No Yes Yes Yes Yes

DB2, MS

Access, Sybase

Embarcadero

Delphi

TOra Community 2010-09-19 2.1.3 ? GPL Yes Yes Yes Yes Yes Yes Teradata C++/Qt
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Features
Legend
•• Create/alter table:

•• Yes - can create table, alter its definition and data, and add new rows
•• Some - can only create/alter table definition, not data

•• Browse table:
•• Yes - can browse table definition and data
•• Some - can only browse table definition

•• Multi-server support:
•• Yes - can manage from the same window/session multiple servers
•• Some - can manage from a different window/session multiple servers

•• Monitoring server:
•• Yes - includes a headless server, that runs checks and reports failures

Tools User
Interface

Create & Alter wizard Browse Auto
Completion

Syntax
colored

Multi
server

support

Monitoring
server

Database Table Procedure Trigger Database Table Procedure Trigger

Adminer Browser-based Yes Yes Yes Yes Yes Yes Yes Yes No Yes ? ?

Altova
DatabaseSpy

desktop Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes ?

DaDaBIK Browser-based No Some[3] No No No Some[4] No No No No No ?

Database
Deployment
Manager

desktop
Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes No

?

DBEdit desktop No No No No Yes Yes Yes No No Yes No ?

Devgems
Data
Modeler

desktop
Yes Yes Yes Yes Yes Yes Yes Yes No Yes

? ?

DeZign for
Databases

desktop Yes Some Yes Yes Yes Some Yes Yes No Yes ? ?

Embarcadero
DBArtisan

desktop Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes ? ?

Epictetus desktop No Yes No No Yes Yes Yes Yes Yes Yes ? ?

Microsoft
SQL Server
Management
Studio

desktop

Yes Yes Yes Yes Yes Yes Yes Yes No Yes Yes No

ModelRight desktop Yes Yes Yes Yes Yes Yes Yes Yes No Yes ? ?

Navicat desktop Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes ?

Navicat Data
Modeler

desktop No Yes No Yes No No No No No No Yes ?

OpenAdmin
Tool

Browser-based Yes Yes No No Yes Yes Yes Yes No No Yes Yes

Oracle
Enterprise
Manager

Browser-based
Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

?
Yes
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Oracle SQL
Developer

desktop No Yes Yes Yes Yes Yes Yes Yes No Yes Yes ?

Orbada desktop Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes No

pgAdmin III TDI Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes ?

phpliteadmin Browser-based Yes Yes No No Yes Yes No No No No ? ?

phpMyAdmin Browser-based Yes Yes Yes Yes Yes Yes Yes Yes No Yes Yes ?

phpPgAdmin Browser-based ? ? ? ? ? ? ? ? ? ? ? ?

SQLyog desktop Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes ? ?

SQuirreL
SQL

desktop ? ? ? ? Yes Yes ? ? Yes Yes Some ?

SQLPro
SQL Client

desktop No No No No Yes Yes Yes Yes No Yes ? ?

Toad desktop Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes ? ?

Toad Data
Modeler

desktop Yes Yes Yes Yes Some Some Some Some No Yes ? ?

TOra desktop No Yes Yes No Yes Yes Yes Yes Yes Yes Yes ?

Features (continued)
Legend:
•• User manager:

•• Yes - user manager with support for database and schema permissions as well as for individual object (table,
view, functions) permissions

•• Some - simple user manager with support for database and schema permissions
•• No - no user manager, or read-only user manager

user
manager

Plugin Compare Import Export Debugger Source
control

Adminer

Yes Yes Yes

SQL script, CSV, TSV or
the above in zip (as a
plugin); imports of

server-site file in SQL or
SQL in zip, gzip or bzip2

SQL script, CSV, TSV or the above
in zip, gzip, bzip2; XML (as a

plugin) No

Git

Altova
DatabaseSpy

No No Yes CSV, XML XML, XML Structure, CSV,
HTML, MS Excel No ?

DaDaBIK Some[5] No No No CSV Yes No

DBEdit No No No No MS Excel, PDF, Text, SQL script No ?

Devgems Data
Modeler

No No No No SQL; HTML report; diagram as
EMF, BMP No ?

DeZign for
Databases

No No Yes No SQL; diagram as EMF, BMP, GIF,
JPEG, PNG No ?

Epictetus No Yes No No Excel No ?

ModelRight

Some Yes Yes

Yes - from supported
databases using native
interfaces, or from any

ODBC source

SQL; XML; DTD; Diagram as
BMP, JPEG No

?
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http://en.wikipedia.org/w/index.php?title=PgAdmin_III
http://en.wikipedia.org/w/index.php?title=Tabbed_document_interface
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Navicat

Yes No Yes

Yes - TXT, CSV, DBF,
HTML, MS Excel, MS

Access, Paradox file, WK1,
WQ1, XML, or from any

ODBC source (See link for
limitations[6])

Yes - TXT, CSV, HTML, XML,
DBF, SQL script, RTF, MS Word,

MS Excel, MS Access, MS
Windows Clipboard, Paradox file,
WK1, WQ1, SLK, DIF, LDIF (See

link for limitations)

Yes No

Navicat Data
Modeler

No No Yes Yes - Import Database
from server/ODBC Yes - Export SQL No No

OpenAdmin
Tool

Yes Yes Yes Yes - CSV, Delimited,
Fixed Width Yes - CSV, Delimited, Fixed Width No ?

Oracle SQL
Developer

Yes ? ? Yes Yes Yes ?

Orbada No Yes Yes SQL script SQL script, CSV, XML, HTML,
PDF, Excel, DBF, DataText No No

pgAdmin III Yes Yes No CSV, Text, or binary CSV, text, HTML, XML Yes No

phpMyAdmin

Yes Some Yes Yes - CSV, SQL, XML,
Excel, ODS

Yes - CSV, LaTeX, Excel, Word,
ODS, ODT, XML, SQL, YAML,
Texy!, JSON, NHibernate, PHP,

PDF, MediaWiki

No

Git

phpPgAdmin ? ? ? ? ? No ?

SQLPro SQL
Client

? ? ? ? ? No ?

SQLyog Yes ? Yes Yes Yes ? ?

SQL Server
Management
Studio

Yes
? ? ? ?

Yes
?

SQuirreL SQL ? Yes ? Yes ? No ?

Toad

Some No Yes Yes Yes Yes

SVN,
CVS,
TFS,
VSS

Toad Data
Modeler No

?
Yes

Toad for Oracle ERD,
ERWin 7.1(XML) via

plugin

SQL; meta data in XML; report in
HTML/RTF/CSV; diagram as

BMP, JPEG, PNG
No

?

TOra Some No Yes Yes Yes Yes No

Features - visual design and reverse engineering
Legend:
• Visual schema/E-R design: the ability to draw entity-relationship diagrams for the database. If missing, the

following two features will also be missing
• Reverse engineering - the ability to produce an ER diagram from a database, complete with foreign key

relationships
•• Yes - supports incremental reverse engineering, preserving user modifications to the diagram and importing

only changes from the database
•• Some - can only reverse engineer the entire database at once and drops any user modifications to the diagram

(can't "refresh" the diagram to match the database)
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•• Forward engineering - the ability to update the database schema with changes made to its entities and
relationships via the ER diagram visual designer
•• Yes - can update user-selected entities
•• Some - can only update the entire database at once

Visual query
builder

Visual schema/model/E-R
diagram design

Reverse
engineering

Forward
engineering

ER diagram
groupboxes

Adminer Yes Yes Yes No No

Altova DatabaseSpy Yes Yes Yes Yes ?

DaDaBIK Some[7] No No No No

Database Deployment
Manager

Yes Yes Yes No No

DBEdit No No No No No

Devgems Data Modeler No Yes Yes Yes Yes

DeZign for Databases No Yes Yes Yes[8] Yes

ModelRight No Yes Yes Yes Yes

Navicat Yes Yes Yes Yes Yes

Navicat Data Modeler No Yes Yes Yes Yes

OpenAdmin Tool No No No No No

Oracle SQL Developer Yes Yes Yes Yes ?

Orbada No No No No No

pgAdmin III Yes No No No No

phpMyAdmin Yes Yes Yes No No

phpPgAdmin No No No No No

SQL Server
Management Studio

? Yes Yes ? ?

SQLPro SQL Client ? No No No No

SQLyog Yes[9] Yes[10] Yes Yes ?

SQuirreL SQL Yes Yes Yes[11] ? No

Toad Yes Yes Yes Yes ?

Toad Data Modeler No Yes Yes Yes[12] ?
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Notes
[1] Cardett Associates Ltd (http:/ / www. cardett. co. nz/ )
[2] Toad Data Modeler Betas (http:/ / modeling. inside. quest. com)
[3][3] create CRUD interfaces, so create table data, not table theriselves
[4][4] browse table data, not table definitions
[5][5] can manage its own users, which override the DBMS users
[6] title= Navicat feature matrix (http:/ / navicat. com/ en/ products/ navicat_mysql/ mysql_feature. html)
[7][7] the CRUD interface created includes a search form
[8][8] Via SQL scripts for dropping and creating, which must be executed outside DeZign for Databases
[9] SQLYog query builder (http:/ / www. webyog. com/ en/ screenshots_sqlyog. php)
[10] SQLYog schema designer (http:/ / www. webyog. com/ en/ screenshots_sqlyog. php)
[11][11] Only incremental, by manually going through each table and clicking "Add to graph"
[12][12] Generated SQL must be executed outside Toad Data Modeler

External links
• Database administration and schema design tools (http:/ / wiki. dandascalescu. com/ reviews/ software/ database)

Comparison of object-relational database
management systems
This is a comparison of object-relational database management systems (ORDBMSs). Each system has at least
some features of an object-relational database; they vary widely in their completeness and the approaches taken.
The following tables compare general and technical information; please see the individual products' articles for
further information. Unless otherwise specified in footnotes, comparisons are based on the stable versions without
any add-ons, extensions or external programs.

Basic data

Name Vendor License OS Notes

Adaptive Server Enterprise SAP Proprietary Cross-platform

CUBRID NHN Corporation GPL/BSD Linux, Windows

DB2 IBM Proprietary Cross-platform

GigaBASE knizhnik MIT Various SourceForge download page [1]

Greenplum Database Greenplum division of
EMC Corporation

Proprietary ? Uses PostgreSQL codebase

Informix IBM Proprietary Cross-platform

Caché InterSystems Proprietary

LogicSQL Shanghai Shifang
Software, Inc.

unknown license Download page [2]

Microsoft SQL Server Microsoft Corporation Proprietary Windows Supports data objects in .NET
languages

Oracle Database Oracle Corporation Proprietary Linux, Windows,
Unix

PostgreSQL PostgreSQL Global
Development Group

Postgres Cross-platform

http://www.cardett.co.nz/
http://modeling.inside.quest.com
http://navicat.com/en/products/navicat_mysql/mysql_feature.html
http://www.webyog.com/en/screenshots_sqlyog.php
http://www.webyog.com/en/screenshots_sqlyog.php
http://wiki.dandascalescu.com/reviews/software/database
http://en.wikipedia.org/w/index.php?title=Software_license
http://en.wikipedia.org/w/index.php?title=Operating_system
http://en.wikipedia.org/w/index.php?title=SAP_AG
http://en.wikipedia.org/w/index.php?title=Proprietary_software
http://en.wikipedia.org/w/index.php?title=CUBRID
http://en.wikipedia.org/w/index.php?title=NHN_Corporation
http://en.wikipedia.org/w/index.php?title=GNU_GPL
http://en.wikipedia.org/w/index.php?title=BSD_license
http://en.wikipedia.org/w/index.php?title=IBM_DB2
http://en.wikipedia.org/w/index.php?title=IBM
http://en.wikipedia.org/w/index.php?title=GigaBASE
http://en.wikipedia.org/w/index.php?title=MIT_License
http://sourceforge.net/projects/gigabase/
http://en.wikipedia.org/w/index.php?title=Greenplum
http://en.wikipedia.org/w/index.php?title=Greenplum
http://en.wikipedia.org/w/index.php?title=EMC_Corporation
http://en.wikipedia.org/w/index.php?title=Informix
http://en.wikipedia.org/w/index.php?title=IBM
http://en.wikipedia.org/w/index.php?title=InterSystems_Cach%C3%A9
http://en.wikipedia.org/w/index.php?title=InterSystems
http://en.wikipedia.org/w/index.php?title=LogicSQL
http://webdocs.cs.ualberta.ca/~yuan/databases/index.html
http://en.wikipedia.org/w/index.php?title=Microsoft_Corporation
http://en.wikipedia.org/w/index.php?title=Oracle_Corporation
http://en.wikipedia.org/w/index.php?title=Postgres_License
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OpenEdge Advanced Business
Language (formerly Progress 4GL)

Progress Software
Corporation

Proprietary Cross-platform

Valentina Paradigma Software Proprietary Windows, Linux,
Mac OS X

Web site [3]

Virtuoso Universal Server OpenLink Software GPLv2 or
proprietary

Cross-platform

VMDS (Version Managed Data Store) GE Energy, a division of
General Electric

Proprietary ? GIS for public utilities; can be
stored inside Oracle Database

WakandaDB 4th Dimension AGPLv3 or
proprietary

Windows, Linux,
Mac OS X

Based on REST and Server-Side
JavaScript

Zope Object Database Zope Corporation Zope Public
License

Cross-platform For Python, also included in Zope
web application server

Object features
Information about what fundamental ORDBMSes features are implemented natively.

Type Method Type inheritance Table inheritance

CUBRID Yes Yes Yes Yes

LogicSQL
[4] ? ? ? ?

Oracle Yes Yes[5] Yes Yes

OpenLink Virtuoso Yes Yes Yes Yes

PostgreSQL Yes Yes Yes Yes

Informix Yes Yes Yes Yes

WakandaDB Yes Yes Yes Yes

Data types
Information about what data types are implemented natively.

Array List Set Multiset Object reference

CUBRID Yes Yes Yes Yes Yes

LogicSQL ? ? ? ? ?

Oracle Yes Yes Yes Yes Yes

OpenLink Virtuoso Yes Yes Yes Yes Yes

PostgreSQL Yes Yes Yes Yes Yes

Informix No Yes Yes Yes Yes
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http://en.wikipedia.org/w/index.php?title=Affero_General_Public_License
http://en.wikipedia.org/w/index.php?title=Zope_Public_License
http://en.wikipedia.org/w/index.php?title=Zope_Public_License
http://en.wikipedia.org/w/index.php?title=Zope
http://en.wikipedia.org/w/index.php?title=Datatype
http://en.wikipedia.org/w/index.php?title=Method_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Inheritance_%28object-oriented_programming%29
http://en.wikipedia.org/w/index.php?title=CUBRID
http://en.wikipedia.org/w/index.php?title=LogicSQL
http://en.wikipedia.org/w/index.php?title=Oracle_database
http://en.wikipedia.org/w/index.php?title=Informix
http://en.wikipedia.org/w/index.php?title=Wakanda_%28software%29
http://en.wikipedia.org/w/index.php?title=Array_data_type
http://en.wikipedia.org/w/index.php?title=List_%28computing%29
http://en.wikipedia.org/w/index.php?title=Set_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Multiset
http://en.wikipedia.org/w/index.php?title=Reference_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=CUBRID
http://en.wikipedia.org/w/index.php?title=LogicSQL
http://en.wikipedia.org/w/index.php?title=Oracle_database
http://en.wikipedia.org/w/index.php?title=Informix
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References
[1] http:/ / sourceforge. net/ projects/ gigabase/
[2] http:/ / webdocs. cs. ualberta. ca/ ~yuan/ databases/ index. html
[3] http:/ / www. valentina-db. com/
[4] http:/ / webdocs. cs. ualberta. ca/ ~yuan/ databases/ index. html
[5][5] No private methods, no way to call super method from a child.

External links
• Arvin.dk (http:/ / troels. arvin. dk/ db/ rdbms/ ), Comparison of different SQL implementations

Transactions per second
In a very generic sense, the term Transactions Per Second refers to the number of atomic actions performed by
certain entity per second. In a more restricted view, the term is usually used by DBMS vendor and user community
to refer to the number of database transactions performed per second.

http://sourceforge.net/projects/gigabase/
http://webdocs.cs.ualberta.ca/~yuan/databases/index.html
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http://troels.arvin.dk/db/rdbms/
http://en.wikipedia.org/w/index.php?title=Atomic_actions
http://en.wikipedia.org/w/index.php?title=DBMS
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SQL Server

Microsoft SQL Server

Microsoft SQL Server

Developer(s) Microsoft

Stable release SQL Server 2012 / April 2012

Development status Active

Written in C, C++

Operating system Microsoft Windows
Windows Server

Platform IA-32, x64 or IA-64
.NET Framework 3.5

Available in English, Chinese, French, German, Italian, Japanese, Korean, Portuguese (Brazil), Russian and Spanish

Type Relational database management system

License Proprietary software; both commercial and freeware editions are available

Website www.microsoft.com/sqlserver [1]

Microsoft SQL Server is a relational database management system developed by Microsoft. As a database, it is a
software product whose primary function is to store and retrieve data as requested by other software applications, be
it those on the same computer or those running on another computer across a network (including the Internet). There
are at least a dozen different editions of Microsoft SQL Server aimed at different audiences and for workloads
ranging from small single-machine applications to large Internet-facing applications with many concurrent users. Its
primary query languages are T-SQL and ANSI SQL.

History

Genesis

SQL Server Release History

Version Year Release Name Codename

1.0
(OS/2)

1989 SQL Server 1.0
(16 bit)

-

1.1
(OS/2)

1991 SQL Server 1.1
(16 bit)

-

4.21
(WinNT)

1993 SQL Server 4.21 SQLNT

6.0 1995 SQL Server 6.0 SQL95

6.5 1996 SQL Server 6.5 Hydra

7.0 1998 SQL Server 7.0 Sphinx
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http://en.wikipedia.org/w/index.php?title=C%2B%2B
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- 1999 SQL Server 7.0
OLAP Tools

Palato mania

8.0 2000 SQL Server 2000 Shiloh

8.0 2003 SQL Server 2000
64-bit Edition

Liberty

9.0 2005 SQL Server 2005 Yukon

10.0 2008 SQL Server 2008 Katmai

10.25 2010 SQL Azure DB CloudDatabase

10.5 2010 SQL Server 2008 R2 Kilimanjaro (aka KJ)

11.0 2012 SQL Server 2012 Denali

12.0 2014 SQL Server 2014 Hekaton

Prior to version 7.0 the code base for MS SQL Server was sold by Sybase SQL Server to Microsoft, and was
Microsoft's entry to the enterprise-level database market, competing against Oracle, IBM, and, later, Sybase.
Microsoft, Sybase and Ashton-Tate originally worked together to create and market the first version named SQL
Server 1.0 for OS/2 (about 1989) which was essentially the same as Sybase SQL Server 3.0 on Unix, VMS, etc.
Microsoft SQL Server 4.2 was shipped around 1992 (available bundled with IBM OS/2 version 1.3). Later Microsoft
SQL Server 4.21 for Windows NT was released at the same time as Windows NT 3.1. Microsoft SQL Server v6.0
was the first version designed for NT, and did not include any direction from Sybase.
About the time Windows NT was released in July 1993, Sybase and Microsoft parted ways and each pursued its own
design and marketing schemes. Microsoft negotiated exclusive rights to all versions of SQL Server written for
Microsoft operating systems. (In 1996 Sybase changed the name of its product to Adaptive Server Enterprise to
avoid confusion with Microsoft SQL Server.) Until 1994, Microsoft's SQL Server carried three Sybase copyright
notices as an indication of its origin.
SQL Server 7.0 and SQL Server 2000 included modifications and extensions to the Sybase code base, adding
support for the IA-64 architecture. By SQL Server 2005 the legacy Sybase code had been completely rewritten.[2]

Since the release of SQL Server 2000, advances have been made in performance, the client IDE tools, and several
complementary systems that are packaged with SQL Server 2005. These include:
• an extract-transform-load (ETL) tool (SQL Server Integration Services or SSIS)
• a Reporting Server
• an OLAP and data mining server (Analysis Services)
•• several messaging technologies, specifically Service Broker and Notification Services

SQL Server 2005
SQL Server 2005 (formerly codenamed "Yukon") released in October 2005. It included native support for managing
XML data, in addition to relational data. For this purpose, it defined an xml data type that could be used either as a
data type in database columns or as literals in queries. XML columns can be associated with XSD schemas; XML
data being stored is verified against the schema. XML is converted to an internal binary data type before being stored
in the database. Specialized indexing methods were made available for XML data. XML data is queried using
XQuery; SQL Server 2005 added some extensions to the T-SQL language to allow embedding XQuery queries in
T-SQL. In addition, it also defines a new extension to XQuery, called XML DML, that allows query-based
modifications to XML data. SQL Server 2005 also allows a database server to be exposed over web services using
Tabular Data Stream (TDS) packets encapsulated within SOAP (protocol) requests. When the data is accessed over
web services, results are returned as XML.
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Common Language Runtime (CLR) integration was introduced with this version, enabling one to write SQL code as
Managed Code by the CLR. For relational data, T-SQL has been augmented with error handling features (try/catch)
and support for recursive queries with CTEs (Common Table Expressions). SQL Server 2005 has also been
enhanced with new indexing algorithms, syntax and better error recovery systems. Data pages are checksummed for
better error resiliency, and optimistic concurrency support has been added for better performance. Permissions and
access control have been made more granular and the query processor handles concurrent execution of queries in a
more efficient way. Partitions on tables and indexes are supported natively, so scaling out a database onto a cluster is
easier. SQL CLR was introduced with SQL Server 2005 to let it integrate with the .NET Framework.
SQL Server 2005 introduced "MARS" (Multiple Active Results Sets), a method of allowing usage of database
connections for multiple purposes.[3]

SQL Server 2005 introduced DMVs (Dynamic Management Views), which are specialized views and functions that
return server state information that can be used to monitor the health of a server instance, diagnose problems, and
tune performance.[4]

Service Pack 1 (SP1) of SQL Server 2005 introduced Database Mirroring,[5] a high availability option that provides
redundancy and failover capabilities at the database level. Failover can be performed manually or can be configured
for automatic failover. Automatic failover requires a witness partner and an operating mode of synchronous (also
known as high-safety or full safety).

SQL Server 2008
SQL Server 2008 (formerly codenamed "Katmai") was released on August 6, 2008[6] and aims to make data
management self-tuning, self organizing, and self maintaining with the development of SQL Server Always On
technologies, to provide near-zero downtime. SQL Server 2008 also includes support for structured and
semi-structured data, including digital media formats for pictures, audio, video and other multimedia data. In current
versions, such multimedia data can be stored as BLOBs (binary large objects), but they are generic bitstreams.
Intrinsic awareness of multimedia data will allow specialized functions to be performed on them. According to Paul
Flessner, senior Vice President, Server Applications, Microsoft Corp., SQL Server 2008 can be a data storage
backend for different varieties of data: XML, email, time/calendar, file, document, spatial, etc as well as perform
search, query, analysis, sharing, and synchronization across all data types.
Other new data types include specialized date and time types and a Spatial data type for location-dependent data.
Better support for unstructured and semi-structured data is provided using the new FILESTREAM data type, which
can be used to reference any file stored on the file system. Structured data and metadata about the file is stored in
SQL Server database, whereas the unstructured component is stored in the file system. Such files can be accessed
both via Win32 file handling APIs as well as via SQL Server using T-SQL; doing the latter accesses the file data as a
BLOB. Backing up and restoring the database backs up or restores the referenced files as well. SQL Server 2008 also
natively supports hierarchical data, and includes T-SQL constructs to directly deal with them, without using
recursive queries.
The Full-text search functionality has been integrated with the database engine. According to a Microsoft technical
article, this simplifies management and improves performance.
Spatial data will be stored in two types. A "Flat Earth" (GEOMETRY or planar) data type represents geospatial data
which has been projected from its native, spherical, coordinate system into a plane. A "Round Earth" data type
(GEOGRAPHY) uses an ellipsoidal model in which the Earth is defined as a single continuous entity which does not
suffer from the singularities such as the international dateline, poles, or map projection zone "edges". Approximately
70 methods are available to represent spatial operations for the Open Geospatial Consortium Simple Features for
SQL, Version 1.1.
SQL Server includes better compression features, which also helps in improving scalability. It enhanced the indexing 
algorithms and introduced the notion of filtered indexes. It also includes Resource Governor that allows reserving
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resources for certain users or workflows. It also includes capabilities for transparent encryption of data (TDE) as well
as compression of backups. SQL Server 2008 supports the ADO.NET Entity Framework and the reporting tools,
replication, and data definition will be built around the Entity Data Model. SQL Server Reporting Services will gain
charting capabilities from the integration of the data visualization products from Dundas Data Visualization, Inc.,
which was acquired by Microsoft. On the management side, SQL Server 2008 includes the Declarative Management
Framework which allows configuring policies and constraints, on the entire database or certain tables, declaratively.
The version of SQL Server Management Studio included with SQL Server 2008 supports IntelliSense for SQL
queries against a SQL Server 2008 Database Engine. SQL Server 2008 also makes the databases available via
Windows PowerShell providers and management functionality available as Cmdlets, so that the server and all the
running instances can be managed from Windows PowerShell.

SQL Server 2008 R2
SQL Server 2008 R2 (10.50.1600.1, formerly codenamed "Kilimanjaro") was announced at TechEd 2009, and was
released to manufacturing on April 21, 2010. SQL Server 2008 R2 adds certain features to SQL Server 2008
including a master data management system branded as Master Data Services, a central management of master data
entities and hierarchies. Also Multi Server Management, a centralized console to manage multiple SQL Server 2008
instances and services including relational databases, Reporting Services, Analysis Services & Integration Services.
SQL Server 2008 R2 includes a number of new services, including PowerPivot for Excel and SharePoint, Master
Data Services, StreamInsight, Report Builder 3.0, Reporting Services Add-in for SharePoint, a Data-tier function in
Visual Studio that enables packaging of tiered databases as part of an application, and a SQL Server Utility named
UC (Utility Control Point), part of AMSM (Application and Multi-Server Management) that is used to manage
multiple SQL Servers.
The first SQL Server 2008 R2 service pack (10.50.2500, Service Pack 1) was released on July 11, 2011.
The second SQL Server 2008 R2 service pack (10.50.4000, Service Pack 2) was released on July 26, 2012.

SQL Server 2012
At the 2011 Professional Association for SQL Server (PASS) summit on October 11, Microsoft announced that the
next major version of SQL Server (codenamed "Denali"), would be SQL Server 2012. It was released to
manufacturing on March 6, 2012. SQL Server 2012 Service Pack 1 was released to manufacturing on November 9,
2012.
It was announced to be the last version to natively support OLE DB and instead to prefer ODBC for native
connectivity.
SQL Server 2012's new features and enhancements include AlwaysOn SQL Server Failover Cluster Instances and
Availability Groups which provides a set of options to improve database availability, Contained Databases which
simplify the moving of databases between instances, new and modified Dynamic Management Views and Functions,
programmability enhancements including new spatial features, metadata discovery, sequence objects and the
THROW statement, performance enhancements such as ColumnStore Indexes as well as improvements to OnLine
and partition level operations and security enhancements including provisioning during setup, new permissions,
improved role management, and default schema assignment for groups.
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SQL Server 2014
SQL Server 2014 is still in Community Technology Preview stage. As of November, 2013 there have been two such
revisions, CTP1 and CTP2.[7] SQL Server 2014 will provide a new in-memory capability for tables that can fit
entirely in memory (also known as Hekaton). Whilst small tables may be entirely resident in memory in all versions
of SQL Server, they also may reside on disk, so work is involved in reserving RAM, writing evicted pages to disk,
loading new pages from disk, locking the pages in ram while they are being operated on, and many other tasks. By
treating a table as guaranteed to be entirely resident in memory much of the 'plumbing' of disk-based databases can
be avoided.[8]

For disk-based SQL Server applications, it also provides SSD bufferpool extension, which can improve application
performance transparently by leveraging SSD as the intermediate memory hierarchy between DRAM and spinning
media.
SQL Server 2014 also enhances AlwaysOn (HADR) solution by increasing the readable secondaries count and
sustaining read operations upon secondary-primary disconnections, and it provides new hybrid disaster recovery and
backup solutions with Windows Azure, enabling customers to use their existing skills with the on-premises product
offerings to take advantage of Microsoft's global datacenters. In addition, it takes advantage of new Windows Server
2012 and Windows Server 2012 R2 capabilities for database application scalability in a physical or virtual
environment.

Editions
Microsoft makes SQL Server available in multiple editions, with different feature sets and targeting different users.
These editions are:

Mainstream editions
Datacenter

SQL Server 2008 R2 Datacenter is the full-featured edition of SQL Server and is designed for datacenters that
need the high levels of application support and scalability. It supports 256 logical processors and virtually
unlimited memory. Comes with StreamInsight Premium edition. The Datacenter edition has been retired in
SQL Server 2012, all its features are available in SQL Server 2012 Enterprise Edition.[9]

Enterprise
SQL Server Enterprise Edition includes both the core database engine and add-on services, with a range of
tools for creating and managing a SQL Server cluster. It can manage databases as large as 524 petabytes and
address 2 terabytes of memory and supports 8 physical processors. SQL Server 2012 Enterprise Edition
supports 160 physical processors

Standard
SQL Server Standard edition includes the core database engine, along with the stand-alone services. It differs
from Enterprise edition in that it supports fewer active instances (number of nodes in a cluster) and does not
include some high-availability functions such as hot-add memory (allowing memory to be added while the
server is still running), and parallel indexes.

Web
SQL Server Web Edition is a low-TCO option for Web hosting.

Business Intelligence
Introduced in SQL Server 2012 and focusing on Self Service and Corporate Business Intelligence. It includes
the Standard Edition capabilities and Business Intelligence tools: PowerPivot, Power View, the BI Semantic
Model, Master Data Services, Data Quality Services and xVelocity in-memory analytics.
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Workgroup
SQL Server Workgroup Edition includes the core database functionality but does not include the additional
services. Note that this edition has been retired in SQL Server 2012.

Express
SQL Server Express Edition is a scaled down, free edition of SQL Server, which includes the core database
engine. While there are no limitations on the number of databases or users supported, it is limited to using one
processor, 1 GB memory and 10 GB database files (4 GB database files prior to SQL Server Express 2008
R2). It is intended as a replacement for MSDE. Two additional editions provide a superset of features not in
the original Express Edition. The first is SQL Server Express with Tools, which includes SQL Server
Management Studio Basic. SQL Server Express with Advanced Services adds full-text search capability and
reporting services.

Specialized editions
Azure

Microsoft SQL Azure Database is the cloud-based version of Microsoft SQL Server, presented as software as
a service on Azure Services Platform.

Compact (SQL CE)
The compact edition is an embedded database engine. Unlike the other editions of SQL Server, the SQL CE
engine is based on SQL Mobile (initially designed for use with hand-held devices) and does not share the same
binaries. Due to its small size (1 MB DLL footprint), it has a markedly reduced feature set compared to the
other editions. For example, it supports a subset of the standard data types, does not support stored procedures
or Views or multiple-statement batches (among other limitations). It is limited to 4 GB maximum database
size and cannot be run as a Windows service, Compact Edition must be hosted by the application using it. The
3.5 version includes support for ADO.NET Synchronization Services. SQL CE does not support ODBC
connectivity, unlike SQL Server proper.

Developer
SQL Server Developer Edition includes the same features as SQL Server 2012 Enterprise Edition, but is
limited by the license to be only used as a development and test system, and not as production server. This
edition is available to download by students free of charge as a part of Microsoft's DreamSpark program.

Embedded (SSEE)
SQL Server 2005 Embedded Edition is a specially configured named instance of the SQL Server Express
database engine which can be accessed only by certain Windows Services.

Evaluation
SQL Server Evaluation Edition, also known as the Trial Edition, has all the features of the Enterprise Edition,
but is limited to 180 days, after which the tools will continue to run, but the server services will stop.

Fast Track
SQL Server Fast Track is specifically for enterprise-scale data warehousing storage and business intelligence
processing, and runs on reference-architecture hardware that is optimized for Fast Track.

LocalDB
Introduced in SQL Server Express 2012, LocalDB is a minimal, on-demand, version of SQL Server that is
designed for application developers. It can also be used as an embedded database.

Parallel Data Warehouse (PDW)
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A massively parallel processing (MPP) SQL Server appliance optimized for large-scale data warehousing such
as hundreds of terabytes.

Datawarehouse Appliance Edition
Pre-installed and configured as part of an appliance in partnership with Dell & HP base on the Fast Track
architecture. This edition does not include SQL Server Integration Services, Analysis Services, or Reporting
Services.

Architecture
The protocol layer implements the external interface to SQL Server. All operations that can be invoked on SQL
Server are communicated to it via a Microsoft-defined format, called Tabular Data Stream (TDS). TDS is an
application layer protocol, used to transfer data between a database server and a client. Initially designed and
developed by Sybase Inc. for their Sybase SQL Server relational database engine in 1984, and later by Microsoft in
Microsoft SQL Server, TDS packets can be encased in other physical transport dependent protocols, including
TCP/IP, Named pipes, and Shared memory. Consequently, access to SQL Server is available over these protocols. In
addition, the SQL Server API is also exposed over web services.

Data storage
Data storage is a database, which is a collection of tables with typed columns. SQL Server supports different data
types, including primary types such as Integer, Float, Decimal, Char (including character strings), Varchar (variable
length character strings), binary (for unstructured blobs of data), Text (for textual data) among others. The rounding
of floats to integers uses either Symmetric Arithmetic Rounding or Symmetric Round Down (Fix) depending on
arguments: SELECT Round(2.5, 0) gives 3.
Microsoft SQL Server also allows user-defined composite types (UDTs) to be defined and used. It also makes server
statistics available as virtual tables and views (called Dynamic Management Views or DMVs). In addition to tables,
a database can also contain other objects including views, stored procedures, indexes and constraints, along with a
transaction log. A SQL Server database can contain a maximum of 231 objects, and can span multiple OS-level files
with a maximum file size of 260 bytes. The data in the database are stored in primary data files with an extension
.mdf. Secondary data files, identified with a .ndf extension, are used to store optional metadata. Log files are
identified with the .ldf extension.
Storage space allocated to a database is divided into sequentially numbered pages, each 8 KB in size. A page is the
basic unit of I/O for SQL Server operations. A page is marked with a 96-byte header which stores metadata about the
page including the page number, page type, free space on the page and the ID of the object that owns it. Page type
defines the data contained in the page - data stored in the database, index, allocation map which holds information
about how pages are allocated to tables and indexes, change map which holds information about the changes made to
other pages since last backup or logging, or contain large data types such as image or text. While page is the basic
unit of an I/O operation, space is actually managed in terms of an extent which consists of 8 pages. A database object
can either span all 8 pages in an extent ("uniform extent") or share an extent with up to 7 more objects ("mixed
extent"). A row in a database table cannot span more than one page, so is limited to 8 KB in size. However, if the
data exceeds 8 KB and the row contains Varchar or Varbinary data, the data in those columns are moved to a new
page (or possibly a sequence of pages, called an Allocation unit) and replaced with a pointer to the data.
For physical storage of a table, its rows are divided into a series of partitions (numbered 1 to n). The partition size is 
user defined; by default all rows are in a single partition. A table is split into multiple partitions in order to spread a 
database over a cluster. Rows in each partition are stored in either B-tree or heap structure. If the table has an 
associated index to allow fast retrieval of rows, the rows are stored in-order according to their index values, with a 
B-tree providing the index. The data is in the leaf node of the leaves, and other nodes storing the index values for the
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leaf data reachable from the respective nodes. If the index is non-clustered, the rows are not sorted according to the
index keys. An indexed view has the same storage structure as an indexed table. A table without an index is stored in
an unordered heap structure. Both heaps and B-trees can span multiple allocation units.

Buffer management
SQL Server buffers pages in RAM to minimize disc I/O. Any 8 KB page can be buffered in-memory, and the set of
all pages currently buffered is called the buffer cache. The amount of memory available to SQL Server decides how
many pages will be cached in memory. The buffer cache is managed by the Buffer Manager. Either reading from or
writing to any page copies it to the buffer cache. Subsequent reads or writes are redirected to the in-memory copy,
rather than the on-disc version. The page is updated on the disc by the Buffer Manager only if the in-memory cache
has not been referenced for some time. While writing pages back to disc, asynchronous I/O is used whereby the I/O
operation is done in a background thread so that other operations do not have to wait for the I/O operation to
complete. Each page is written along with its checksum when it is written. When reading the page back, its
checksum is computed again and matched with the stored version to ensure the page has not been damaged or
tampered with in the meantime.

Concurrency and locking
SQL Server allows multiple clients to use the same database concurrently. As such, it needs to control concurrent
access to shared data, to ensure data integrity—when multiple clients update the same data, or clients attempt to read
data that is in the process of being changed by another client. SQL Server provides two modes of concurrency
control: pessimistic concurrency and optimistic concurrency. When pessimistic concurrency control is being used,
SQL Server controls concurrent access by using locks. Locks can be either shared or exclusive. Exclusive lock grants
the user exclusive access to the data—no other user can access the data as long as the lock is held. Shared locks are
used when some data is being read—multiple users can read from data locked with a shared lock, but not acquire an
exclusive lock. The latter would have to wait for all shared locks to be released. Locks can be applied on different
levels of granularity—on entire tables, pages, or even on a per-row basis on tables. For indexes, it can either be on
the entire index or on index leaves. The level of granularity to be used is defined on a per-database basis by the
database administrator. While a fine grained locking system allows more users to use the table or index
simultaneously, it requires more resources. So it does not automatically turn into higher performing solution. SQL
Server also includes two more lightweight mutual exclusion solutions—latches and spinlocks—which are less robust
than locks but are less resource intensive. SQL Server uses them for DMVs and other resources that are usually not
busy. SQL Server also monitors all worker threads that acquire locks to ensure that they do not end up in
deadlocks—in case they do, SQL Server takes remedial measures, which in many cases is to kill one of the threads
entangled in a deadlock and rollback the transaction it started. To implement locking, SQL Server contains the Lock
Manager. The Lock Manager maintains an in-memory table that manages the database objects and locks, if any, on
them along with other metadata about the lock. Access to any shared object is mediated by the lock manager, which
either grants access to the resource or blocks it.
SQL Server also provides the optimistic concurrency control mechanism, which is similar to the multiversion
concurrency control used in other databases. The mechanism allows a new version of a row to be created whenever
the row is updated, as opposed to overwriting the row, i.e., a row is additionally identified by the ID of the
transaction that created the version of the row. Both the old as well as the new versions of the row are stored and
maintained, though the old versions are moved out of the database into a system database identified as Tempdb.
When a row is in the process of being updated, any other requests are not blocked (unlike locking) but are executed
on the older version of the row. If the other request is an update statement, it will result in two different versions of
the rows—both of them will be stored by the database, identified by their respective transaction IDs.
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Data retrieval
The main mode of retrieving data from an SQL Server database is querying for it. The query is expressed using a
variant of SQL called T-SQL, a dialect Microsoft SQL Server shares with Sybase SQL Server due to its legacy. The
query declaratively specifies what is to be retrieved. It is processed by the query processor, which figures out the
sequence of steps that will be necessary to retrieve the requested data. The sequence of actions necessary to execute a
query is called a query plan. There might be multiple ways to process the same query. For example, for a query that
contains a join statement and a select statement, executing join on both the tables and then executing select on the
results would give the same result as selecting from each table and then executing the join, but result in different
execution plans. In such case, SQL Server chooses the plan that is expected to yield the results in the shortest
possible time. This is called query optimization and is performed by the query processor itself.
SQL Server includes a cost-based query optimizer which tries to optimize on the cost, in terms of the resources it
will take to execute the query. Given a query, then the query optimizer looks at the database schema, the database
statistics and the system load at that time. It then decides which sequence to access the tables referred in the query,
which sequence to execute the operations and what access method to be used to access the tables. For example, if the
table has an associated index, whether the index should be used or not - if the index is on a column which is not
unique for most of the columns (low "selectivity"), it might not be worthwhile to use the index to access the data.
Finally, it decides whether to execute the query concurrently or not. While a concurrent execution is more costly in
terms of total processor time, because the execution is actually split to different processors might mean it will
execute faster. Once a query plan is generated for a query, it is temporarily cached. For further invocations of the
same query, the cached plan is used. Unused plans are discarded after some time.
SQL Server also allows stored procedures to be defined. Stored procedures are parameterized T-SQL queries, that
are stored in the server itself (and not issued by the client application as is the case with general queries). Stored
procedures can accept values sent by the client as input parameters, and send back results as output parameters. They
can call defined functions, and other stored procedures, including the same stored procedure (up to a set number of
times). They can be selectively provided access to. Unlike other queries, stored procedures have an associated name,
which is used at runtime to resolve into the actual queries. Also because the code need not be sent from the client
every time (as it can be accessed by name), it reduces network traffic and somewhat improves performance.
Execution plans for stored procedures are also cached as necessary.

SQL CLR
Microsoft SQL Server 2005 includes a component named SQL CLR ("Common Language Runtime") via which it
integrates with .NET Framework. Unlike most other applications that use .NET Framework, SQL Server itself hosts
the .NET Framework runtime, i.e., memory, threading and resource management requirements of .NET Framework
are satisfied by SQLOS itself, rather than the underlying Windows operating system. SQLOS provides deadlock
detection and resolution services for .NET code as well. With SQL CLR, stored procedures and triggers can be
written in any managed .NET language, including C# and VB.NET. Managed code can also be used to define UDT's
(user defined types), which can persist in the database. Managed code is compiled to CLI assemblies and after being
verified for type safety, registered at the database. After that, they can be invoked like any other procedure.
However, only a subset of the Base Class Library is available, when running code under SQL CLR. Most APIs
relating to user interface functionality are not available.
When writing code for SQL CLR, data stored in SQL Server databases can be accessed using the ADO.NET APIs 
like any other managed application that accesses SQL Server data. However, doing that creates a new database 
session, different from the one in which the code is executing. To avoid this, SQL Server provides some 
enhancements to the ADO.NET provider that allows the connection to be redirected to the same session which 
already hosts the running code. Such connections are called context connections and are set by setting context 
connection parameter to true in the connection string. SQL Server also provides several other enhancements
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to the ADO.NET API, including classes to work with tabular data or a single row of data as well as classes to work
with internal metadata about the data stored in the database. It also provides access to the XML features in SQL
Server, including XQuery support. These enhancements are also available in T-SQL Procedures in consequence of
the introduction of the new XML Datatype (query,value,nodes functions).

Services
SQL Server also includes an assortment of add-on services. While these are not essential for the operation of the
database system, they provide value added services on top of the core database management system. These services
either run as a part of some SQL Server component or out-of-process as Windows Service and presents their own
API to control and interact with them.

Service Broker
Used inside an instance, programming environment. For cross instance applications, Service Broker communicates
over TCP/IP and allows the different components to be synchronized together, via exchange of messages. The
Service Broker, which runs as a part of the database engine, provides a reliable messaging and message queuing
platform for SQL Server applications.

Replication Services
SQL Server Replication Services are used by SQL Server to replicate and synchronize database objects, either in
entirety or a subset of the objects present, across replication agents, which might be other database servers across the
network, or database caches on the client side. Replication follows a publisher/subscriber model, i.e., the changes are
sent out by one database server ("publisher") and are received by others ("subscribers"). SQL Server supports three
different types of replication:
Transaction replication

Each transaction made to the publisher database (master database) is synced out to subscribers, who update
their databases with the transaction. Transactional replication synchronizes databases in near real time.

Merge replication
Changes made at both the publisher and subscriber databases are tracked, and periodically the changes are
synchronized bi-directionally between the publisher and the subscribers. If the same data has been modified
differently in both the publisher and the subscriber databases, synchronization will result in a conflict which
has to be resolved - either manually or by using pre-defined policies. rowguid needs to be configured on a
column if merge replication is configured.

Snapshot replication
Snapshot replication publishes a copy of the entire database (the then-snapshot of the data) and replicates out
to the subscribers. Further changes to the snapshot are not tracked.

Analysis Services
SQL Server Analysis Services adds OLAP and data mining capabilities for SQL Server databases. The OLAP engine
supports MOLAP, ROLAP and HOLAP storage modes for data. Analysis Services supports the XML for Analysis
standard as the underlying communication protocol. The cube data can be accessed using MDX and LINQ queries.
Data mining specific functionality is exposed via the DMX query language. Analysis Services includes various
algorithms - Decision trees, clustering algorithm, Naive Bayes algorithm, time series analysis, sequence clustering
algorithm, linear and logistic regression analysis, and neural networks - for use in data mining.
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Reporting Services
SQL Server Reporting Services is a report generation environment for data gathered from SQL Server databases. It
is administered via a web interface. Reporting services features a web services interface to support the development
of custom reporting applications. Reports are created as RDL files.
Reports can be designed using recent versions of Microsoft Visual Studio (Visual Studio.NET 2003, 2005, and 2008)
with Business Intelligence Development Studio, installed or with the included Report Builder. Once created, RDL
files can be rendered in a variety of formats[10] including Excel, PDF, CSV, XML, TIFF (and other image
formats),[11] and HTML Web Archive.

Notification Services
Originally introduced as a post-release add-on for SQL Server 2000, Notification Services was bundled as part of the
Microsoft SQL Server platform for the first and only time with SQL Server 2005. SQL Server Notification Services
is a mechanism for generating data-driven notifications, which are sent to Notification Services subscribers. A
subscriber registers for a specific event or transaction (which is registered on the database server as a trigger); when
the event occurs, Notification Services can use one of three methods to send a message to the subscriber informing
about the occurrence of the event. These methods include SMTP, SOAP, or by writing to a file in the filesystem.
Notification Services was discontinued by Microsoft with the release of SQL Server 2008 in August 2008, and is no
longer an officially supported component of the SQL Server database platform.

Integration Services
SQL Server Integration Services (SSIS) provides ETL capabilities for SQL Server for data import, data integration
and data warehousing needs. Integration Services includes GUI tools to build workflows such as extracting data from
various sources, querying data, transforming data—including aggregation, de-duplication, de-/normalization and
merging of data—and then exporting the transformed data into destination databases or files.

Full Text Search Service

The SQL Server Full Text Search service architecture

SQL Server Full Text Search service is a specialized
indexing and querying service for unstructured text
stored in SQL Server databases. The full text search
index can be created on any column with character
based text data. It allows for words to be searched for
in the text columns. While it can be performed with the
SQL LIKE operator, using SQL Server Full Text
Search service can be more efficient. Full allows for
inexact matching of the source string, indicated by a
Rank value which can range from 0 to 1000 - a higher
rank means a more accurate match. It also allows
linguistic matching ("inflectional search"), i.e.,
linguistic variants of a word (such as a verb in a
different tense) will also be a match for a given word
(but with a lower rank than an exact match). Proximity
searches are also supported, i.e., if the words searched for do not occur in the sequence they are specified in the
query but are near each other, they are also considered a match. T-SQL exposes special operators that can be used to
access the FTS capabilities.
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The Full Text Search engine is divided into two processes - the Filter Daemon process (msftefd.exe) and the
Search process (msftesql.exe). These processes interact with the SQL Server. The Search process includes the
indexer (that creates the full text indexes) and the full text query processor. The indexer scans through text columns
in the database. It can also index through binary columns, and use iFilters to extract meaningful text from the binary
blob (for example, when a Microsoft Word document is stored as an unstructured binary file in a database). The
iFilters are hosted by the Filter Daemon process. Once the text is extracted, the Filter Daemon process breaks it up
into a sequence of words and hands it over to the indexer. The indexer filters out noise words, i.e., words like A, And
etc., which occur frequently and are not useful for search. With the remaining words, an inverted index is created,
associating each word with the columns they were found in. SQL Server itself includes a Gatherer component that
monitors changes to tables and invokes the indexer in case of updates.
When a full text query is received by the SQL Server query processor, it is handed over to the FTS query processor
in the Search process. The FTS query processor breaks up the query into the constituent words, filters out the noise
words, and uses an inbuilt thesaurus to find out the linguistic variants for each word. The words are then queried
against the inverted index and a rank of their accurateness is computed. The results are returned to the client via the
SQL Server process.

SQLCMD
SQLCMD is a command line application that comes with Microsoft SQL Server, and exposes the management
features of SQL Server. It allows SQL queries to be written and executed from the command prompt. It can also act
as a scripting language to create and run a set of SQL statements as a script. Such scripts are stored as a .sql file,
and are used either for management of databases or to create the database schema during the deployment of a
database.
SQLCMD was introduced with SQL Server 2005 and this continues with SQL Server 2012 and 2014. Its predecessor
for earlier versions was OSQL and ISQL, which is functionally equivalent as it pertains to TSQL execution, and
many of the command line parameters are identical, although SQLCMD adds extra versatility.

Visual Studio
Microsoft Visual Studio includes native support for data programming with Microsoft SQL Server. It can be used
to write and debug code to be executed by SQL CLR. It also includes a data designer that can be used to graphically
create, view or edit database schemas. Queries can be created either visually or using code. SSMS 2008 onwards,
provides intellisense for SQL queries as well.

SQL Server Management Studio
SQL Server Management Studio is a GUI tool included with SQL Server 2005 and later for configuring,
managing, and administering all components within Microsoft SQL Server. The tool includes both script editors and
graphical tools that work with objects and features of the server. SQL Server Management Studio replaces Enterprise
Manager as the primary management interface for Microsoft SQL Server since SQL Server 2005. A version of SQL
Server Management Studio is also available for SQL Server Express Edition, for which it is known as SQL Server
Management Studio Express (SSMSE).
A central feature of SQL Server Management Studio is the Object Explorer, which allows the user to browse, select,
and act upon any of the objects within the server. It can be used to visually observe and analyze query plans and
optimize the database performance, among others. SQL Server Management Studio can also be used to create a new
database, alter any existing database schema by adding or modifying tables and indexes, or analyze performance. It
includes the query windows which provide a GUI based interface to write and execute queries.
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Business Intelligence Development Studio
Business Intelligence Development Studio (BIDS) is the IDE from Microsoft used for developing data analysis and
Business Intelligence solutions utilizing the Microsoft SQL Server Analysis Services, Reporting Services and
Integration Services. It is based on the Microsoft Visual Studio development environment but is customized with the
SQL Server services-specific extensions and project types, including tools, controls and projects for reports (using
Reporting Services), Cubes and data mining structures (using Analysis Services).

Programmability

T-SQL
T-SQL (Transact-SQL) is the Secondary means of programming and managing SQL Server. It exposes keywords for
the operations that can be performed on SQL Server, including creating and altering database schemas, entering and
editing data in the database as well as monitoring and managing the server itself. Client applications that consume
data or manage the server will leverage SQL Server functionality by sending T-SQL queries and statements which
are then processed by the server and results (or errors) returned to the client application. SQL Server allows it to be
managed using T-SQL. For this it exposes read-only tables from which server statistics can be read. Management
functionality is exposed via system-defined stored procedures which can be invoked from T-SQL queries to perform
the management operation. It is also possible to create linked Server using T-SQL. Linked server allows operation to
multiple server as one query.

SQL Native Client (aka SNAC)
SQL Native Client is the native client side data access library for Microsoft SQL Server, version 2005 onwards. It
natively implements support for the SQL Server features including the Tabular Data Stream implementation, support
for mirrored SQL Server databases, full support for all data types supported by SQL Server, asynchronous
operations, query notifications, encryption support, as well as receiving multiple result sets in a single database
session. SQL Native Client is used under the hood by SQL Server plug-ins for other data access technologies,
including ADO or OLE DB. The SQL Native Client can also be directly used, bypassing the generic data access
layers.
On 28 Nov 2011 a preview release of the SQL Server ODBC driver for Linux was released.

Notes
[1] http:/ / www. microsoft. com/ sqlserver
[2] http:/ / www. scriptcase. net/ blog/ all-about-the-history-of-sql-server/
[3] Multiple Active Result Sets (MARS) in SQL Server 2005 (http:/ / msdn. microsoft. com/ en-us/ library/ ms345109(SQL. 90). aspx) (retrieved

June 20, 2009)
[4] Dynamic Management Views and Functions (http:/ / msdn. microsoft. com/ en-us/ library/ ms188754. aspx) (retrieved June 06, 2010)
[5][5] Database Mirroring was included in the first release of SQL Server 2005 for evaluation purposes only. Prior to SP1, it was not enabled by

default, and was not supported by Microsoft.
[6][6] Announced to the SQL Server Special Interest Group at the ESRI 2008 User's Conference on August 6, 2008 by Ed Katibah (Spatial Program

Manager at Microsoft)
[7] http:/ / blogs. msdn. com/ b/ data__knowledge__intelligence/ archive/ 2013/ 10/ 17/ sql-server-2014-ctp2-is-now-available. aspx
[8] http:/ / www. microsoft. com/ en-us/ sqlserver/ sql-server-2014. aspx
[9] http:/ / download. microsoft. com/ download/ 4/ F/ 7/ 4F74E127-827E-420D-971F-53CECB6778BD/

SQL_Server_2012_Licensing_Datasheet_and_FAQ_Mar2012. docx
[10] MSDN Library: Reporting Services Render Method (http:/ / msdn. microsoft. com/ en-us/ library/ microsoft. wssux.

reportingserviceswebservice. rsexecutionservice2005. reportexecutionservice. render. aspx) - See Device Information Settings (http:/ / msdn.
microsoft. com/ en-us/ library/ ms155397. aspx)

[11] Image Device Information Settings (http:/ / msdn. microsoft. com/ en-us/ library/ ms155373. aspx) - SSRS can render BMP, EMF, GIF,
JPEG, PNG, and TIFF.

http://en.wikipedia.org/w/index.php?title=Business_Intelligence_Development_Studio
http://en.wikipedia.org/w/index.php?title=Integrated_Development_Environment
http://en.wikipedia.org/w/index.php?title=Microsoft
http://en.wikipedia.org/w/index.php?title=Business_Intelligence
http://en.wikipedia.org/w/index.php?title=SQL_Server_Analysis_Services
http://en.wikipedia.org/w/index.php?title=SQL_Server_Reporting_Services
http://en.wikipedia.org/w/index.php?title=SQL_Server_Integration_Services
http://en.wikipedia.org/w/index.php?title=Microsoft_Visual_Studio
http://en.wikipedia.org/w/index.php?title=Data_mining
http://en.wikipedia.org/w/index.php?title=Library_%28computing%29
http://en.wikipedia.org/w/index.php?title=Tabular_Data_Stream
http://en.wikipedia.org/w/index.php?title=Encryption
http://en.wikipedia.org/w/index.php?title=ActiveX_Data_Objects
http://en.wikipedia.org/w/index.php?title=Linux
http://www.microsoft.com/sqlserver
http://www.scriptcase.net/blog/all-about-the-history-of-sql-server/
http://msdn.microsoft.com/en-us/library/ms345109(SQL.90).aspx
http://msdn.microsoft.com/en-us/library/ms188754.aspx
http://blogs.msdn.com/b/data__knowledge__intelligence/archive/2013/10/17/sql-server-2014-ctp2-is-now-available.aspx
http://www.microsoft.com/en-us/sqlserver/sql-server-2014.aspx
http://download.microsoft.com/download/4/F/7/4F74E127-827E-420D-971F-53CECB6778BD/SQL_Server_2012_Licensing_Datasheet_and_FAQ_Mar2012.docx
http://download.microsoft.com/download/4/F/7/4F74E127-827E-420D-971F-53CECB6778BD/SQL_Server_2012_Licensing_Datasheet_and_FAQ_Mar2012.docx
http://msdn.microsoft.com/en-us/library/microsoft.wssux.reportingserviceswebservice.rsexecutionservice2005.reportexecutionservice.render.aspx
http://msdn.microsoft.com/en-us/library/microsoft.wssux.reportingserviceswebservice.rsexecutionservice2005.reportexecutionservice.render.aspx
http://msdn.microsoft.com/en-us/library/ms155397.aspx
http://msdn.microsoft.com/en-us/library/ms155397.aspx
http://msdn.microsoft.com/en-us/library/ms155373.aspx
http://en.wikipedia.org/w/index.php?title=BMP_file_format
http://en.wikipedia.org/w/index.php?title=Windows_Metafile
http://en.wikipedia.org/w/index.php?title=GIF
http://en.wikipedia.org/w/index.php?title=JPEG
http://en.wikipedia.org/w/index.php?title=Portable_Network_Graphics
http://en.wikipedia.org/w/index.php?title=TIFF


Microsoft SQL Server 549

References

Further reading
• Lance Delano, Rajesh George et al. (2005). Wrox's SQL Server 2005 Express Edition Starter Kit (Programmer to

Programmer). Microsoft Press. ISBN 0-7645-8923-7
• Delaney, Kalen, et al. (2007). Inside SQL Server 2005: Query Tuning and Optimization. Microsoft Press. ISBN

0-7356-2196-9.
• Ben-Gan, Itzik, et al. (2006). Inside Microsoft SQL Server 2005: T-SQL Programming. Microsoft Press. ISBN

0-7356-2197-7.

External links
• Official website (http:/ / technet. microsoft. com/ en-us/ sqlserver/ default)
• Longer version of the history from a dev team member (http:/ / blogs. msdn. com/ euanga/ archive/ 2006/ 01/ 19/

514479. aspx)

Microsoft SQL Server Master Data Services
Microsoft SQL Server Master Data Services is a Master Data Management (MDM) product from Microsoft,
which will ship as a part of the Microsoft SQL Server database. Originally code-named Bulldog, Master Data
Services is the rebranding of the Stratature MDM product titled +EDM, which Microsoft acquired in June 2007.
Master Data Services is architecturally similar to +EDM, with increased integration with other Microsoft
applications as well as some new features. Master Data Services first shipped with Microsoft SQL Server 2008 R2.
Microsoft SQL Server 2012 improved the analytical capabilities, transactional capabilities, and integration with other
software.

Overview
Like other MDM products, Master Data Services aims to create a centralized data source and keep it synchronized,
and thus reduce redundancies, across the applications which process the data.
Sharing the architectural core with Stratature +EDM, Master Data Services uses a Microsoft SQL Server database as
the physical data store. It is a part of the Master Data Hub, which uses the database to store and manage data entities.
It is a database with the software to validate and manage the data, and keep it synchronized with the systems that use
the data. The master data hub has to extract the data from the source system, validate, sanitize and shape the data,
remove duplicates, and update the hub repositories, as well as synchronize the external sources. The entity schemas,
attributes, data hierarchies, validation rules and access control information are specified as metadata to the Master
Data Services runtime. Master Data Services does not impose any limitation on the data model. Master Data Services
also allows custom Business rules, used for validating and sanitizing the data entering the data hub, to be defined,
which is then run against the data matching the specified criteria. All changes made to the data are validated against
the rules, and a log of the transaction is stored persistently. Violations are logged separately, and optionally the
owner is notified, automatically. All the data entities can be versioned.
Master Data Services allows the master data to be categorized by hierarchical relationships, such as employee data 
are a subtype of organization data. Hierarchies are generated by relating data attributes. Data can be automatically 
categorized using rules, and the categories are introspected programmatically. Master Data Services can also expose 
the data as Microsoft SQL Server views, which can be pulled by any SQL-compatible client. It uses a role-based 
access control system to restrict access to the data. The views are generated dynamically, so they contain the latest
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data entities in the master hub. It can also push out the data by writing to some external journals. Master Data
Services also includes a web-based UI for viewing and managing the data. It uses AJAX in the front-end and
ASP.NET in the back-end.
Master Data Services also includes certain features not available in the Stratature +EDM product. It gains an Web
service interface to expose the data, as well as an API, which internally uses the exposed web services, exposing the
feature set, programmatically, to access and manipulate the data. It also integrates with Active Directory for
authentication purposes. Unlike +EDM, Master Data Services supports Unicode characters, as well as support
multilingual user interfaces.

Terminology
• Model is the highest level of an MDS instance. It is the primary container for specific groupings of master data. In

many ways it is very similar to the idea of a database.
• Entities are containers created within a model. Entities provide a home for members, and are in many ways

analogous to database tables. (e.g. Customer)
• Members are analogous to the records in a database table (Entity) e.g. Will Smith. Members are contained within

entities. Each member is made up of two or more attributes.
• Attributes are analogous to the columns within a database table (Entity) e.g. Surname. Attributes exist within

entities and help describe members (the records within the table). Name and Code attributes are created by default
for each entity and serve to describe and uniquely identify leaf members. Attributes can be related to other
attributes from other entities which are called 'domain-based' attributes. Other attributes will be of type 'free-form'
(most common) or 'file'.

Master data service is the part of the sql server now the question is what are master data service
• Attribute Groups are explicitly defined collections of particular attributes. Say you have an entity "customer" that

has 50 attributes — too much information for many of your users. Attribute groups enable the creation of custom
sets of hand-picked attributes that are relevant for specific audiences. (e.g. "customer - delivery details" that
would include just their name and last known delivery address)

• Hierarchies organise members into either Derived or Explicit hierarchical structures. Derived hierarchies, as the
name suggests, are derived by the MDS engine based on the relationships that exist between attributes. Explicit
hierarchies are created by hand using both leaf and consolidated members.

• Business Rules can be created and applied against model data to ensure that custom business logic is adhered to.
In order to be committed into the system data must pass all business rule validations applied to them. e.g. Within
the Customer Entity you may want to create a business rule that ensures all members of the 'Country' Attribute
contain either the text "USA" or "Canada". The Business Rule once created and ran will then verify all the data is
correct before it accepts it into the approved model.

• Versions provide system owners / administrators with the ability to Open, Lock or Commit a particular version of
a model and the data contained within it at a particular point in time. As the content within a model varies, grows
or shrinks over time versions provide a way of managing metadata so that subscribing systems can access to the
correct content.
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aspx)

Transact-SQL
Transact-SQL (T-SQL) is Microsoft's and Sybase's proprietary extension to SQL. SQL, the acronym for Structured
Query Language, is a standardized computer language that was originally developed by IBM for querying, altering
and defining relational databases, using declarative statements. T-SQL expands on the SQL standard to include
procedural programming, local variables, various support functions for string processing, date processing,
mathematics, etc. and changes to the DELETE and UPDATE statements. These additional features make
Transact-SQL Turing complete.
Transact-SQL is central to using Microsoft SQL Server. All applications that communicate with an instance of SQL
Server do so by sending Transact-SQL statements to the server, regardless of the user interface of the application.

Variables
Keywords for flow control in Transact-SQL include BEGIN and END, BREAK, CONTINUE, GOTO, IF and ELSE,
RETURN, WAITFOR, and WHILE.
IF and ELSE allow conditional execution. This batch statement will print "It is the weekend" if the current date is a
weekend day, or "It is a weekday" if the current date is a weekday. (Note: This code assumes that Sunday is
configured as the first day of the week in the @@DATEFIRST setting.)

IF DATEPART(dw, GETDATE()) = 7 OR DATEPART(dw, GETDATE()) = 1

   PRINT 'It is the weekend.'

ELSE

   PRINT 'It is a weekday.'

BEGIN and END mark a block of statements. If more than one statement is to be controlled by the conditional in the
example above, we can use BEGIN and END like this:

IF DATEPART(dw, GETDATE()) = 7 OR DATEPART(dw, GETDATE()) = 1

BEGIN

   PRINT 'It is the weekend.'

   PRINT 'Get some rest on the weekend!'

END

ELSE

BEGIN

   PRINT 'It is a weekday.'

   PRINT 'Get to work on a weekday!'

END

WAITFOR will wait for a given amount of time, or until a particular time of day. The statement can be used for
delays or to block execution until the set time.
RETURN is used to immediately return from a stored procedure or function.
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BREAK ends the enclosing WHILE loop, while CONTINUE causes the next iteration of the loop to execute. An
example of a WHILE loop is given below.

DECLARE @i INT

SET @i = 0

WHILE @i < 5

BEGIN

   PRINT 'Hello world.'

   SET @i = @i + 1

END

Changes to DELETE and UPDATE statements
In Transact-SQL, both the DELETE and UPDATE statements allow a FROM clause to be added, which allows joins
to be included.
This example deletes all users who have been flagged with the 'Idle' flag.

DELETE u

  FROM users AS u

  INNER JOIN user_flags AS f

    ON u.id = f.id

WHERE f.name = 'idle'

BULK INSERT
BULK INSERT is a Transact-SQL statement that implements a bulk data-loading process, inserting multiple rows
into a table, reading data from an external sequential file. Use of BULK INSERT results in better performance than
processes that issue individual INSERT statements for each row to be added. Additional details are available in
MSDN [1].

TRY CATCH
Beginning with SQL Server 2005, Microsoft introduced additional TRY CATCH logic to support exception type
behaviour. This behaviour enables developers to simplify their code and leave out @@ERROR checking after each
SQL execution statement.

-- begin transaction

BEGIN TRAN

BEGIN TRY

   -- execute each statement

   INSERT INTO MYTABLE(NAME) VALUES ('ABC')

   INSERT INTO MYTABLE(NAME) VALUES ('123')

   -- commit the transaction

   COMMIT TRAN

END TRY

BEGIN CATCH

   -- rollback the transaction because of error

http://msdn2.microsoft.com/en-us/library/ms188365.aspx
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   ROLLBACK TRAN

END CATCH

References
[1] http:/ / msdn2. microsoft. com/ en-us/ library/ ms188365. aspx

External links
• Sybase Transact-SQL User's Guide (http:/ / infocenter. sybase. com/ help/ index. jsp?topic=/ com. sybase. help.

ase_15. 0. sqlug/ html/ sqlug/ title. htm)
• Transact-SQL Reference for SQL Server 2000 (MSDN) (http:/ / msdn2. microsoft. com/ en-us/ library/

aa260642(SQL. 80). aspx)
• Transact-SQL Reference for SQL Server 2005 (MSDN) (http:/ / msdn2. microsoft. com/ en-us/ library/

ms189826. aspx)
• Transact-SQL Reference for SQL Server 2008 (MSDN) (http:/ / msdn. microsoft. com/ en-us/ library/

bb510741(SQL. 100). aspx)
• Transact-SQL Reference for SQL Server 2012 (MSDN) (http:/ / msdn. microsoft. com/ en-us/ library/ bb510741.

aspx)
• Transact-SQL Tutorial (http:/ / www. tsql. info)

WCF Data Services
WCF Data Services (formerly ADO.NET Data Services, codename "Astoria") is a platform for what Microsoft
calls Data Services. It is actually a combination of the runtime and a web service through which the services are
exposed. In addition, it also includes the Data Services Toolkit which lets Astoria Data Services be created from
within ASP.NET itself. The Astoria project was announced at MIX 2007, and the first developer preview was made
available on April 30, 2007. The first CTP was made available as a part of the ASP.NET 3.5 Extensions Preview.
The final version was released as part of Service Pack 1 of the .NET Framework 3.5 on August 11, 2008. The name
change from ADO.NET Data Services to WCF data Services was announced at the 2009 PDC.

Overview
WCF Data Services exposes data, represented as Entity Data Model (EDM) objects, via web services accessed over
HTTP. The data can be addressed using a REST-like URI. The data service, when accessed via the HTTP GET
method with such a URI, will return the data. The web service can be configured to return the data in either plain
XML, JSON or RDF+XML. In the initial release, formats like RSS and ATOM are not supported, though they may
be in the future. In addition, using other HTTP methods like PUT, POST or DELETE, the data can be updated as
well. POST can be used to create new entities, PUT for updating an entity, and DELETE for deleting an entity.
The URIs representing the data will contain the physical location of the service, as well as the service name. In
addition, it will also need to specify an EDM Entity-Set or a specific entity instance, as in respectively

http://dataserver/service.svc/MusicCollection

or

http://dataserver/service.svc/MusicCollection[SomeArtist]

The former will list all entities in the Collection set whereas the latter will list only for the entity which is indexed by
SomeArtist.
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In addition, the URIs can also specify a traversal of a relationship in the Entity Data Model. For example,

http://dataserver/service.svc/MusicCollection[SomeSong]/Genre

traverses the relationship Genre (in SQL parlance, joins with the Genre table) and retrieves all instances of Genre
that are associated with the entity SomeSong. Simple predicates can also be specified in the URI, like

http://dataserver/service.svc/MusicCollection[SomeArtist]/ReleaseDate[Year eq 2006]

will fetch the items that are indexed by SomeArtist and had their release in 2006. Filtering and partition information
can also be encoded in the URL as

http://dataserver/service.svc/MusicCollection?$orderby=ReleaseDate&$skip=100&$top=50

It is important to note that although the presence of skip and top keywords indicate paging support, in Data Services
version 1 there is no method of determining the number of records available and thus impossible to determine how
many pages there may be. The OData 2.0 spec adds support for the $count path segment (to return just a count of
entities) and $inlineCount (to retrieve a page worth of entities and a total count without a separate round-trip....).[1]
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• "Codename "Astoria": Data Services for the Web" (http:/ / blogs. msdn. com/ pablo/ archive/ 2007/ 04/ 30/
codename-astoria-data-services-for-the-web. aspx). Retrieved 2007-04-30.

• ADO.NET Data Services Framework (formerly "Project Astoria") (http:/ / astoria. mslivelabs. com/ )

External links
• Using Microsoft ADO.NET Data Services (http:/ / msdn. microsoft. com/ en-us/ library/ cc907912. aspx)
• ASP.NET 3.5 Extensions Preview (http:/ / www. asp. net/ downloads/ 3. 5-extensions/ )
• ADO.NET Data Services (Project Astoria) Team Blog (http:/ / blogs. msdn. com/ astoriateam/ )
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Windows Internal Database
Windows Internal Database (codenamed WYukon, sometimes referred to as SQL Server Embedded Edition) is a
variant of SQL Server Express 2005-2012 that is included with Windows Server 2008 (SQL 2005), Windows Server
2008 R2 (SQL 2005) and Windows Server 2012 (SQL 2012), and is included with other free Microsoft products
released after 2007 that require an SQL Server database backend. Windows SharePoint Services 3.0 and Windows
Server Update Services 3.0 both include Windows Internal Database, which can be used as an alternative to using a
retail edition of SQL Server. WID was a 32-bit application, even as component of Windows Server 2008 64-bit,
which installs in the path C:\Program Files (x86)\Microsoft SQL Server. In Windows Server 2012, it is a 64-bit
application, installed in C:\Windows\WID.
Windows Internal Database is not available as a standalone product for use by end-user applications; Microsoft
provides SQL Server Express and Microsoft SQL Server for this purpose. Additionally, it is designed to only be
accessible to Windows Services running on the same machine.
Several components of Windows Server 2008 and 2012 use Windows Internal Database for their data storage:
Active Directory Rights Management Services, Windows System Resource Manager, UDDI Services, Active
Directory Federation Services 2.0, IPAM and Windows SharePoint Services. On Windows Server 2003, SharePoint
and Windows Server Update Services will install Windows Internal Database and use it as a default data store if a
retail SQL Server database instance is not provided. A Knowledge Base article published by Microsoft states that
Windows Internal Database does not identify itself as a removable component, and provides instructions how it may
be uninstalled by calling Windows Installer directly.
SQL Server Management Studio Express can be used to connect to an instance of Windows Internal Database using
\\.\pipe\MSSQL$MICROSOFT##SSEE\sql\query (2003-2008) or
\\.\pipe\MICROSOFT##WID\tsql\query (2012) as instance name. But this will only work locally, as
Remote Connections cannot be enabled for this edition of SQL Server. Also note that "Windows Authentication"
should be used (as opposed to SQL Server Authentication), and administrators seem to have the best results of
authenticating successfully when logged on using the same administrative account that was created when Windows
was installed.
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External links
• Planning and Architecture for Windows SharePoint Services 3.0 Technology (http:/ / go. microsoft. com/ fwlink/

?LinkId=79600)
• Release Notes for Microsoft Windows Server Update Services 3.0 (http:/ / go. microsoft. com/ fwlink/

?LinkId=71220)
• http:/ / www. mssqltips. com/ tip. asp?tip=1577 (http:/ / www. mssqltips. com/ tip. asp?tip=1577)

http://en.wikipedia.org/w/index.php?title=SQL_Server_Express
http://en.wikipedia.org/w/index.php?title=Windows_Server_2008
http://en.wikipedia.org/w/index.php?title=Windows_Server_2008_R2
http://en.wikipedia.org/w/index.php?title=Windows_Server_2008_R2
http://en.wikipedia.org/w/index.php?title=Windows_Server_2012
http://en.wikipedia.org/w/index.php?title=Microsoft
http://en.wikipedia.org/w/index.php?title=Windows_SharePoint_Services
http://en.wikipedia.org/w/index.php?title=Windows_Server_Update_Services
http://en.wikipedia.org/w/index.php?title=Windows_Server_Update_Services
http://en.wikipedia.org/w/index.php?title=Windows_Service
http://en.wikipedia.org/w/index.php?title=Active_Directory_Rights_Management_Services
http://en.wikipedia.org/w/index.php?title=Windows_System_Resource_Manager
http://en.wikipedia.org/w/index.php?title=Universal_Description_Discovery_and_Integration
http://en.wikipedia.org/w/index.php?title=Active_Directory_Federation_Services
http://en.wikipedia.org/w/index.php?title=Active_Directory_Federation_Services
http://en.wikipedia.org/w/index.php?title=Windows_Server_2012%23IP_address_management
http://en.wikipedia.org/w/index.php?title=Windows_Server_Update_Services
http://en.wikipedia.org/w/index.php?title=Windows_Installer
http://en.wikipedia.org/w/index.php?title=SQL_Server_Management_Studio_Express
http://go.microsoft.com/fwlink/?LinkId=79600
http://go.microsoft.com/fwlink/?LinkId=79600
http://go.microsoft.com/fwlink/?LinkId=71220
http://go.microsoft.com/fwlink/?LinkId=71220
http://www.mssqltips.com/tip.asp?tip=1577
http://www.mssqltips.com/tip.asp?tip=1577


SQL Server Agent 556

SQL Server Agent
SQL Server Agent is a component of Microsoft SQL Server which schedules jobs and handles other automated
tasks. It runs as a Windows service so can start automatically when the system boots or it can be started manually. It
is .
Typical system tasks performed include scheduling maintenance plans (such as backups), handling Reporting
Services subscriptions and performing log shipping sub-tasks (backup, copy, restore & check). User tasks, such as
scheduling some T-SQL or command line statement are also common.
SQLAgent has support for operators and alerts, so that administrators can be notified, e.g. by email.

http://en.wikipedia.org/w/index.php?title=Windows_service
http://en.wikipedia.org/w/index.php?title=Booting
http://en.wikipedia.org/w/index.php?title=SQL_Server_Reporting_Services
http://en.wikipedia.org/w/index.php?title=SQL_Server_Reporting_Services
http://en.wikipedia.org/w/index.php?title=Log_shipping
http://en.wikipedia.org/w/index.php?title=T-SQL


SQL Server Compact 557

SQL Server Compact

SQL Server Compact

Filename extension .sdf

Developed by Microsoft

Type of format Relational database

Microsoft SQL Server Compact (SQL CE) is a compact relational database produced by Microsoft for
applications that run on mobile devices and desktops. Prior to the introduction of the desktop platform, it was known
as SQL Server for Windows CE and SQL Server Mobile Edition. The latest release is the SQL Server Compact 4.0
supporting .NET Framework 4.0, and dropping support for Windows Mobile in this release. It includes both 32-bit
and 64-bit native support. SQL CE targets occasionally connected applications and applications with an embedded
database. It is free to download and redistribute. An ODBC driver for SQL CE does not exist, nor is one planned.
Native applications may use SQL CE via OLE DB.

Overview
SQL Server Compact shares a common API with the other Microsoft SQL Server editions. It also includes
ADO.NET providers for data access using ADO.NET APIs, and built-in synchronization capabilities, as well as
support for LINQ and Entity Framework. Future releases will unify the synchronization capabilities with Microsoft
Synchronization Services. Unlike other editions of Microsoft SQL Server, SQL CE runs in-process with the
application which is hosting it. It has a disk footprint of less than 2 MB and a memory footprint of approximately 5
MB. SQL CE is optimized for an architecture where all applications share the same memory pool. Windows Store
apps for Windows 8 cannot use SQL Server Compact edition, or any other edition of SQL Server.

Support
SQL CE databases can support ACID-compliance, but do not meet the durability requirement by default because
AutoFlush buffers changes in memory (including enlisted ambient transactions and explicit SQL CE transactions
that do not override the Commit() call with an CommitMode.Immediate value). Therefore committed transaction
changes can be lost. To meet the durability requirement the commit call on the transaction must specify the
immediate flag. Like Microsoft SQL Server, SQL CE supports transactions, referential integrity constraints, locking
as well as multiple connections to the database store. However, nested transactions are not supported, even though
parallel transactions (on different tables) are. The current release does not support stored procedures or native XML
data type either. It uses a subset of T-SQL for querying and due to lack of XML support, XQuery is not supported
either. Queries are processed by an optimizing query processor. SQL CE databases also support indexing, as well as
support remote data replication (local caching of data in remote databases) and merge replication (bidirectional
synchronization with master databases).
SQL CE databases can be created and managed from Microsoft Visual Studio and some older versions of SQL
Server Management Studio as well.
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File Format
SQL CE databases reside in a single .sdf file, which can be up to 4 GB in size. The .sdf file can be encrypted with
128-bit encryption for data security. SQL CE runtime mediates concurrent multi-user access to the .sdf file. The .sdf
file can simply be copied to the destination system for deployment, or be deployed through ClickOnce. SQL CE
runtime has support for DataDirectories. Applications using an SQL CE database need not specify the entire path to
an .sdf file in the ADO.NET connection string, rather it can be specified as |DataDirectory|\<database_name>.sdf,
defining the data directory (where the .sdf database file resides) being defined in the assembly manifest for the
application.
SQL Server Management Studio 2005 can read and modify CE 3.0 and 3.1 database files (with the latest service
pack), but SQL Server Management Studio 2008 (or later) is required to read version 3.5 files. Microsoft Visual
Studio Express 2008 SP1 can create, modify and query CE 3.5 SP1 database files. SQL Server Management Studio
cannot read CE 4.0 files. Visual Studio 2010 SP1 can handle CE 4.0 database files.
The .sdf (Sqlce Database File) naming convention is optional and any extension can be used.
Setting a password for the database file is optional. The database can be compressed and repaired with the option of
the compacted/repaired database to be placed into a new database file.
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• SQL Server Compact 3.5 (http:/ / www. microsoft. com/ sqlserver/ 2008/ en/ us/ compact. aspx)
• SQL Server Compact Release Versions (http:/ / blogs. msdn. com/ sqlservercompact/ archive/ 2008/ 02/ 08/

sql-server-compact-release-versions. aspx)
• Microsoft's Embedded Database - SQL Server Compact - Team Blog (http:/ / blogs. msdn. com/ b/

sqlservercompact)
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SQL CLR
SQL CLR or SQLCLR (SQL Common Language Runtime) is technology for hosting of the Microsoft .NET
common language runtime engine within SQL Server. The SQLCLR allows managed code to be hosted by, and run
in, the Microsoft SQL Server environment.
This technology, introduced in Microsoft SQL Server 2005, allow users for example to create the following types of
managed code objects in SQL Server in .NET languages such as C# or VB.NET.
• Stored procedures (SPs) which are analogous to procedures or void functions in procedural languages like VB or

C,
• triggers which are stored procedures that fire in response to Data Manipulation Language (DML) or Data

Definition Language (DDL) events,
• User-defined functions (UDFs) which are analogous to functions in procedural languages,
• User-defined aggregates (UDAs) which allow developers to create custom aggregates that act on sets of data

instead of one row at a time,
• User-defined types (UDTs) that allow users to create simple or complex data types which can be serialized and

deserialized within the database.
The SQL CLR relies on the creation, deployment, and registration of CLI assemblies, which are physically stored in
managed code dynamic load libraries (DLLs). These assemblies may contain CLI namespaces, classes, functions and
properties.

External links
• MSDN: Using CLR Integration in SQL Server 2005 [1]

• MSDN Forum on .NET Framework in SQL Server [2]

• SqlClr.net Independent site [3]

• SQL CLR Team Blog (No posts since 2006, might be dead) [4]
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Microsoft Transaction Server
Microsoft Transaction Server (MTS) was software that provided services to Component Object Model (COM)
software components, to make it easier to create large distributed applications. The major services provided by MTS
were automated transaction management, instance management (or just-in-time activation) and role-based security.
MTS is considered to be the first major software to implement aspect-oriented programming.
MTS was first offered in the Windows NT 4.0 Option Pack. In Windows 2000, MTS was enhanced and better
integrated with the operating system and COM, and was renamed COM+. COM+ added object pooling,
loosely-coupled events and user-defined simple transactions (compensating resource managers) to the features of
MTS.
COM+ is still provided with Windows Server 2003 and Windows Server 2008, and the Microsoft .NET Framework
provides a wrapper for COM+ in the EnterpriseServices namespace. The Windows Communication Foundation
(WCF) provides a way of calling COM+ applications with web services. However, COM+ is based on COM, and
Microsoft's strategic software architecture is now web services and .NET, not COM. There are pure .NET-based
alternatives for many of the features provided by COM+, and in the long term it is likely COM+ will be phased out.

Architecture
A basic MTS architecture comprises:
•• the MTS Executive (mtxex.dll)
• the Factory Wrappers and Context Wrappers for each component
•• the MTS Server Component
•• MTS clients
•• auxiliary systems like:

• COM runtime services
• the Service Control Manager (SCM)
• the Microsoft Distributed Transaction Coordinator (MS-DTC)
• the Microsoft Message Queue (MSMQ)
•• the COM-Transaction Integrator (COM-TI)
•• etc.

COM components that run under the control of the MTS Executive are called MTS components. In COM+, they are
referred to as COM+ Applications. MTS components are in-process DLLs. MTS components are deployed and run
in the MTS Executive which manages them. As with other COM components, an object implementing the
IClassFactory interface serves as a Factory Object to create new instances of these components.
MTS inserts a Factory Wrapper Object and an Object Wrapper between the actual MTS object and its client. This
interposing of wrappers is called interception. Whenever the client makes a call to the MTS component, the
wrappers (Factory and Object) intercept the call and inject their own instance-management algorithm called the
Just-In-Time Activation (JITA) into the call. The wrapper then makes this call on the actual MTS component.
Interception was considered difficult at the time due to a lack of extensible metadata.
In addition, based on the information from the component's deployment properties, transaction logic and security
checks also take place in these wrapper objects.
For every MTS-hosted object, there also exists a Context Object, which implements the IObjectContext interface.
The Context Object maintains specific information about that object, such as its transactional information, security
information and deployment information. Methods in the MTS component call into the Context Object through its
IObjectContext interface.
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MTS does not create the actual middle-tier MTS object until the call from a client reaches the container. Since the
object is not running all the time, it does not use up a lot of system resources (even though an object wrapper and
skeleton for the object do persist).
As soon as the call comes in from the client, the MTS wrapper process activates its Instance Management algorithm
called JITA. The actual MTS object is created "just in time" to service the request from the wrapper. And when the
request is serviced and the reply is sent back to the client, the component either calls SetComplete()/SetAbort(), or its
transaction ends, or the client calls Release() on the reference to the object, and the actual MTS object is destroyed.
In short, MTS uses a stateless component model.
Generally, when a client requests services from a typical MTS component, the following sequence occurs on the
server :
1. acquire a database connection
2.2. read the component's state from either the Shared Property Manager or from an already existing object or from

the client
3. perform the business logic
4.4. write the component's changed state, if any, back to the database
5.5. close and release the database connection
6. vote on the result of the transaction. MTS components do not directly commit transactions, rather they

communicate their success or failure to MTS.
It is thus possible to implement high-latency resources as asynchronous resource pools, which should take advantage
of the stateless JIT activation afforded by the middleware server.
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• More details about MTS (http:/ / my. execpc. com/ ~gopalan/ mts/ mts. html)
• Quick Tour of Microsoft Transaction Server (http:/ / www. microsoft. com/ technet/ archive/ transsrv/ quicktr.

mspx)
• Interpreting the MTS events in the event log (http:/ / support. microsoft. com/ kb/ q262187/ )
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Oracle

Database schema

A depiction of MediaWiki database schema.

A database schema (/ˈski.mə/ SKEE-mə) of a database system is its
structure described in a formal language supported by the database
management system (DBMS) and refers to the organization of data as a
blueprint of how a database is constructed (divided into database tables
in case of Relational Databases). The formal definition of database
schema is a set of formulas (sentences) called integrity constraints
imposed on a database. These integrity constraints ensure compatibility
between parts of the schema. All constraints are expressible in the
same language. A database can be considered a structure in realization
of the database language. The states of a created conceptual schema are
transformed into an explicit mapping, the database schema. This
describes how real world entities are modeled in the database.

"A database schema specifies, based on the database administrator's knowledge of possible applications, the facts
that can enter the database, or those of interest to the possible end-users." The notion of a database schema plays the
same role as the notion of theory in predicate calculus. A model of this “theory” closely corresponds to a database,
which can be seen at any instant of time as a mathematical object. Thus a schema can contain formulas representing
integrity constraints specifically for an application and the constraints specifically for a type of database, all
expressed in the same database language. In a relational database, the schema defines the tables, fields, relationships,
views, indexes, packages, procedures, functions, queues, triggers, types, sequences, materialized views, synonyms,
database links, directories, XML schemas, and other elements.
Schemas are generally stored in a data dictionary. Although a schema is defined in text database language, the term
is often used to refer to a graphical depiction of the database structure. In other words, schema is the structure of the
database that defines the objects in the database.
In an Oracle Database system, the term "schema" has a slightly different connotation.
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Ideal requirements for schema integration

Completeness
All information in the source data should be included in the database schema.

Overlap preservation
Each of the overlapping elements specified in the input mapping is also in a database schema relation.

Extended overlap preservation
Source-specific elements that are associated with a source’s overlapping elements are passed through to the database
schema.

Normalization
Independent entities and relationships in the source data should not be grouped together in the same relation in the
database schema. In particular, source specific schema elements should not be grouped with overlapping schema
elements, if the grouping co-locates independent entities or relationships.

Minimality
If any elements of the database schema are dropped then the database schema is not ideal.
These requirements influence the detailed structure of schemas that are produced. Certain applications will not
require that all of these conditions are met, but these five requirements are the most ideal.

Example of two schema integrations
Example: Suppose we want a mediated (database) schema to integrate two travel databases, Go-travel and
Ok-travel.
Go-travel has three relations:

Go-flight(f-num, time, meal)
Go-price(f-num, date, price)
f-num is the flight number and meal is a boolean.
Ok-travel has just one relation:

Ok-flight(f-num, date, time, price, nonstop)
'nonstop' is a boolean.
The overlapping information in Ok-travel’s and Go-travel’s schemas could be represented in a mediated schema:
Flight(f-num, date, time, price)
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Oracle database specificity
In the context of Oracle databases, a schema object is a logical data storage structure.
In an Oracle database, associated with each database user is a schema. A schema comprises a collection of schema
objects. Examples of schema objects include:
•• tables
•• views
• sequences
•• synonyms
•• indexes
•• clusters
•• database links
• snapshots
• procedures
•• functions
•• packages
On the other hand, non-schema objects may include:
•• users
•• roles
•• contexts
•• directory objects
Schema objects do not have a one-to-one correspondence to physical files on disk that store their information.
However, Oracle databases store schema objects logically within a tablespace of the database. The data of each
object is physically contained in one or more of the tablespace's datafiles. For some objects (such as tables, indexes,
and clusters) a database administrator can specify how much disk space the Oracle RDBMS allocates for the object
within the tablespace's datafiles.
There is no necessary relationship between schemas and tablespaces: a tablespace can contain objects from different
schemas, and the objects for a single schema can reside in different tablespaces.
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Oracle Database

Oracle Database

Developer(s) Oracle Corporation

Development status Active

Written in Assembly language, C, C++

Available in Multilingual

Type ORDBMS

License Proprietary

Website Oracle RDBMS [1]

The Oracle Database (commonly referred to as Oracle RDBMS or simply as Oracle) is an object-relational
database management system produced and marketed by Oracle Corporation.
Larry Ellison and his friends, former co-workers Bob Miner and Ed Oates, started the consultancy Software
Development Laboratories (SDL) in 1977. SDL developed the original version of the Oracle software. The name
Oracle comes from the code-name of a CIA-funded project Ellison had worked on while previously employed by
Ampex.

Physical and logical structures
An Oracle database system—identified by an alphanumeric system identifier or SID—comprises at least one
instance of the application, along with data storage. An instance—identified persistently by an instantiation number
(or activation id: SYS.V_$DATABASE.ACTIVATION#)—comprises a set of operating-system processes and
memory-structures that interact with the storage. (Typical processes include PMON (the process monitor) and
SMON (the system monitor).) Oracle documentation can refer to an active database instance as a "shared memory
realm".
Users of Oracle databases refer to the server-side memory-structure as the SGA (System Global Area). The SGA
typically holds cache information such as data-buffers, SQL commands, and user information. In addition to storage,
the database consists of online redo logs (or logs), which hold transactional history. Processes can in turn archive the
online redo logs into archive logs (offline redo logs), which provide the basis (if necessary) for data recovery and for
the physical-standby forms of data replication using Oracle Data Guard.
If the Oracle database administrator has implemented Oracle RAC (Real Application Clusters), then multiple
instances, usually on different servers, attach to a central storage array. This scenario offers advantages such as better
performance, scalability and redundancy. However, support becomes more complex, and many sites do not use
RAC. In version 10g, grid computing introduced shared resources where an instance can use (for example) CPU
resources from another node (computer) in the grid.
The Oracle DBMS can store and execute stored procedures and functions within itself. PL/SQL (Oracle
Corporation's proprietary procedural extension to SQL), or the object-oriented language Java can invoke such code
objects and/or provide the programming structures for writing them.
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Storage
The Oracle RDBMS stores data logically in the form of tablespaces and physically in the form of data files
("datafiles"). Tablespaces can contain various types of memory segments, such as Data Segments, Index Segments,
etc. Segments in turn comprise one or more extents. Extents comprise groups of contiguous data blocks. Data blocks
form the basic units of data storage.
A DBA can impose maximum quotas on storage per user within each tablespace.

Partitioning

Newer versions of the database can also include a partitioning feature: this allows the partitioning of tables based on
different set of keys. Specific partitions can then be easily added or dropped to help manage large data sets.

Monitoring

Oracle database management tracks its computer data storage with the help of information stored in the SYSTEM
tablespace. The SYSTEM tablespace contains the data dictionary—and often (by default) indexes and clusters. A
data dictionary consists of a special collection of tables that contains information about all user-objects in the
database. Since version 8i, the Oracle RDBMS also supports "locally managed" tablespaces which can store space
management information in bitmaps in their own headers rather than in the SYSTEM tablespace (as happens with
the default "dictionary-managed" tablespaces). Version 10g and later introduced the SYSAUX tablespace which
contains some of the tables formerly stored in the SYSTEM tablespace, along with objects for other tools such as
OEM which previously required its own tablespace.

Disk files

Disk files primarily represent one of the following structures:
•• Data and index files: These files provide the physical storage of data, which can consist of the data-dictionary

data (associated to the tablespace SYSTEM), user data, or index data. These files can be managed manually or
managed by Oracle itself ("Oracle-managed files"). Note that a datafile has to belong to exactly one tablespace,
whereas a tablespace can consist of multiple datafiles.

•• Redo log files, consisting of all changes to the database, used to recover from an instance failure. Note that often a
database will store these files multiple times, for extra security in case of disk failure. The identical redo log files
are said to belong to the same group.

•• Undo files: These special datafiles, which can only contain undo information, aid in recovery, rollbacks, and
read-consistency.

•• Archive log files: These files, copies of the redo log files, are usually stored at different locations. They are
necessary (for example) when applying changes to a standby database, or when performing recovery after a media
failure. It is possible to archive to multiple locations.

•• Tempfiles: These special datafiles serve exclusively for temporary storage data (used for example for large sorts
or for global temporary tables)

• Control file, necessary for database startup. "A binary file that records the physical structure of a database and
contains the names and locations of redo log files, the time stamp of the database creation, the current log
sequence number, checkpoint information, and so on."[2]

At the physical level, data files comprise one or more data blocks, where the block size can vary between data files.
Data files can occupy pre-allocated space in the file system of a computer server, utilize raw disk directly, or exist
within ASM logical volumes.
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Database schema
Most Oracle database installations traditionally came with a default schema called SCOTT. After the installation
process has set up the sample tables, the user can log into the database with the username scott and the password
tiger. The name of the SCOTT schema originated with Bruce Scott, one of the first employees at Oracle (then
Software Development Laboratories), who had a cat named Tiger.[3]

Oracle Corporation has de-emphasized the use of the SCOTT schema, as it uses few of the features of the more
recent releases of Oracle. Most recent[4] examples supplied by Oracle Corporation reference the default HR or OE
schemas.
Other default schemas include:
• SYS (essential core database structures and utilities)
• SYSTEM (additional core database structures and utilities, and privileged account)
• OUTLN (utilized to store metadata for stored outlines for stable query-optimizer execution plans.)
• BI, IX, HR, OE, PM, and SH (expanded sample schemas containing more data and structures than the older
SCOTT schema).

System Global Area

Each Oracle instance uses a System Global Area or SGA—a shared-memory area—to store its data and
control-information.
Each Oracle instance allocates itself an SGA when it starts and de-allocates it at shut-down time. The information in
the SGA consists of the following elements, each of which has a fixed size, established at instance startup:
•• Datafiles
Every Oracle database has one or more physical datafiles, which contain all the database data. The data of logical
database structures, such as tables and indexes, is physically stored in the datafiles allocated for a database.
Datafiles have the following characteristics:
•• One or more datafiles form a logical unit of database storage called a tablespace.
•• A datafile can be associated with only one tablespace.
•• Datafiles can be defined to extend automatically when they are full.
Data in a datafile is read, as needed, during normal database operation and stored in the memory cache of Oracle
Database. For example, if a user wants to access some data in a table of a database, and if the requested information
is not already in the memory cache for the database, then it is read from the appropriate datafiles and stored in
memory.
Modified or new data is not necessarily written to a datafile immediately. To reduce the amount of disk access and to
increase performance, data is pooled in memory and written to the appropriate datafiles all at once
• the redo log buffer: this stores redo entries—a log of changes made to the database. The instance writes redo log

buffers to the redo log as quickly and efficiently as possible. The redo log aids in instance recovery in the event of
a system failure.

•• the shared pool: this area of the SGA stores shared-memory structures such as shared SQL areas in the library
cache and internal information in the data dictionary. An insufficient amount of memory allocated to the shared
pool can cause performance degradation.

•• the Large pool Optional area that provides large memory allocations for certain large processes, such as Oracle
backup and recovery operations, and I/O server processes

•• Database buffer cache: Caches blocks of data retrieved from the database
•• KEEP buffer pool: A specialized type of database buffer cache that is tuned to retain blocks of data in memory for

long periods of time
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•• RECYCLE buffer pool: A specialized type of database buffer cache that is tuned to recycle or remove block from
memory quickly

•• nK buffer cache: One of several specialized database buffer caches designed to hold block sizes different than the
default database block size

•• Java pool:Used for all session-specific Java code and data in the Java Virtual Machine (JVM)
•• Streams pool: Used by Oracle Streams to store information required by capture and apply
When you start the instance by using Enterprise Manager or SQL*Plus, the amount of memory allocated for the
SGA is displayed.[5]

Library cache

The library cache stores shared SQL, caching the parse tree and the execution plan for every unique SQL statement.
If multiple applications issue the same SQL statement, each application can access the shared SQL area. This
reduces the amount of memory needed and reduces the processing-time used for parsing and execution planning.

Data dictionary cache

The data dictionary comprises a set of tables and views that map the structure of the database.
Oracle databases store information here about the logical and physical structure of the database. The data dictionary
contains information such as:
•• user information, such as user privileges
•• integrity constraints defined for tables in the database
•• names and datatypes of all columns in database tables
•• information on space allocated and used for schema objects
The Oracle instance frequently accesses the data dictionary in order to parse SQL statements. The operation of
Oracle depends on ready access to the data dictionary: performance bottlenecks in the data dictionary affect all
Oracle users. Because of this, database administrators should make sure that the data dictionary cache has sufficient
capacity to cache this data. Without enough memory for the data-dictionary cache, users see a severe performance
degradation. Allocating sufficient memory to the shared pool where the data dictionary cache resides precludes these
particular performance problem.

Program Global Area

The Program Global Area[6] or PGA memory-area of an Oracle instance contains data and control-information for
Oracle's server-processes.
The size and content of the PGA depends on the Oracle-server options installed. This area consists of the following
components:
•• stack-space: the memory that holds the session's variables, arrays, and so on
•• session-information: unless using the multithreaded server, the instance stores its session-information in the PGA.

(In a multithreaded server, the session-information goes in the SGA.)
•• private SQL-area: an area which holds information such as bind-variables and runtime-buffers
•• sorting area: an area in the PGA which holds information on sorts, hash-joins, etc.
DBAs can monitor PGA usage via the V$SESSTAT system view.
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Dynamic performance views

The dynamic performance views (also known as "fixed views") within an Oracle database present information from
virtual tables (X$ tables) built on the basis of database memory. Database users can access the V$ views (named
after the prefix of their synonyms) to obtain information on database structures and performance.

Process architectures

Oracle processes

The Oracle RDBMS typically relies on a group of processes running simultaneously in the background and
interacting to monitor and expedite database operations. Typical operating environments might include some of the
following individual processes (shown along with their abbreviated nomenclature):
• advanced queueing processes (Qnnn)
•• archiver processes (ARCn)
•• checkpoint process (CKPT) *REQUIRED*
•• coordinator-of-job-queues process (CJQn): dynamically spawns slave processes for job-queues
•• database writer processes (DBWn) *REQUIRED*
•• dispatcher processes (Dnnn): multiplex server-processes on behalf of users
•• main Data Guard Broker monitor process (DMON)
•• job-queue slave processes (Jnnn)
•• log-writer process (LGWR) *REQUIRED*
•• log-write network-server (LNSn): transmits redo logs in Data Guard environments
• logical standby coordinator process (LSP0): controls Data Guard log-application
•• media-recovery process (MRP): detached recovery-server process
•• memory-manager process (MMAN): used for internal database tasks such as Automatic Shared Memory

Management
• memory-monitor process (MMON): process for automatic problem-detection, self-tuning and

statistics-gathering[7]

•• memory-monitor light process (MMNL): gathers and stores Automatic Workload Repository (AWR) data
• mmon slaves (Mnnnn—M0000, M0001, etc.): background slaves of the MMON process[8]

•• process-monitor process (PMON) *REQUIRED*
•• process-spawner (PSP0): spawns Oracle processes
•• queue-monitor coordinator process (QMNC): dynamically spawns queue monitor slaves
•• queue-monitor processes (QMNn)
•• recoverer process (RECO)
•• remote file-server process (RFS)
•• shared server processes (Snnn): serve client-requests
•• system monitor process (SMON) *REQUIRED*
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User processes, connections and sessions

Oracle Database terminology distinguishes different computer-science terms in describing how end-users interact
with the database:
• user processes involve the invocation of application software
•• a connection refers to the pathway linking a user process to an Oracle instance
• sessions consist of specific connections to an Oracle instance. Each session within an instance has a session

identifier or "SID" (distinct from the system-identifier SID).

Concurrency and locking
Oracle databases control simultaneous access to data resources with locks (alternatively documented as "enqueues").
The databases also utilize "latches" - low-level serialization mechanisms to protect shared data structures in the
System Global Area.

Configuration
Database administrators control many of the tunable variations in an Oracle instance by means of values in a
parameter file. This file in its ASCII default form ("pfile") normally has a name of the format
init<SID-name>.ora. The default binary equivalent server parameter file ("spfile") (dynamically
reconfigurable to some extent) defaults to the format spfile<SID-name>.ora. Within an SQL-based
environment, the views V$PARAMETER and V$SPPARAMETER give access to reading parameter values.

Administration
The "Scheduler" (from Oracle 10g) and the Job subsystem permit the automation of predictable processing.
Oracle Resource Manager aims to allocate CPU resources between users and groups of users when such resources
become scarce.
Oracle Corporation stated in product announcements that manageability for DBAs had improved from Oracle9i to
10g. Lungu and Vătuiu (2008) assessed the relative manageability by performing common DBA tasks and measuring
timings. They performed their tests on a single Pentium CPU (1.7 GHz) with 512 MB RAM,running Windows
Server 2000. From Oracle9i to 10g, installation improved 36%,day-to-day administration 63%, backup and recovery
63%, and performance diagnostics and tuning 74%, for a weighted total improvement of 56%. The researchers
concluded that "Oracle10g represents a giant step forward from Oracle9i in making the database easier to use and
manage".

Internationalization
Oracle Database software comes in 63 language-versions (including regional variations such as British English and
American English). Variations between versions cover the names of days and months, abbreviations, time-symbols
(such as A.M. and A.D.), and sorting.
Oracle Corporation has translated Oracle Database error-messages into Arabic, Catalan, Chinese, Czech, Danish,
Dutch, English, Finnish, French, German, Greek, Hebrew, Hungarian, Italian, Japanese, Korean, Norwegian, Polish,
Portuguese, Romanian, Russian, Slovak, Spanish, Swedish, Thai and Turkish.
Oracle Corporation provides database developers with tools and mechanisms for producing internationalized
database applications: referred to internally as "Globalization".
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History

Corporate/technical timeline
• 1977: Larry Ellison and friends founded Software Development Laboratories (SDL).
• 1978: Oracle Version 1, written in assembly language, runs on PDP-11 under RSX, in 128K of memory.

Implementation separates Oracle code and user code. Oracle V1 is never officially released.[9]

• 1979: SDL changed its company-name to "Relational Software, Inc." (RSI) and introduced its product Oracle V2
as an early relational database system - often citedWikipedia:Manual of Style/Words to watch#Unsupported
attributions as the first commercially sold RDBMS. The version did not support transactions, but implemented the
basic SQL functionality of queries and joins. (RSI never released a version 1 - instead calling the first version
version 2 as a marketing gimmick.)[10]

• 1982: RSI in its turn changed its name, becoming known as "Oracle Corporation",[11] to align itself more closely
with its flagship product.

• 1983: The company released Oracle version 3, which it had re-written using the C programming language and
which supported COMMIT and ROLLBACK functionality for transactions. Version 3 extended platform support
from the existing Digital VAX/VMS systems to include Unix environments.

• 1984: Oracle Corporation released Oracle version 4, which supported read-consistency. In October it also released
the first Oracle for the IBM PC.

• 1985: Oracle Corporation released Oracle version 5, which supported the client–server model—a sign of
networks becoming more widely available in the mid-1980s.

• 1986: Oracle version 5.1 started supporting distributed queries.
• 1988: Oracle RDBMS version 6 came out with support for PL/SQL embedded within Oracle Forms v3 (version 6

could not store PL/SQL in the database proper), row-level locking and hot backups.[12]

• 1989: Oracle Corporation entered the application-products market and developed its ERP product, (later to
become part of the Oracle E-Business Suite), based on the Oracle relational database.

• 1990: the release of Oracle Applications release 8
• 1992: Oracle version 7 appeared with support for referential integrity, stored procedures and triggers.
• 1997: Oracle Corporation released version 8, which supported object-oriented development and multimedia

applications.
• 1999: The release of Oracle8i aimed to provide a database inter-operating better with the Internet (the i in the

name stands for "Internet"). The Oracle8i database incorporated a native Java virtual machine (Oracle JVM, also
known as "Aurora").

• 2000: Oracle E-Business Suite 11i pioneers integrated enterprise application software
• 2001: Oracle9i went into release with 400 new features, including the ability to read and write XML documents.

9i also provided an option for Oracle RAC, or "Real Application Clusters", a computer-cluster database, as a
replacement for the Oracle Parallel Server (OPS) option.

•• 2002: the release of Oracle 9i Database Release 2 (9.2.0)
• 2003: Oracle Corporation released Oracle Database 10g, which supported regular expressions. (The g stands for

"grid"; emphasizing a marketing thrust of presenting 10g as "grid computing ready".)
• 2005: Oracle Database 10.2.0.1—also known as Oracle Database 10g Release 2 (10gR2)—appeared.
• 2006: Oracle Corporation announces Unbreakable Linux and acquires i-flex
• 2007: Oracle Database 10g release 2 sets a new world record TPC-H 3000 GB benchmark result
• 2007: Oracle Corporation released Oracle Database 11g for Linux and for Microsoft Windows.
• 2008: Oracle Corporation acquires BEA Systems.
• 2010: Oracle Corporation acquires Sun Microsystems.
• 2011: Oracle Corporation acquires web content management system FatWire Software.
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• 2011: On October 18, Oracle Corporation acquires Endeca Technologies Inc. faceted search engine software
vendor.

• 2013: Oracle Corporation released Oracle Database 12c for Linux, Solaris and Windows. (The c stands for
"cloud".)

Patch Updates and Security Alerts
Oracle Corporation releases Critical Patch Updates (CPUs) or Security Patch Updates (SPUs) and Security Alerts to
close security holes through which data theft may occur. Critical Patch Updates (CPUs) and Security Alerts [13]

come out quarterly on the Tuesday closest to 17th day of the month.
• Customers may receive release notification by email [14].
• White Paper: Critical Patch Update Implementation Best Practices [15]

Version numbering
Oracle products follow a custom release numbering and naming convention. With the Oracle RDBMS 10g release,
Oracle Corporation began using the "10g" label in all versions of its major products, although some sources refer to
Oracle Applications Release 11i as Oracle 11i.Wikipedia:Please clarify The suffixes "i", "g" and "c" do not actually
represent a low-order part of the version number, as letters typically represent in software industry version
numbering; that is, there is no predecessor version of Oracle 10g called Oracle 10f. Instead, the letters stand for
"internet", "grid" and "cloud", respectively.[16] Consequently many simply drop the "g" or "i" suffix when referring
to specific versions of an Oracle product.
Major database-related products and some of their versions include:
• Oracle Application Server 10g (also known as "Oracle AS 10g"): a middleware product;
• Oracle Applications Release 11i (aka Oracle e-Business Suite, Oracle Financials or Oracle 11i): a suite of

business applications;
• Oracle Developer Suite 10g (9.0.4);
• Oracle JDeveloper 10g: a Java integrated development environment;
Since version 2, Oracle's RDBMS release numbering has used the following codes:
•• Oracle v2 : 2.3
•• Oracle v3 : 3.1.3
•• Oracle v4 : 4.1.4.0-4.1.4.4
•• Oracle v5 : 5.0.22, 5.1.17, 5.1.22
•• Oracle v6 : 6.0.17-6.0.36 (no OPS code), 6.0.37 (with OPS)
• Oracle7: 7.0.12–7.3.4
• Oracle8 Database: 8.0.3–8.0.6
• Oracle8i Database Release 1: 8.1.5.0–8.1.5.1
• Oracle8i Database Release 2: 8.1.6.0–8.1.6.3
• Oracle8i Database Release 3: 8.1.7.0–8.1.7.4
• Oracle9i Database Release 1: 9.0.1.0–9.0.1.5 (Patchset as of December 2003[4])
• Oracle9i Database Release 2: 9.2.0.1–9.2.0.8 (Patchset as of April 2007[4])
• Oracle Database 10g Release 1: 10.1.0.2–10.1.0.5 (Patchset as of February 2006[4])
• Oracle Database 10g Release 2: 10.2.0.1–10.2.0.5 (Patchset as of April 2010[4])
• Oracle Database 11g Release 1: 11.1.0.6–11.1.0.7 (Patchset as of September 2008[4])
• Oracle Database 11g Release 2: 11.2.0.1–11.2.0.4 (Patchset as of August 2013[4])
• Oracle Database 12c Release 1: 12.1 (Patchset as of June 2013[4])
• Oracle Database 12c Release 1: 12.1.0.2.0 (Patchset 16994047as of February 2014[4])
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The version-numbering syntax within each release follows the pattern:
major.maintenance.application-server.component-specific.platform-specific.
For example, "10.2.0.1 for 64-bit Solaris" means: 10th major version of Oracle, maintenance level 2, Oracle
Application Server (OracleAS) 0, level 1 for Solaris 64-bit.
The Oracle Database Administrator's Guide [17] offers further information on Oracle release numbers.

Marketing editions
Over and above the different versions of the Oracle database management software developed over time, Oracle
Corporation subdivides its product into varying "editions" - apparently for marketing and license-tracking reasons.
(Do not confuse the marketing "editions" with the internal virtual versioning "editions" introduced with Oracle 11.2).
In approximate order of decreasing scale:
• Enterprise Edition[18] (EE) includes more features than the 'Standard Edition', especially in the areas of

performance and security. Oracle Corporation licenses this product on the basis of users or of processors,
typically for servers running 4 or more CPUs. EE has no memory limits, and can utilize clustering using Oracle
RAC software.

• Standard Edition[19] (SE) contains base database functionality. Oracle Corporation licenses this product on the
basis of users or of processors, typically for servers running from one to four CPUs. If the number of CPUs
exceeds 4 CPUs, the user must convert to an Enterprise license. SE has no memory limits, and can utilize
clustering with Oracle RAC at no additional charge.

• Standard Edition One,[20] (SE1 or SEO) introduced with Oracle 10g, has some additional feature-restrictions.
Oracle Corporation markets it for use on systems with one or two CPUs. It has no memory limitations.

•• Express Edition ("Oracle Database XE")
• The first Express Edition, introduced in 2005, offered Oracle 10g free to distribute on Windows and Linux

platforms. It had a footprint of only 150 MB, had a limitation to a maximum of 4 GB of user data and could
use only a single CPU. Although it could install on a server with any amount of memory, it used a maximum
of 1 GB. Support for this version came exclusively through on-line forums and not through Oracle support.

•• Oracle 11g Express Edition, released by Oracle Corporation on 24 September 2011, can support 11 GB of user
data.

• Oracle Database Lite, intended for running on mobile devices. The embedded mobile database located on the
mobile device can synchronize with a server-based installation. Includes support for Win32, Windows CE, Palm
OS, and EPOC database clients, integration with Oracle's Advanced Queuing (AQ) mechanism, and data and
application synchronization software (to enterprise Oracle databases). Supports 100% Java development (through
JDBC drivers and the database's native support for embedded SQLJ and Java stored procedures).

Host platforms
Prior to releasing Oracle 9i in 2001, Oracle Corporation ported its database product to a wide variety of platforms.
Subsequently Oracle Corporation consolidated on a smaller range of operating-system platforms.
As of November 2011[4], Oracle Corporation supported the following operating systems and hardware platforms for
Oracle Database 11g (11.2.0.2.0):[21]

• zLinux64
• Microsoft Windows (32-bit)
• Microsoft Windows (x64)
• Linux x86
• Linux x86-64
• Solaris (SPARC)
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• Solaris (x86-64)
• HP-UX Itanium
• HP-UX PA-RISC (64-bit)
• AIX (PPC64)
• OpenVMS (IA64)
In 2011, Oracle Corporation announced the availability of Oracle Database Appliance, a pre-built, pre-tuned, highly
available clustered database server built using two SunFire X86 servers and direct attached storage.
Some Oracle Enterprise edition databases running on certain Oracle-supplied hardware can utilize Hybrid Columnar
Compression for more efficient storage.

Related software

Oracle products
• Oracle Database Firewall analyzes database traffic on a network to prevent threats such as SQL injection.

Database options
Oracle Corporation refers to some extensions to the core functionality of the Oracle database as "database
options".[22] As of 2013[4] such options include:
• Active Data Guard [23] (extends Oracle Data Guard physical standby functionality in 11g)
•• Advanced Compression (compresses tables, backups and redo-data)
• Advanced Security [24] (adds data encryption methods for both data at rest and on the network)
• Content database [25] (provides a centralized repository for unstructured information)
• Data Mining [26] ( ODM) (mines for patterns in existing data)
• Database Vault [27] (enforces extra security on data access)
• In-Memory Database Cache [28] (utilizes TimesTen technology)
• Label Security [29] (enforces row-level security)
• Management Packs [30] (various). For example:

•• Oracle Database Change Management Pack (tracks and manages schema changes)
• Oracle Answers [31] (for ad-hoc analysis and reporting)
• Oracle Application Express, a no-cost environment for database-oriented software-development
• Oracle GoldenGate 11g [32] (distributed real-time data acquisition)
•• Oracle Multitenant - a container database holding pluggable databases (PDBs) (from 12c)
• Oracle OLAP [33] (adds analytical processing)
• Oracle Programmer (provides programmatic access to Oracle databases via precompilers, interfaces and

bindings)[34]

• Oracle Real Application Testing (new at version 11g)—including Database Replay (for testing workloads) and
SQL Performance Analyzer (SPA) (for preserving SQL efficiency in changing environments)

• Oracle Spatial and Graph (includes 2D,3D and Raster geospatial data types, indexes, and spatial analytics and
data models used in business applications and geographic information systems (GIS)) as well as World Wide Web
Consortium Resource Description Framework (RDF) graph management and analysis

• Oracle Text [35] (standard SQL to index, search, and analyze text and documents stored in the Oracle database)
• Oracle XML DB [36], a no-cost component in each edition of the database which provides high-performance

technology for storing and retrieving native XML
• Oracle Warehouse Builder (in various forms and sub-options)
• Partitioning [37] (granularizes tables and indexes for efficiency)
• Real Application Clusters (RAC) (coordinates multiple database servers, together accessing the same database)
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• Records database [38] (a records management application)
• Transparent Gateway [39] for connecting to non-Oracle systems. Offers optimized solution, with more

functionality and better performance than Oracle Generic Connectivity.
• Total Recall [40] (optimizes long-term storage of historical data)

This list is incomplete; you can help by expanding it [4].
In most cases, using these options entails extra licensing costs.[41]

Suites
In addition to its RDBMS, Oracle Corporation has released several related suites of tools and applications relating to
implementations of Oracle databases. For example:
• Oracle Application Server, a J2EE-based application server, aids in developing and deploying applications which

utilise Internet technologies and a browser.
• Oracle Collaboration Suite contains messaging, groupware and collaboration applications.
• Oracle Developer Suite contains software development tools, including JDeveloper.
• Oracle E-Business Suite collects together applications for enterprise resource planning (including Oracle

Financials), customer relationship management and human resources management (Oracle HR).
• Oracle Enterprise Manager (OEM) used by database administrators (DBAs) to manage the DBMS, and

recently[4] in version 10g, a web-based rewrite of OEM called "Oracle Enterprise Manager Database Control".
Oracle Corporation has dubbed the super-Enterprise-Manager used to manage a grid of multiple DBMS and
Application Servers "Oracle Enterprise Manager Grid Control".

• Oracle Programmer/2000, a bundling of interfaces for 3GL programming languages, marketed with Oracle7 and
Oracle8.

• Oracle WebCenter Suite

Database "features"
Apart from the clearly defined database options, Oracle databases may include many semi-autonomous software
sub-systems, which Oracle Corporation sometimes refers to as "features" in a sense subtly different from the normal
usage of the word. For example, Oracle Data Guard counts officially as a "feature", but the command-stack within
SQL*Plus, though a usability feature, does not appear in the list of "features" in Oracle's list [42].Wikipedia:No
original research Such "features" may include (for example):
•• Active Session History (ASH), the collection of data for immediate monitoring of very recent database activity.
• Automatic Workload Repository (AWR) [43], providing monitoring services to Oracle database installations from

Oracle version 10. Prior to the release of Oracle version 10, the Statspack facility provided similar functionality.
•• Clusterware
• Data Aggregation and Consolidation [44]

• Data Guard [45] for high availability
• Generic Connectivity [39] for connecting to non-Oracle systems.
•• Data Pump utilities, which aid in importing and exporting data and metadata between databases
•• Database Resource Manager (DRM), which controls the use of computing resources.
•• Fast-start parallel rollback
•• Fine-grained auditing (FGA) (in Oracle Enterprise Edition) supplements standard security-auditing features
• Flashback for selective data recovery and reconstruction[46]

• iSQL*Plus [47], a web-browser-based graphical user interface (GUI) for Oracle database data-manipulation
(compare SQL*Plus)

•• Oracle Data Access Components (ODAC), tools which consist of:
•• Oracle Data Provider for .NET (ODP.NET)
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•• Oracle Developer Tools (ODT) for Visual Studio
•• Oracle Providers for ASP.NET
•• Oracle Database Extensions for .NET
•• Oracle Provider for OLE DB
•• Oracle Objects for OLE
•• Oracle Services for Microsoft Transaction Server

• Oracle-managed files [48] (OMF) -- a feature allowing automated naming, creation and deletion of datafiles at the
operating-system level.

• Oracle Multimedia (known as "Oracle interMedia" before Oracle 11g) for storing and integrating multimedia data
within a database

• Recovery Manager [49] (rman) for database backup, restoration and recovery
• SQL*Plus, a program that allows users to interact with Oracle database(s) via SQL and PL/SQL commands on a

command-line. Compare iSQL*Plus.
• Universal Connection Pool (UCP), a connection pool based on Java and supporting JDBC, LDAP, and JCA
• Virtual Private Database[50] (VPD), an implementation of fine-grained access control.

This list is incomplete; you can help by expanding it [4].

Tools
Users can develop their own applications in Java and PL/SQL using tools such as:
•• Oracle Forms
•• Oracle JDeveloper
•• Oracle Reports
As of 2007[4] Oracle Corporation had startedWikipedia:Please clarify a drive toward "wizard"-driven environments
with a view to enabling non-programmers to produce simple data-driven applications.
The Database Upgrade Assistant (DBUA) provides a GUI for the upgrading of an Oracle dastabase.
JAccelerator (NCOMP) - a native-compilation Java "accelerator", integrates hardware-optimized Java code into an
Oracle 10g database.
Oracle SQL Developer, a free graphical tool for database development, allows developers to browse database
objects, run SQL statements and SQL scripts, and edit and debug PL/SQL statements. It incorporates standard and
customized reporting.
Oracle's OPatch provides patch management for Oracle databases.
The SQLTXPLAIN tool (or SQLT) provides tuning assistance for Oracle SQL queries.

Other databases marketed by Oracle Corporation
By acquiring other technology in the database field, Oracle Corporation can also offer:
• TimesTen, a memory-resident database that can cache transactions and synchronize data with a centralized Oracle

database server. It functions as a real-time infrastructure software product intended for the management of
low-latency, high-volume data, of events and of transactions.

• BerkeleyDB, a simple, high-performance, embedded database
• Oracle Rdb, a legacy relational database for the OpenVMS operating-system
• MySQL a relational database purchased as part of Oracle Corporation's takeover of its immediate previous owner,

Sun Microsystems
• Oracle NoSQL Database, a scalable, distributed key-value NoSQL database
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Use
The Oracle RDBMS has had a reputation among novice users as difficult to install on Linux systems.[citation needed]

Oracle Corporation has packaged recent[4] versions for several popular Linux distributions in an attempt to
minimize installation challenges beyond the level of technical expertise required to install a database server.[citation

needed]

Official support
Users who have Oracle support contracts can use Oracle's "My Oracle Support" web site. The "My Oracle Support"
site was known as MetaLink until a re-branding exercise completed in October 2010. The support site provides users
of Oracle Corporation products with a repository of reported problems, diagnostic scripts and solutions. It also
integrates with the provision of support tools, patches and upgrades.
The Remote Diagnostic Agent or RDA can operate as a command-line diagnostic tool executing a script. The data
captured provides an overview of the Oracle Database environment intended for diagnostic and trouble-shooting.
Within RDA, the HCVE (Health Check Validation Engine) can verify and isolate host system environmental issues
that may affect the performance of Oracle software.

Database-related guidelines
Oracle Corporation also endorses certain practices and conventions as enhancing the use of its database products.
These include:
•• Oracle Maximum Availability Architecture (MAA) guidelines on developing high-availability systems
• Optimal Flexible Architecture (OFA), blueprints for mapping Oracle-database objects to file-systems

Oracle Certification Program
The Oracle Certification Program, a professional certification program, includes the administration of Oracle
Databases as one of its main certification paths. It contains three levels:
1.1. Oracle Certified Associate (OCA)
2.2. Oracle Certified Professional (OCP)
3.3. Oracle Certified Master (OCM)

User groups
A variety of official (Oracle-sponsored) and unofficial Oracle User Groups has grown up of users and developers of
Oracle databases. They include:
•• Geographical/regional user groups
•• Independent Oracle Users Group
•• Industry-centric user groups
•• Oracle Technology Network
•• Product-centric user groups
• The OakTable Network
• Usenet newsgroups
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Market position

Competition
In the market for relational databases, Oracle Database competes against commercial products such as IBM's DB2
UDB and Microsoft SQL Server. Oracle and IBM tend to battle for the mid-range database market on UNIX and
Linux platforms, while Microsoft dominates the mid-range database market on Microsoft Windows platforms.
However, since they share many of the same customers, Oracle and IBM tend to support each other's products in
many middleware and application categories (for example: WebSphere, PeopleSoft, and Siebel Systems CRM), and
IBM's hardware divisions work closely[citation needed] with Oracle on performance-optimizing server-technologies
(for example, Linux on zSeries). The two companies have a relationship perhapsWikipedia:No original research best
described as "coopetition". Niche commercial competitors include Teradata (in data warehousing and business
intelligence), Software AG's ADABAS, Sybase, and IBM's Informix, among many others.
In 2007, competition with SAP AG occasioned litigation from Oracle Corporation.[51]

Increasingly, the Oracle database products compete against such open-source software relational database systems as
PostgreSQL, Firebird, and MySQL. Oracle acquired Innobase, supplier of the InnoDB codebase to MySQL, in part
to compete better against open source alternatives, and acquired Sun Microsystems, owner of MySQL, in 2010.
Database products licensed as open source are, by the legal terms of the Open Source Definition, free to distribute
and free of royalty or other licensing fees.

Pricing
Oracle Corporation offers term licensing for all Oracle products. It bases the list price for a term-license on a specific
percentage of the perpetual license price. Prospective purchasers can obtain licenses based either on the number of
processors in their target server machines or on the number of potential seats ("named users").
Enterprise Edition (DB EE)

As of July 2010[4], the database that costs the most per machine-processor among Oracle database editions, at
$47,500 per processor. The term "per processor" for Enterprise Edition is defined with respect to physical
cores and a processor core multiplier (common processors = 0.5*cores). e.g. An 8-processor, 32-core server
using Intel Xeon 56XX CPUs would require 16 processor licenses.

Standard Edition (DB SE)
Cheaper: it can run on up to four processors but has fewer features than Enterprise Edition—it lacks proper
parallelization,[52] etc.; but remains quite suitable for running medium-sized applications. There are not
additional cost for Oracle RAC on the latest Oracle 11g R2 standard edition release.

Standard ONE (DB SE1 or DB SEO)
Sells even more cheaply, but remains limited to two CPUs. Standard Edition ONE sells on a per-seat basis
with a five-user minimum. Oracle Corporation usually sells the licenses with an extra 22% cost for support
and upgrades (access to My Oracle Support—Oracle Corporation's support site) which customers need to
renew annually.

Oracle Express Edition (DB XE) (Oracle XE)
An addition to the Oracle database product family (beta version released in 2005, production version released
in February 2006), offers a free version of the Oracle RDBMS, but one limited to 11 GB of user data and to 1
GB of memory used by the database (SGA+PGA).[53] XE will use no more than one CPU and lacks an internal
JVM. XE runs only on 32-bit Windows and 64-bit Linux, but not on AIX, Solaris, HP-UX and the other
operating systems available for other editions. Support is via a free Oracle Discussion Forum [54] only.
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As computers running Oracle often have many multi-core processors (resulting in many cores, all to be licensed), the
software price can rise into the hundreds of thousands of dollars. The total cost of ownership often exceeds this, as
large Oracle installations usually require experienced and trained database administrators to do the set-up properly.
Furthermore, further components must be licensed and paid for, for instance the Enterprise Options used with the
databases. Many licensing pitfalls let even rise the costs of ownership. Because of the product's large installed base
and available training courses, Oracle specialists in some areas have become a more abundant resource than those for
more exotic databases. Oracle frequently provides special training offers for database-administrators.
On Linux, Oracle's certified configurations include Oracle's own Oracle Linux and other commercial Linux
distributions (Red Hat Enterprise Linux 3, 4 and 5, SuSE SLES 8, 9, 10 and 11, Asianux) which can cost in a range
from a few hundred to a few thousand USD per year (depending on processor architecture and the support package
purchased).
The Oracle database system can also install and run on freely available Linux distributions such as the Red
Hat-based CentOS, or Debian-based systems.
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Oracle Exadata
Oracle Exadata is a database appliance with support for both OLTP (transactional) and OLAP (analytical) database
systems. It was initially designed in collaboration between Oracle Corporation and Hewlett Packard. Oracle designed
the database, operating system (based on the Oracle Linux distribution), and storage software whereas HP designed
the hardware for it. After Oracle's acquisition of Sun Microsystems, in 2010 Oracle announced the Exadata Version
2 with improved performance and Sun storage systems.

History
Exadata was announced by Larry Ellison at the 2009 Oracle OpenWorld conference in San Francisco for immediate
delivery. The main headline was that Oracle was entering the hardware business with a pre-built database machine,
engineered by Oracle. The hardware at this time was manufactured, delivered and supported by HP. Since the
acquisition of Sun Microsystems by Oracle circa January 2010, Exadata used Sun-based hardware. In August 2011,
Oracle announced that Exadata database machines would be orderable with Solaris 11 Express (in addition to Oracle
Linux).[1]

Technical details

Exadata X2-2 at Oracle OpenWorld 2009

Database servers X3-2

A third generation was announced in 2012.[2] Each Database
Server with

•• 2 x Eight-Core Intel Xeon E5-2690 Processors (2.9 GHz)
•• 128 GB Memory (expandable to 256GB)
•• Disk Controller HBA with 512MB Battery Backed Write

Cache
•• 4 x 300 GB 10,000 RPM Disks
•• 2 x QDR (40Gbit/s) Ports
•• 4 x 1/10 Gb Ethernet Ports (copper)
•• 2 x 10 Gb Ethernet Ports (optical)
•• 1 x ILOM Ethernet Port
•• 2 x Redundant Hot-Swappable Power Supplies
The Exadata X3-2 comes in 4 different sizes
•• Eighth Rack - 2 Database Servers (half of the cores used in

each server [8 cores per server]), 3 Storage Servers (half of
the disks enabled, half of the Flash Cache enabled)

•• Quarter Rack - 2 Database Servers, 3 Storage Servers
•• Half Rack - 4 Database Servers, 7 Storage Servers
•• Full Rack - 8 Database Servers, 14 Storage Servers
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Database servers X3-8
2 Servers, each with
•• 8 x Ten-Core Intel Xeon E7-8870 Processors (2.40 GHz)
•• 2 TB Memory
•• Disk Controller HBA with 512MB Battery Backed Write Cache
•• 8 x 300 GB 10,000 RPM Disks
•• 8 x InfiniBand QDR (40Gbit/s) Ports
•• 8 x 10 Gb Ethernet Ports based on the Intel 82599 10GbE Controller
•• 8 x 1 Gb Ethernet Ports
•• 1 x ILOM Ethernet Port
•• 4 x Redundant Hot-Swappable Power Supplies

Storage Servers X3-2
Each Storage Server has
•• Processors: 2 x Six-Core Intel Xeon E5-2630L (2.0 GHz) Processors
•• Exadata Smart Flash: Cache 1.6 TB (4 PCI cards)
•• System Memory: 64 GB
•• Disk Controller: Disk Controller HBA with 512MB Battery Backed Write Cache
•• InfiniBand Connectivity: Dual-Port QDR (40Gbit/s) InfiniBand Host Channel Adapter
•• Power Supplies: Dual-redundant, hot-swappable power supply
•• Disk Drives:

•• 12 x 600 GB 15,000 RPM High Performance or
•• 12 x 3 TB 7,200 RPM High Capacity
•• For raw disk capacity, 1 GB = 1 billion bytes. Actual formatted capacity is less.

•• Remote Management: Integrated Lights Out Manager (ILOM) Ethernet port

Database servers X2-2
Sun Fire X4170 M2[3]

•• 2 × Six-Core Intel Xeon X5675 Processors (3.06 GHz)
•• 96 GB Memory (expandable to 144 GB with optional memory expansion kit)
•• Disk Controller HBA with 512MB Battery Backed Write Cache
•• 4 × 300 GB 10,000 RPM SAS Disks
•• 2 × QDR (40Gbit/s) Ports
•• 2 × 10 Gb Ethernet Ports based on the Intel 82599 10GbE Controller
•• 4 × 1 Gb Ethernet Ports
•• 1 × ILOM Ethernet Port
•• 2 × Redundant Hot-Swappable Power Supplies
•• 3 × 36 port QDR (40 Gbit/s) InfiniBand Switches (2 x in Quarter Rack configuration)
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Database servers X2-8
Sun Fire X4800[4]

•• 8 × Ten-Core Intel Xeon E7-8870 Processors (2.40 GHz)
•• 2 TB Memory.
•• Disk Controller HBA with 512MB Battery Backed Write Cache.
•• 8 × 300 GB 10,000 RPM SAS Disks
•• 8 × QDR (40Gbit/s) Ports
•• 8 × 10 Gb Ethernet Ports based on the Intel 82599 10GbE Controller
•• 8 × 1 Gb Ethernet Ports
•• 1 × ILOM Ethernet Port
•• 4 × Redundant Hot-Swappable Power Supplies
•• 3 × 36 port QDR (40 Gbit/s) InfiniBand Switches

Storage Servers X2-2
•• 2 × Six-Core Intel Xeon L5640 (2.26 GHz) Processors
•• Exadata Smart Flash Cache 384 GB
•• System Memory 24 GB
•• Disk Controller HBA with 512MB Battery Backed Write Cache
•• InfiniBand Connectivity Dual-Port QDR (40Gbit/s) InfiniBand Host Channel Adapter
•• Power Supplies Dual-redundant, hot-swappable power supply
•• Remote Management Sun Embedded Integrated Lights Out Manager (ILOM)
•• Disk Drives 12 × 600 GB 15,000 RPM High Performance SAS or
•• 12 × 3 TB 7,200 RPM High Capacity SAS
• Integrated Lights Out Manager (ILOM) Ethernet port[5]

There was also an expansion rack.[6]

Software
Software caches database objects in flash memory, replacing slow, mechanical I/O operations to disk with rapid
flash memory operations. Software also provides logging feature to speed database log I/O. Exadata storage
cellsWikipedia:Please clarify determine which rows contain values that are being queried. Smart Scan only returns
blocks that are relevant to the compute nodes. Storage cells can take over data intensive processing from compute
nodes.
Storage cells keep track on maximum and minimum values stored in different areas and use those values to
determine where predicates can not exist. This allows the storage cell to not have to read the area at all thus saving
time and processing cycles.

InfiniBand switches
The 2010 version of the product used Sun Microsystems datacenter InfiniBand switches with 36 ports.
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Database Machine Full Rack Database Machine Half
Rack

Database Machine Quarter Rack

Database Servers 8 4 2

Exadata Storage
Servers

14 7 3

InfiniBand Switches 3 3 2

Upgradability Connect multiple Full Racks via the included
InfiniBand fabric

Field upgrade to Full Rack Field upgrade from Quarter Rack to
Half Rack

Source Oracle Corporation
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Oracle Coherence
In computing, Oracle Coherence is a proprietary[1] Java-based in-memory data grid designed to improve reliability,
scalability and performance compared to traditional relational database management systems.
Coherence provides several core services:
• Replicated and partitioned data management and caching services - At its core Oracle Coherence is a highly

scalable and fault-tolerant distributed cache engine. Coherence uses a specialized scalable protocol and many
inexpensive computers to create a cluster which can be seamlessly expanded to add more memory, processing
power or both. As a result Coherence has no single point of failure and transparently fails over if a cluster
member fails. When a Coherence server is added or removed the cluster automatically re-balances to share the
workload. As a result Coherence provides a highly available and predictably horizontally scalable infrastructure
for managing application data. [2]

• Replicated data processing engine - In addition to caching Coherence provides a rich data processing model so
processing can be farmed out to where the data is, and results returned to the client. By moving the processing to
the data, processing too is highly scalable. This is to some extent similar to a MapReduce framework, but lacks
the option of parallel reductions. [3]

• Event model allowing developers to interact with data as it changes.
• Support for clients written in Java, C++, .NET as well as other languages using Representational State Transfer

(REST).
In addition Coherence provides a variety of mechanisms to integrate with other services using TopLink, Java
Persistence API, Oracle Golden Gate or almost any other platform using Coherence provided APIs.
Coherence can be used to manage HTTP sessions via Coherence*Web. With Coherence*Web, application services
such as Oracle WebLogic Server, IBM WebSphere, Apache Tomcat and others can reap the same benefits of
performance, fault tolerance, and scalability as data.
Some Coherence usage patterns are open source and are listed and supported through the Oracle Coherence
incubator.[4] These patterns implement features such as messaging, work distribution and data replication across
wide area networks with Coherence.
Tangosol Inc. developed the original Coherence product. Oracle Corporation acquired Tangosol in April 2007, when
Coherence had about 120 direct customers.[5] It was also embedded in a few products from companies that included
some of Oracle's competitors.[6]
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External links
• Oracle Coherence Product page (http:/ / www. oracle. com/ technetwork/ middleware/ coherence/ overview/

index. html)
• Oracle Coherence User Forum (http:/ / forums. oracle. com/ forums/ forum. jspa?forumID=480)
• Weblogic Coherence (http:/ / weblogicserveradministration. blogspot. in/ )
• The Oracle Coherence Knowledge Base (http:/ / coherence. oracle. com/ display/ COH/ Oracle+ Coherence+

Knowledge+ Base+ Home)
• The Oracle Coherence v10 incubator page (http:/ / coherence. oracle. com/ display/ INC10/ Home)
• Oracle Coherence 3.5 by Aleksander Seovic, Packt Press (http:/ / www. packtpub. com/ oracle-coherence-35/

book)

NVL
In Oracle's dialect of SQL (and in PL/SQL), the NVL function lets you substitute a value when a null value is
encountered.
The syntax for the NVL function is:

NVL( string1, replace_with_if_null )

string1 is the string to test for a null value. replace_with_if_null is the value returned if string1 is null.
If the first argument is a character type the function returns a varchar2 value. If the first argument is numeric the
function returns a numeric value. You cannot use this function to replace a null integer by a string unless you call the
TO_CHAR function on that value:

NVL(TO_CHAR(numeric_column), 'some string')

In comparison to COALESCE NVL evaluates all arguments before execution:
With NVL:

SQL> DECLARE

  2    a NUMBER;

  3  

  4    FUNCTION err RETURN NUMBER IS

  5    BEGIN

  6      RAISE program_error;

  7    END err;

  8  BEGIN

  9    a := NVL(1, err);

 10  END;

 11  /

DECLARE

  a NUMBER;

  FUNCTION err RETURN NUMBER IS

  BEGIN

    RAISE program_error;
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http://www.oracle.com/technetwork/middleware/coherence/overview/index.html
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  END err;

BEGIN

  a := NVL(1, err);

END;

ORA-06501: PL/SQL: program error

ORA-06512: at line 6

ORA-06512: at line 9

With COALESCE:

SQL> DECLARE

  2    a NUMBER;

  3  

  4    FUNCTION err RETURN NUMBER IS

  5    BEGIN

  6      RAISE program_error;

  7    END err;

  8  BEGIN

  9    a := COALESCE(1, err);

 10  END;

 11  /

PL/SQL procedure successfully completed

References
http:/ / docs. oracle. com/ cd/ B19306_01/ server. 102/ b14200/ functions105. htm
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Pro*C
Pro*C (also known as Pro*C/C++) is an embedded SQL programming language used by Oracle Database database
management systems. Pro*C uses either C or C++ as its host language. During compilation, the embedded SQL
statements are interpreted by a precompiler and replaced by C or C++ function calls to their respective SQL library.
The output from the Pro*C precompiler is standard C or C++ code that is then compiled by any one of several C or
C++ compilers into an executable.

External links
• Introduction to Pro*C Embedded SQL [1]

• Embedded SQL with Pro*C [2]

• Oracle 11.2 Pro*C/C++ Programmer's Guide [3]
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Tools

Toad Data Modeler
Toad Data Modeler is a database design tool allowing users to visually create, maintain and document new or
existing database systems. It was previously called "CASE Studio 2" before it was acquired from Charonware by
Quest Software in 2006. [1] Quest Software was acquired by Dell as of September 28, 2012.[2]

Visual creation of Entity Relationship Diagrams
Toad Data Modeler allows users to draw logical, physical and universal entity relationship diagrams (ERD). This
tool supports various database specific items and therefore it is necessary to select a target database system for a
physical ERD.
Physical ERD can be created for:

•• DB2
•• Ingres
•• MS Access
•• MS SQL Azure
•• MS SQL Server
•• MySQL
•• Oracle
•• PostgreSQL
•• Sybase ASE
•• Sybase SQL Anywhere

SQL Code Generation
Complex SQL/DDL code can be generated automatically for all above mentioned database systems. It is possible to
select types of objects for SQL code generation as well as define options how to generate the output.

Reverse engineering and database visualization
Existing databases can be reverse engineered and displayed in form of a diagram. For all supported database systems
it is possible to select particular connection method - native connection, ODBC etc. In addition, ER Diagrams can be
created from SQL files for Oracle, Microsoft SQL Azure, Microsoft SQL Server, DB2 and MySQL databases.

http://en.wikipedia.org/w/index.php?title=Quest_Software
http://en.wikipedia.org/w/index.php?title=Quest_Software
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Documentation
Toad Data Modeler users can generate reports in HTML, RTF or PDF format. It is also possible to generate output
based on XSL transformations - XML, TXT, CSV etc. Pictures of ER Diagrams can be generated for HTML reports
only.

Verification
Models can be verified and list of errors, warnings and hints can be displayed as a result of model verification
process.

Advanced features
•• Synchronization of models with physically existing database (using Alter Script Generation and Model Merge

features)
•• Version Manager
•• Version Control System - Apache Subversion for TDM 4, integrated with Projects to achieve the best possible

cooperative functionality
•• Creation and maintenance of tasks related to a model or particular part of a model using To-Do list feature.
•• Customization, including customization of forms
•• Gallery of objects, which can be shared
•• Refactoring Utility

Other features
•• Support for unicode
•• Undo/Redo
• Integration with Toad for Oracle

References
[1] TDM - Statement of Future Direction (http:/ / www. casestudio. com/ enu/ tdm_statement_of_direction. aspx)
[2] Dell Completes Acquisition of Quest Software (http:/ / www. dell. com/ Learn/ us/ en/ uscorp1/ secure/
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External links
• Official website (http:/ / www. quest. com/ toad-data-modeler/ )
• Modeling community (http:/ / modeling. inside. quest. com/ )
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SQuirreL SQL Client

SQuirreL SQL Client

Developer(s) Colin Bell, Gerd Wagner, Rob Manning and others

Stable release 3.5.0 / May 5, 2013

Operating system Cross-platform

Platform Java

Type Database administration tool

License LGPL

Website www.squirrelsql.org [1]

The SQuirreL SQL Client is a database administration tool. It uses JDBC to allow users to explore and interact
with databases via a JDBC driver. It provides an editor that offers code completion and syntax highlighting for
standard SQL. It also provides a plugin architecture that allows plugin writers to modify much of the application's
behavior to provide database-specific functionality or features that are database-independent. As this desktop
application is written entirely in Java with Swing UI components, it should run on any platform that has a JVM.
SQuirreL SQL Client is free as open source software that is distributed under the GNU Lesser General Public
License.

Feature Summary
•• Object Tree allows for browsing database objects such as catalogs, schemas, tables, triggers, views, sequences,

procedures, UDTs, etc.
•• The SQL Editor is based on RSyntaxTextArea by fifesoft.com to provide syntax highlighting. It can be used to

open, create, save and execute files containing SQL statements.
•• Supports simultaneous sessions with multiple databases. This allows to compare data and share SQL statements

between databases.
•• It runs on any platform that has a JVM.
• Plugin architecture to facilitate database vendor-specific extensions (Information or actions not available using

standard JDBC - see SQuirreL SQL Client Plugin API for more details)
• Translations for the user interface are available in: (Bulgarian, Brazilian Portuguese, Chinese, Czech, French,

German, Italian, Japanese, Polish, Spanish, Russian).
•• Graph capabilities to create charts showing table relationships.
•• Bookmarks, which are user-defined code templates. SQuirreL comes with predefined example bookmarks for the

most common SQL and DDL statements.
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History
The SQuirreL SQL project was developed by a team of Java developers around the world and led by Colin Bell. It
has been hosted as a SourceForge project since 2001, and is still being developed today.

Supported databases
•• Axion Java RDBMS.
•• Apache Derby
•• Daffodil (One$DB)
•• Fujitsu Siemens SESAM/SQL-Server with the SESAM/SQL JDBC driver
• Firebird with the JayBird JCA/JDBC Driver
•• FrontBase
•• Hypersonic SQL
•• H2 (DBMS)
• IBM DB2 for Linux, OS/400 and Windows
•• Informix
• Ingres (and OpenIngres)
•• InstantDB
•• InterBase
•• Mckoi SQL Database
• Microsoft Access with the JDBC/ODBC bridge.
•• Microsoft SQL Server
•• Mimer SQL
•• MySQL
•• Netezza
• Oracle Database 8i, 9i, 10g, 11g
•• Pointbase
• PostgreSQL 7.1.3 and higher
•• SAPDB
•• Sybase
•• Sunopsis XML Driver (JDBC Edition)
•• Teradata Warehouse
• ThinkSQL RDBMS
• Vertica Analytic Database
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[1] http:/ / www. squirrelsql. org/
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SQuirreL SQL Client Plugin API

Plugin Basics

Introduction
SQuirreL SQL Client uses the JDBC API to interact with a database, which for the most part makes it database
implementation-agnostic. However, it can be extended to support implementation-specific features by writing a
plugin that uses the Plugin API. For example, JDBC doesn't specify a generic way to obtain the source code that can
be used to re-create database objects such as triggers, stored procedures, functions, views, etc. Yet this information is
usually available in some data dictionary view that can be queried by object name. Although the SQL standard
specifies a special optional schema (INFORMATION_SCHEMA) to store this information in, only a few database
vendors have implemented this, while others have chosen a different schema to store this information in. A plugin
can be written with the implementation-specific queries that are required to retrieve the source code for each type of
database object. Additionally, other plugins that are not implementation-specific have been written using the Plugin
API to implement features not available in the base SQuirreL software installation (for example, code completion,
syntax highlighting, Look and Feel, query favorites, etc.)

Plugin Loading
A plugin is made available to SQuirreL as a set of classes that are packaged into a jar file which is located in the
plugins directory in the installation directory. SQuirrel uses a custom classloader to find and load jars containing
plugins. The PluginManager is responsible for reading prefs.xml (as an XML-Bean) and for each plugin found,
noting whether or not to load it according to the attribute called "loadAtStartup". If a plugin is added to the plugins
directory, SQuirreL must be restarted to pick up the new plugin (Updated plugin definitions require a restart as well).

Session Lifecycle
Plugins can register to listen for session start/end events by implementing the ISessionPlugin interface and/or
DefaultSessionPlugin base class. Sessions can be started and stopped by the user at will. Therefore, it is important
for plugins that implement the ISessionPlugin interface (including those that extend DefaultSessionPlugin) to use
care when storing references to Sessions. Specifically, if a plugin stores a reference to an ISession instance that it
received in a call to sessionStarted (ISession session), it should remove that reference when it's sessionEnding
(ISession session) is called. Otherwise, the Session can not be garbage collected, which is a memory leak.

Structural Customizations

Providing Source Tabs
Source tabs can be added for specific node types by using the IObjectTreeAPI interface. What follows is example of
an implementation of the ISessionPlugin interface method called sessionStarted (ISession session)

    public PluginSessionCallback sessionStarted(final ISession session)

 {

        IObjectTreeAPI treeApi = 

session.getSessionInternalFrame().getObjectTreeAPI();

        _treeAPI.addDetailTab(DatabaseObjectType.VIEW, new 

ViewSourceTab("Source");

    }

http://en.wikipedia.org/w/index.php?title=JDBC
http://en.wikipedia.org/w/index.php?title=Stored_procedures
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A reference to every newly created Session can be obtained by implementing the sessionStarted method in the
ISessionPlugin interface. Notice that the "ViewSourceTab" is only installed for DatabaseObjectType.VIEW objects.
This is so that our implementation of a "view" source tab can rely on the fact that it's always a view that the user has
selected. In this way, different source tabs can be implemented for each type of object (table, view, trigger, UDT,
sequence, procedure, function, etc.)
A source tab can then be implemented by extending the classes:

    

net.sourceforge.squirrel_sql.client.session.mainpanel.objecttree.tabs.BaseSourceTab

    

net.sourceforge.squirrel_sql.client.session.mainpanel.objecttree.tabs.BaseSourcePanel

In particular, BaseSourceTab has an abstract method called createStatement which is implemented to return a
PreparedStatement by using BaseObjectTab.getSession() and BaseObjectTab.getDatabaseObjectInfo(). The method
getDatabaseObjectInfo returns the node that is selected from which can be found the name, schema and catalog of
the object to write an SQL statement that queries the data dictionary for the source for that object. The
BaseSourcePanel.load method is then called with the ResultSet obtained by executing the PreparedStatement.

Custom data type implementations
Data Type classes are used by SQuirreL to read, render and display data stored in a column of a database table. Type
codes are assigned (by JDBC as well as vendors) to represent standard and vendor-specific SQL types. The standard
types are defined in the various SQL standards (SQL92, SQL:2003). These include types such as DATE,
VARCHAR, CHAR, etc.
SQuirreL defines the IDataTypeComponent interface which encapsulates behavior necessary to read, write and
render data of a given type. The SQuirreL framework module (located in sql12/fw/src) includes many
implementations of this interface. Some examples are DataTypeBlob, DataTypeChar, DataTypeFloat and
DataTypeDate. These implementations can be used as examples when a plugin writer wishes to support a data types
that are only found in one database.
The CellComponentFactory class has a static method called registerDataType that allows plugin writers to install
custom IDataTypeComponent implementations when the plugin is loaded.

Behavioral Customizations

Changing How SQuirreL Tokenizes a Script into Individual Statements
Native database tools that are used to run scripts must have a way of breaking a script into statements. Since
statements can span lines, the end of line character (eol) normally isn't used for this purpose. For example, Oracle
uses the semi-colon (;), whereas Sybase and MS SQL-Server use the word "GO" to distinguish multiple statements
in a script. Users don't want to change their scripts to work with SQuirreL, so it is important for a plugin writer to
consider customizing SQuirreL's default expectation of ";" if that is indeed not the statement separator used by the
native database script interpreter. Other examples that require custom handling are:
•• Stored Procedures (These can have embedded statement separators and may use other characters for delimiters -

for example Oracle uses slash (/)
• References to external scripts (Oracle uses "@<script_location" to pull in the contents of another script during

execution)
Plugins should implement the interface IQueryTokenizer and call the method ISession.setQuerytokenizer to add this
capability to SQuirreL.

http://en.wikipedia.org/w/index.php?title=SQL92
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Formatting Vendor-Extended SQLExceptions
With some JDBC drivers, SQLException is extended to provide "enhanced" reporting of errors. In this case, the
SQLException that is thrown by the driver may be cast to the vendor-specific class and non-standard methods may
be called to get more specific information about the problem that caused the SQLException to be thrown. For
example, the DB2 Universal Database Driver provides a DB2Diagnosable exception which extends SQLException.
In some cases, the database will provide information that is only available using the DB2Diagnosable interface
methods. According to the documentation [1] SQLException must be cast to a DB2Diagnosable, then call getSqlca()
to get a DB2Sqlca object upon which a call to getMessage() will give the error message such as "Table foo does not
exist" - when the exception results from selecting from a non-existent table.
In order for SQuirreL to facilitate this vendor-specific API, a new plugin API was introduced, known as the
ExceptionFormatter. Each Session can have exactly one custom ExceptionFormatter (default and one custom
ExceptionFormatter). The ExceptionFormatter is installed by calling ISession.setExceptionFormatter. The
ExceptionFormatter interface looks as follows:

    /**

     * Returns a boolean indicating whether or not this formatter can 

format the

     * specified exception.

     *

     * @param t the exception to determine formatting compatibility

     *

     * @return a boolean value to indicate whether format should be 

called on the

     *         given throwable

     */

    boolean formatsException(Throwable t);

   

    /**

     *

     * @param t the exception to be formatted

     *

     * @return the message

     */

    String format(Throwable t);

A custom ExceptionFormatter implementation should be reflective in that it shouldn't reference any database
vendor-specific classes directly, but indirectly using Class.forName(). This is required so that merely installing the
plugin without the requisite driver classes won't cause the app to experience ClassNotFoundExceptions while
loading the plugin. It is not required that the ExceptionFormatter handle all Throwables. Whichever Throwables
aren't handled by the custom ExceptionFormatter, will be handled by the default ExceptionFormatter called
DefaultExceptionFormatter.

http://publib.boulder.ibm.com/infocenter/db2luw/v8/index.jsp?topic=/com.ibm.db2.udb.doc/ad/tjvjcerr.htm
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Component Access

Getting the Currently Selected ResultTab
1. When a session starts, save off a reference to the SessionManager:

    IApplication application = ISession.getApplication();

    SessionManager sessionManager = application.getSessionManager();

2. At some later point to get a reference to the currently selected result tab do the following:

    ISession currentSession = sessionManager.getActiveSession();

    ISQLPanelAPI sqlPanelApi = 

currentSession.getSQLPanelAPIOfActiveSessionWindow();

    ISQLResultExecuter executer = sqlPanelApi.getSQLResultExecuter();

    IResultTab selectedResultTab = executer .getSelectedResultTab();

References
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SQLPro SQL Client

SQLPro

Original author(s) Vive Corp.

Stable release 2.0 / November 26, 2013

Operating system Windows

Type SQL Programming Tool, Programming tool, Database administration and automation

Website [1] [1]

SQLPro is a proprietary, visual database management and development tool for multiple databases. SQLPro comes
with a three-pane interface and has integrated SQL editor with many useful SQL editing features. SQLPro connects
directly (using native drivers) to most popular database servers using one single interface. It supports native data
source connection for Oracle, PostgreSQL, MySQL, Microsoft SQL Server, Microsoft Access and SQLite. Provides
quick view of the database schema, table schema and results of the query execution.
Amenities include color-coding of the SQL, drag-and-drop of objects into the SQL pane to save you from typing
their name, retrieval of SQL for things like stored procedures and triggers from the underlying database, and
one-click creation of SELECT and INSERT statements. You can save SQL files and print result sets.

Feature Summary
• SQLPro runs on all 32-bit Windows platforms, including Windows 95, 98, NT, 2000, XP, and Vista.
•• No specific hardware requirements.
• Color coding of SQL keywords
•• Retrieve stored procedures, triggers and functions
•• No other software or third party drivers to install. SQLPro comes with full set of drivers.
•• Multiple host/database connections.

Supported Databases
•• Microsoft Access
•• Microsoft SQL Server
•• MySQL
• Oracle 8i, 9i, 10g and 11g
•• PostgreSQL
•• SQLite
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External links
• Official Web Site [2]

• Review: SQLPro [3]

References
[1] http:/ / www. vive. net/ products/ sqlpro. htm
[2] http:/ / www. vive. net/
[3] http:/ / www. larkware. com/ Reviews/ sqlpro. html
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Navicat

Navicat

Original author(s) PremiumSoft CyberTech Ltd.

Developer(s) PremiumSoft CyberTech Ltd.

Initial release 2002

Operating system Cross-platform

Available in Multilingual (8)

Type SQL database management and development system

License Proprietary / Shareware

Website www.navicat.com [1]

Navicat is a series of graphical database management and development software produced by PremiumSoft
CyberTech Ltd. for MySQL, MariaDB, Oracle, SQLite, PostgreSQL and Microsoft SQL Server. It has an
Explorer-like graphical user interface and supports multiple database connections for local and remote databases. Its
design is made to meet the needs of a variety of audiences, from database administrators and programmers to various
businesses/companies that serve clients and share information with partners.[2][3]

History
The initial version of Navicat was developed in 2001. The main target of the initial version was to simplify the
management of MySQL installations. In 2008, Navicat for MySQL was the winner of the Hong Kong ICT 2008
Award of the Year, Best Business Grand Award and Best Business (Product) Gold Award.[4]

Supported platforms and languages
Navicat is a cross-platform tool and works on Microsoft Windows, Mac OS X and Linux platforms. Upon purchase,
users are able to select a language for the software from eight available languages: English, French, Spanish,
Japanese, Korean, Polish, Simplified Chinese and Traditional Chinese.

Development

Navicat for MySQL
Officially released in March 2002, the Windows version of Navicat for MySQL became the first product offered to
the public by PremiumSoft. Subsequently, the company released two additional versions of Navicat for MySQL on
the Mac OS X and Linux operating system in June and October 2003 respectively. In November 2013, added the
support of MariaDB.[5][6]

Navicat for PostgreSQL
PremiumSoft continued to expand their Navicat series by releasing Navicat for PostgreSQL for Windows in October
2005 and then for Mac OS X in June 2006. The Linux version of Navicat for PostgreSQL would not be released until
3 years later in August 2009.[7]
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Navicat for Oracle
In August 2008 Navicat decided to further continue their product line and branch out into the Oracle community,
creating Navicat for Oracle for Windows and Mac. In August of the following year they followed up with a version
for the Linux Platform.[8] The Oracle version of Navicat supports most of the latest Oracle objects features including
Directory, Tablespace, Synonym, Materialized View, Trigger, Sequence, and Type, etc.[9][10]

Navicat for SQLite
Navicat for SQLite was released for Windows and Mac OS X simultaneously in April 2009, and the Linux version
soon followed two months later in June of the same year.[11] In April 2010, Navicat Premium began including
Navicat for SQLite starting from version 9 to expand the usability of Navicat Premium.[12]

Navicat Premium
In 2009, PremiumSoft released Navicat Premium, a series of Navicat software that combines all previous Navicat
versions into a single version and can connect to different database types including MySQL, Oracle, and PostgreSQL
simultaneously, allowing users to do data migration between cross databases. Navicat Premium version also supports
cross-platform administration, serving Windows, Mac OS X and Linux. In April 2010, version 9 of Navicat
Premium was released, which added the connectivity of SQLite database to Navicat Premium, allowing Navicat
Premium to connect to MySQL, Oracle, PostgreSQL and SQLite in a single application. In November 2010, support
for Microsoft SQL Server was added. In January 2011, SQL Azure was included. In November 2013, added the
support of MariaDB.[13]

Navicat for SQL Server
Navicat for SQL Server was released in November 2010 for the Windows platform and Mac OS X. Also at the
release, the SQL server version was included in the Premium version of Navicat. In January 2011, support for SQL
Azure was added.[14]

Navicat Essentials
Navicat Essentials was officially released in November 2011. This is a simple Navicat version for commercial use.
The Essentials editions of Navicat lack several features found in the Standard/Enterprise editions, including form
view, record filtering, visual query building, data modeling and options for import, export and backup of data, etc.[15]

Navicat Data Modeler
Navicat Data Modeler Windows version was officially released in March 2012. Then, Mac OS X and Linux version
were released in May 2012 and June 2012. This is a standalone product for developers to create data models for
MySQL, SQL Server, Oracle, PostgreSQL and SQLite databases. Navicat Data Modeler allows users to visually
design database structures, perform reverse/forward engineer process, import table structures from ODBC data
sources, generate SQL files and print models to files, etc.

Navicat for MariaDB
MariaDB is currently the newest addition to the list of database Navicat supports. The new line of product, called
Navicat for MariaDB, was released in November 2013 for the Windows, Mac OS X and Linux. It provides a native
environment for MariaDB database management and supports the extra features like new storage engines,
microsecond, virtual columns. Also at the release, the MariaDB version was included in both Navicat Premium and
Navicat for MySQL.
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Features
Navicat's features include:
•• visual query-builder
•• SSH and HTTP tunneling
• data and structure migration and synchronization[16]

• import and export and backup of data[17]

•• report builder
•• task scheduling and wizards tool
There are differences in the features available across operating systems.[18]

Navicat also supports forks of MySQL such as Drizzle, OurDelta, and Percona

Version History

Version Platforms & Release dates Some notable
features

MySQL PostgreSQL Oracle SQLite SQL Server MariaDB Premium

4.x •• Windows:
March
2002

•• Mac OS
X: June
2003

•• Linux: No
release

N/A N/A N/A N/A N/A N/A •• Analyze, check,
and repair
tables

•• Visual user
manager to
administer
users and
privilege

•• Schedule
backup file

•• Import and
Export data
from MS Excel
and MS Access

5.x •• Windows:
January
2003

•• Mac OS
X:
January
2004

•• Linux:
September
2004

N/A N/A N/A N/A N/A N/A •• Back up
database and
tables to SQL
scripts

•• Execute SQL
script

•• Multiple SQL
editors with
syntax
highlighted
feature

6.x •• Windows:
April
2004

•• Mac OS
X:
November
2005

•• Linux:
October
2005

•• Mac OS
X: June
2006

N/A N/A N/A N/A N/A •• Import data
from ODBC

•• Connection to
MySQL Server
through SSH

•• Able to set
schedule on
profiles

http://en.wikipedia.org/w/index.php?title=Drizzle_%28database_server%29
http://en.wikipedia.org/w/index.php?title=Software_versioning
http://en.wikipedia.org/w/index.php?title=Operating_system
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7.x •• Windows:
November
2005

•• Mac OS
X:
November
2007

•• Windows:
October
2005

•• Mac OS
X:
December
2007

•• Mac OS
X: August
2008

N/A N/A N/A N/A •• Data and
structure
Synchronization

•• Able to drag
and drop tables

•• Create
parameter
queries

8.x •• Windows:
January
2008

•• Mac OS
X:
February
2009

•• Linux:
January
2008

•• Windows:
January
2008

•• Mac OS
X: April
2009

•• Linux:
August
2009

•• Windows:
August
2008

•• Mac OS
X: April
2009

•• Linux:
August
2009

N/A N/A N/A •• Windows:
June 2009

•• Mac OS
X: June
2009

•• Linux:
August
2009

•• Virtual
grouping

•• Server Monitor
to change
system
variables

•• Allows form
view

•• Able to
preview SQL
before
execution

9.x •• Windows:
April
2010

•• Mac OS
X: April
2010

•• Linux:
June 2010

•• Windows:
April
2010

•• Mac OS
X: April
2010

•• Linux:
June 2010

•• Windows:
April
2010

•• Mac OS
X: April
2010

•• Linux:
June 2010

•• Windows:
April
2010

•• Mac OS
X: April
2010

•• Linux:
June 2010

•• Windows:
November
2010

•• Mac OS
X:
November
2010

•• Linux:
N/A

N/A •• Windows:
April
2010

•• Mac OS
X: April
2010

•• Linux:
June 2010

•• History log
viewer

•• Allows unicode
character
reports

•• Import and
export
connections

•• Word
completion for
SQL editors

10.0 •• Windows:
September
2011

•• Mac OS
X:
September
2011

•• Linux:
September
2011

•• Windows:
September
2011

•• Mac OS
X:
September
2011

•• Linux:
September
2011

•• Windows:
September
2011

•• Mac OS
X:
September
2011

•• Linux:
September
2011

•• Windows:
September
2011

•• Mac OS
X:
September
2011

•• Linux:
September
2011

•• Windows:
September
2011

•• Mac OS
X:
September
2011

•• Linux:
N/A

N/A •• Windows:
September
2011

•• Mac OS
X:
September
2011

•• Linux:
September
2011

•• Data Modeling
Tool

•• ER Diagram
view

•• Database wide
search

•• Minify SQL
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10.1 •• Windows:
June 2012

•• Mac OS
X: June
2012

•• Linux:
June 2012

•• Windows:
June 2012

•• Mac OS
X: June
2012

•• Linux:
June 2012

•• Windows:
June 2012

•• Mac OS
X: June
2012

•• Linux:
June 2012

•• Windows:
June 2012

•• Mac OS
X: June
2012

•• Linux:
June 2012

•• Windows:
June 2012

•• Mac OS
X: June
2012

•• Linux:
N/A

N/A •• Windows:
June 2012

•• Mac OS
X: June
2012

•• Linux:
June 2012

•• Multiple
schemas in one
model

•• Enhanced
Import from
Database
Wizard

•• Enhanced
Synchronize to
Database
Wizard

•• Align/Distribute
Diagram
Objects

•• Search table in
Model
Designer

11.0 •• Windows:
April
2013

•• Mac OS
X: April
2013

•• Linux:
April
2013

•• Windows:
April
2013

•• Mac OS
X: April
2013

•• Linux:
April
2013

•• Windows:
April
2013

•• Mac OS
X: April
2013

•• Linux:
April
2013

•• Windows:
April
2013

•• Mac OS
X: April
2013

•• Linux:
April
2013

•• Windows:
April
2013

•• Mac OS
X: April
2013

•• Linux:
N/A

•• Windows:
November
2013

•• Mac OS
X:
November
2013

•• Linux:
November
2013

•• Windows:
April
2013

•• Mac OS
X: April
2013

•• Linux:
April
2013

•• New SSH
Manager

•• Connection
Tree Filter

•• Find and
Replace data

•• Search
Columns

•• Enhanced
Import and
Export Wizard

•• Native
Windows and
Mac 64-bit
version

Navicat Community
Navicat Community provides a flexible environment for Navicat users to post questions, share experiences and
solutions. It includes forum discussions, blog articles, tutorial videos and Wiki FAQ.

References
[1] http:/ / www. navicat. com
[2] http:/ / onlamp. com/ pub/ a/ onlamp/ 2004/ 12/ 22/ navicat. html
[3] http:/ / www. lasplash. com/ publish/ Software_Reviews_and_News_130/ navicat_mysql_gui_review. php
[4] Winner of the HKICT Awards 2008: Best Business Grand Award selected winner of HKICT Award of the Year (http:/ / www. hkictawards.

hk/ ClientFolder/ hkictawards/ Library/ Tree/ doc_pdf/ 2008wl/ BB. pdf)
[5] Navicat for MySQL release notes (http:/ / www. navicat. com/ en/ products/ navicat-for-mysql-release-note)
[6] http:/ / www. techmixer. com/ navicat-mysql-mysql-database-management-tools-for-windows
[7] Navicat for PostgreSQL release notes (http:/ / navicat. com/ en/ products/ navicat-for-postgresql-release-note)
[8] Navicat for Oracle release notes (http:/ / navicat. com/ en/ products/ navicat-for-oracle-release-note)
[9] Navicat for Oracle overview (http:/ / navicat. com/ en/ products/ navicat-for-oracle)
[10] http:/ / www. techmixer. com/ navicat-for-oracle-windows-oracle-administration-tools/
[11] Navicat for SQLite release notes (http:/ / www. navicat. com/ products/ navicat-for-sqlite-release-note)
[12] Navicat Premium release notes (http:/ / www. navicat. com/ en/ products/ navicat-premium-release-note)
[13] http:/ / www. techmixer. com/ navicat-premium-cross-database-administrator-management-tool
[14] Navicat for SQL server overview (http:/ / navicat. com/ en/ products/ navicat-for-sqlserver)
[15] Navicat Essentials feature (http:/ / navicat. com/ en/ products/ navicat-essentials)
[16] http:/ / www. webdotdev. com/ nvd/ content/ view/ 438/
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[17] http:/ / ted. onflash. org/ 2005/ 04/ navicat-review-mysql-administration. php
[18] Navicat Feature Matrix, for MySQL (http:/ / www. navicat. com/ products/ navicat-for-mysql-feature-matrix), MariaDB (http:/ / www.

navicat. com/ products/ navicat-for-mariadb-feature-matrix), PostegreSQL (http:/ / www. navicat. com/ products/
navicat-for-postgresql-feature-matrix), Oracle (http:/ / www. navicat. com/ products/ navicat-for-oracle-feature-matrix), SQLite (http:/ / www.
navicat. com/ products/ navicat-for-sqlite-feature-matrix), SQL Server (http:/ / www. navicat. com/ products/
navicat-for-sqlserver-feature-matrix), Premium (http:/ / www. navicat. com/ products/ navicat-premium-feature-matrix)

External links
• Official website (http:/ / www. navicat. com/ )
• Navicat Community (https:/ / community. navicat. com/ )

ModelRight
ModelRight is a database design and data modeling tool developed by ModelRight Inc. It is used by data modelers,
database developers and database architects to create, visualize, and document their databases as an Entity
Relationship Diagram (ERD).

Features
•• Reverse Engineer an existing database
•• Generate SQL DDL to create a database
•• Compare a data model and a database
•• Compare a data model with another data model
•• Document a database with notes, definitions, and revision notes
•• Automation and scripting support
•• Model subset management
•• Generate HTML reports
•• Supports large, complex data modeling and data warehousing projects
•• Generate model contents as XML

Support
•• IDEF1X
•• Information Engineering (IE)/Crow's Foot Notation
•• UML Class Diagrams
•• Barker Notation

External links
• modelright.com [1]

References
[1] http:/ / www. modelright. com/
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Other DBMS

MySQL

MySQL

Screenshot of the default MySQL command line

Original author(s) MySQL AB

Developer(s) Oracle Corporation

Initial release 23 May 1995

Stable release 5.6.16 / 31 January 2014

Preview release 5.7.3 / 3 December 2013

Development status Active

Written in C, C++

Operating system Windows, Linux, Solaris, OS X, FreeBSD

Available in English

Type RDBMS

License GPL (version 2) or commercial[1]

Website www.mysql.com [2]

MySQL (/maɪHelp:IPA for English#Keyˌɛskjuːˈɛl/ "My S-Q-L", officially, but also called /maɪHelp:IPA for
English#Keyˈsiːkwəl/ "My Sequel") is (as of July 2013) the world's second most[3] In the second quarter of 2013
alone, 213 million smartphones shipped, of which 200 million were Android and iOS.</ref> widely used
open-source relational database management system (RDBMS). It is named after co-founder Michael Widenius's
daughter, My. The SQL phrase stands for Structured Query Language.
The MySQL development project has made its source code available under the terms of the GNU General Public
License, as well as under a variety of proprietary agreements. MySQL was owned and sponsored by a single
for-profit firm, the Swedish company MySQL AB, now owned by Oracle Corporation.
MySQL is a popular choice of database for use in web applications, and is a central component of the widely used
LAMP open source web application software stack (and other 'AMP' stacks). LAMP is an acronym for "Linux,
Apache, MySQL, Perl/PHP/Python." Free-software-open source projects that require a full-featured database
management system often use MySQL.
For commercial use, several paid editions are available, and offer additional functionality. Applications which use
MySQL databases include: TYPO3, MODx, Joomla, WordPress, phpBB, MyBB, Drupal and other software.
MySQL is also used in many high-profile, large-scale websites, including Wikipedia, Google (though not for
searches), Facebook, Twitter, Flickr, and YouTube.
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Interfaces

MySQL Workbench in Windows

MySQL is a relational database management system (RDBMS), and
ships with no GUI tools to administer MySQL databases or manage
data contained within the databases. Users may use the included
command line tools,[4][5] or use MySQL "front-ends", desktop software
and web applications that create and manage MySQL databases, build
database structures, back up data, inspect status, and work with data
records.[6][7][8][9] The official set of MySQL front-end tools, MySQL
Workbench is actively developed by Oracle, and is freely available for
use.[10]

Graphical
The official MySQL Workbench is a free integrated environment developed by MySQL AB, that enables users to
graphically administer MySQL databases and visually design database structures. MySQL Workbench replaces the
previous package of software, MySQL GUI Tools. Similar to other third-party packages, but still considered the
authoritative MySQL front end, MySQL Workbench lets users manage database design & modeling, SQL
development (replacing MySQL Query Browser) and Database administration (replacing MySQL Administrator).
MySQL Workbench is available in two editions, the regular free and open source Community Edition which may be
downloaded from the MySQL website, and the proprietary Standard Edition which extends and improves the feature
set of the Community Edition.
Third-party proprietary and free graphical administration applications (or "front ends") are available that integrate
with MySQL and enable users to work with database structure and data visually. Some well-known front ends, in
alphabetical order, are:
• Adminer – a free MySQL front end written in one PHP script, capable of managing multiple databases, with

many CSS skins available.
• DaDaBIK – a customizable CRUD front-end to MySQL. Written in PHP. Commercial.
• DBEdit – a free front end for MySQL and other databases.
• HeidiSQL – a full featured free front end that runs on Windows, and can connect to local or remote MySQL

servers to manage databases, tables, column structure, and individual data records. Also supports specialised GUI
features for date/time fields and enumerated multiple-value fields.

• LibreOffice Base – LibreOffice Base allows the creation and management of databases, preparation of forms and
reports that provide end users easy access to data. Like Microsoft Access, it can be used as a front-end for various
database systems, including Access databases (JET), ODBC data sources, and MySQL or PostgreSQL.

• Navicat – a series of proprietary graphical database management applications, developed for Windows,
Macintosh and Linux.

• OpenOffice.org – OpenOffice.org Base can manage MySQL databases if the entire suite is installed. Free and
open-source.

• phpMyAdmin – a free Web-based front end widely installed[citation needed] by web hosts, since it is developed in
PHP and is included in the LAMP stack, MAMP, XAMPP and WAMP software bundle installers.

• SQLBuddy – a free Web-based front end, developed in PHP.
• SQLyog – commercial, but there is also a free 'community' edition available.
• Toad for MySQL – a free development and administration front end for MySQL from Quest Software
Other available proprietary MySQL front ends include dbForge Studio for MySQL, DBStudio, Epictetus, Microsoft
Access, Oracle SQL Developer, SchemaBank, SQLPro SQL Client, Toad Data Modeler.
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Command line
MySQL ships with many command line tools, from which the main interface is 'mysql' client. Third-parties have
also developed tools to manage, optimize, monitor and backup a MySQL server, some listed below. All these tools
work on *NIX type operating systems, and some of them also on Windows.
• Maatkit – a cross-platform toolkit for MySQL, PostgreSQL and Memcached, developed in Perl. Maatkit can be

used to prove replication is working correctly, fix corrupted data, automate repetitive tasks, and speed up servers.
Maatkit is included with several Linux distributions such as CentOS and Debian and packages are available for
Fedora and Ubuntu as well. As of late 2011, Maatkit is no longer developed, but Percona has continued
development under the Percona Toolkit brand.[11]

• XtraBackup – Open Source MySQL hot backup software. Some notable features include hot, non-locking
backups for InnoDB storage, incremental backups, streaming, parallel-compressed backups, throttling based on
the number of IO operations per second, etc.

• MySQL::Replication – a replacement for MySQL's built-in replication, developed in Perl. MySQL::Replication
can be used to create a peer-to-peer, multi-master MySQL replication network.

• SymmetricDS – asynchronous MySQL multi-master replication capable of multi-tier replication and designed for
a large number of databases across low-bandwidth connections. Licensed as open source (GPL) with commercial
options from JumpMind.

Programming
MySQL works on many system platforms, including AIX, BSDi, FreeBSD, HP-UX, eComStation, i5/OS, IRIX,
Linux, OS X, Microsoft Windows, NetBSD, Novell NetWare, OpenBSD, OpenSolaris, OS/2 Warp, QNX, Solaris,
Symbian, SunOS, SCO OpenServer, SCO UnixWare, Sanos and Tru64. A port of MySQL to OpenVMS also exists.
MySQL is written in C and C++. Its SQL parser is written in yacc, but it uses a home-brewed lexical analyzer. Many
programming languages with language-specific APIs include libraries for accessing MySQL databases. These
include MySQL Connector/Net for integration with Microsoft's Visual Studio (languages such as C# and VB are
most commonly used) and the JDBC driver for Java. In addition, an ODBC interface called MyODBC allows
additional programming languages that support the ODBC interface to communicate with a MySQL database, such
as ASP or ColdFusion. The HTSQL – URL-based query method also ships with a MySQL adapter, allowing direct
interaction between a MySQL database and any web client via structured URLs.

Features
As of April 2009[12], MySQL offered MySQL 5.1 in two different variants: the open source MySQL Community
Server and the commercial Enterprise Server. MySQL 5.5 is offered under the same licenses. They have a common
code base and include the following features:
• A broad subset of ANSI SQL 99, as well as extensions
•• Cross-platform support
• Stored procedures, using a procedural language that closely adheres to SQL/PSM
• Triggers
• Cursors
• Updatable views
•• Information schema
•• Strict mode (ensures MySQL does not truncate or otherwise modify data to conform to an underlying data type,

when an incompatible value is inserted into that type)
• X/Open XA distributed transaction processing (DTP) support; two phase commit as part of this, using Oracle's

InnoDB engine
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• Independent storage engines (MyISAM for read speed, InnoDB for transactions and referential integrity, MySQL
Archive for storing historical data in little space)

• Transactions with the InnoDB and NDB Cluster storage engines; savepoints with InnoDB
• SSL support
• Query caching
• Sub-SELECTs (i.e. nested SELECTs)
• Replication support (i.e. Master-Master Replication & Master-Slave Replication) with one master per slave, many

slaves per master. Multi-master replication is provided in MySQL Cluster, and multi-master support can be added
to unclustered configurations using Galera Cluster.

• Full-text indexing and searching using MyISAM engine
•• Embedded database library
• Unicode support (however prior to 5.5.3 UTF-8 and UCS-2 encoded strings are limited to the BMP, in 5.5.3 and

later use utf8mb4 for full unicode support)
• ACID compliance when using transaction capable storage engines (InnoDB and Cluster)
•• Partitioned tables with pruning of partitions in optimizer
• Shared-nothing clustering through MySQL Cluster
• Hot backup (via mysqlhotcopy) under certain conditions
• Multiple storage engines, allowing one to choose the one that is most effective for each table in the application (in

MySQL 5.0, storage engines must be compiled in; in MySQL 5.1, storage engines can be dynamically loaded at
run time):
• Native storage engines (MyISAM, Falcon, Merge, Memory (heap), Federated, Archive, CSV, Blackhole,

Cluster, EXAMPLE, Aria, and InnoDB, which was made the default as of 5.5)
• Partner-developed storage engines (solidDB, Infobright (formerly Brighthouse), Kickfire, XtraDB, IBM DB2).

InnoDB used to be a partner-developed storage engine, but with recent acquisitions, Oracle now owns both
MySQL core and InnoDB.

• Community-developed storage engines (memcache engine, httpd, PBXT, Revision Engine)
•• Custom storage engines

•• Commit grouping, gathering multiple transactions from multiple connections together to increase the number of
commits per second. (PostgreSQL has an advanced form of this functionality)

The developers release monthly versions of the MySQL Server. The sources can be obtained from MySQL's website
or from MySQL's Bazaar repository, both under the GPL license.

Limitations
Like other SQL databases, MySQL does not currently comply with the full SQL standard for some of the
implemented functionality, including foreign key references when using some storage engines other than the
'standard' InnoDB (or third-party engines which supports foreign keys).
Triggers are currently limited to one per action / timing, i.e. maximum one after insert and one before insert on the
same table. There are no triggers on views.
MySQL, like most other transactional relational databases, is strongly limited by hard disk performance. This is
especially true in terms of write latency. Given the recent appearance of very affordable consumer grade SATA
interface solid-state drives that offer zero mechanical latency, a fivefold speedup over even an eight drive RAID
array can be had for a smaller investment.[13]

MySQL database's inbuilt functions like UNIX_TIMESTAMP() will return 0 after 03:14:07 UTC on 19 January
2038.
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Deployment

The LAMP software bundle (here additionally with Squid). A high performance and
high-availability solution for a hostile environment

MySQL can be built and installed
manually from source code, but this
can be tedious so it is more commonly
installed from a binary package unless
special customizations are required. On
most Linux distributions the package
management system can download and
install MySQL with minimal effort,
though further configuration is often
required to adjust security and
optimization settings.

Though MySQL began as a low-end
alternative to more powerful
proprietary databases, it has gradually
evolved to support higher-scale needs as well. It is still most commonly used in small to medium scale single-server
deployments, either as a component in a LAMP-based web application or as a standalone database server. Much of
MySQL's appeal originates in its relative simplicity and ease of use, which is enabled by an ecosystem of open
source tools such as phpMyAdmin. In the medium range, MySQL can be scaled by deploying it on more powerful
hardware, such as a multi-processor server with gigabytes of memory.

There are however limits to how far performance can scale on a single server ('scaling up'), so on larger scales,
multi-server MySQL ('scaling out') deployments are required to provide improved performance and reliability. A
typical high-end configuration can include a powerful master database which handles data write operations and is
replicated to multiple slaves that handle all read operations. The master server synchronizes continually with its
slaves so in the event of failure a slave can be promoted to become the new master, minimizing downtime. Further
improvements in performance can be achieved by caching the results from database queries in memory using
memcached, or breaking down a database into smaller chunks called shards which can be spread across a number of
distributed server clusters.

High availability
Ensuring high availability requires a certain amount of redundancy in the system. For database systems, the
redundancy traditionally takes the form of having a primary server acting as a master, and using replication to keep
secondaries available to take over in case the primary fails. This means that the "server" that the application connects
to is in reality a collection of servers, not a single server. In a similar manner, if the application is using a sharded
database, it is in reality working with a collection of servers, not a single server. In this case, a collection of servers is
usually referred to as a farm.

One of the projects aiming to provide high availability for MySQL is MySQL Fabric, an integrated system for
managing a collection of MySQL servers, and a framework on top of which high availability and database sharding
is built. MySQL Fabric is open-source and is intended to be extensible, easy to use, and to support procedure
execution even in the presence of failure, providing an execution model usually called resilient execution. MySQL
client libraries are extended so they are hiding the complexities of handling failover in the event of a server failure,
as well as correctly dispatching transactions to the shards. As of September 2013, there is currently support for
Fabric-aware versions of Connector/J, Connector/PHP, Connector/Python, as well as some rudimentary support for
Hibernate and Doctrine. As of March 2014, MySQL Fabric is in a beta stage of development.
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Cloud deployment
MySQL can also be run on cloud computing platforms such as Amazon EC2. Listed below are some common
deployment models for MySQL on the cloud:
• Virtual Machine Image – cloud users can upload a machine image of their own with MySQL installed, or use a

ready-made machine image with an optimized installation of MySQL on it, such as the one provided by Amazon
EC2.

• MySQL as a Service – some cloud platforms offer MySQL "as a service". In this configuration, application
owners do not have to install and maintain the MySQL database on their own. Instead, the database service
provider takes responsibility for installing and maintaining the database, and application owners pay according to
their usage. Notable cloud-based MySQL services are the Amazon Relational Database Service; the Xeround
Cloud Database, which runs on EC2; Rackspace; HP Converged Cloud; Heroku and Jelastic.

• Managed MySQL cloud hosting – the database is not offered as a service, but the cloud provider hosts the
database and manages it on the application owner's behalf. As of 2011, of the major cloud providers, only
Terremark and Rackspace offer managed hosting for MySQL databases.

Community
The MySQL server software itself and the client libraries use dual-licensing distribution. They are offered under
GPL version 2, beginning from 28 June 2000 (which in 2009 has been extended with a FLOSS License Exception)
or to use a proprietary license. In 2013, the Linux man pages for MySQL switched to a proprietary license
temporarily due to a build system bug. The original GPL license has since been restored.
Support can be obtained from the official manual.[14] Free support additionally is available in different IRC channels
and forums. Oracle offers paid support via its MySQL Enterprise products. They differ in the scope of services and
in price. Additionally, a number of third party organisations exist to provide support and services, including SkySQL
Ab and Percona.
MySQL has received positive reviews, and reviewers noticed it "performs extremely well in the average case." and
that the "developer interfaces are there, and the documentation (not to mention feedback in the real world via Web
sites and the like) is very, very good".[15] It has also been tested to be a "fast, stable and true multi-user,
multi-threaded sql database server".[16]

Related projects
• Drizzle – a fork targeted at the web-infrastructure and cloud computing markets. The developers of the product

describe it as a "smaller, slimmer and (hopefully) faster version of MySQL". As a result, many common MySQL
features will be stripped out, including stored procedures, query cache, prepared statements, views, and triggers.
This is a partial rewrite of the server that does not maintain compatibility with MySQL.

• MariaDB – a community-developed fork of the MySQL database source code, the impetus being the community
maintenance of its free status under GPL as opposed to any uncertainty of MySQL license status under its current
ownership by Oracle. The intent also being to maintain high fidelity with MySQL, ensuring a "drop-in"
replacement capability with library binary equivalency and exact matching with MySQL APIs and commands. It
includes the XtraDB storage engine as a replacement for InnoDB.

• Percona Server – a fork of MySQL that includes the XtraDB storage engine. Its policy is to deviate as little as
possible from MySQL and remain fully compatible, while providing new features, better performance, and
additional instrumentation for analysis of performance and usage.

• OurDelta – No longer maintained. It was a fork compiled with various patches, including patches from MariaDB,
Percona, and Google, and a storage engine called OQGRAPH.
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History
MySQL was created by a Swedish company, MySQL AB, founded by David Axmark, Allan Larsson and Michael
"Monty" Widenius. The first version of MySQL appeared on 23 May 1995. It was initially created for personal usage
from mSQL based on the low-level language ISAM, which the creators considered too slow and inflexible. They
created a new SQL interface, while keeping the same API as mSQL. By keeping the API consistent with the mSQL
system, many developers were able to use MySQL instead of the (commercially licensed) mSQL antecedent.[citation

needed]Wikipedia:Disputed statement

Legal and acquisition impacts
On 15 June 2001, NuSphere sued MySQL AB, TcX DataKonsult AB and its original authors Michael ("Monty")
Widenius and David Axmark in U.S District Court in Boston for "breach of contract, tortious interference with third
party contracts and relationships and unfair competition".
In 2002, MySQL AB sued Progress NuSphere for copyright and trademark infringement in United States district
court. NuSphere had allegedly violated MySQL's copyright by linking MySQL's GPL'ed code with NuSphere
Gemini table without being in compliance with the license. After a preliminary hearing before Judge Patti Saris on
27 February 2002, the parties entered settlement talks and eventually settled. After the hearing, FSF commented that
"Judge Saris made clear that she sees the GNU GPL to be an enforceable and binding license."
In October 2005, Oracle Corporation acquired Innobase OY, the Finnish company that developed the third-party
InnoDB storage engine that allows MySQL to provide such functionality as transactions and foreign keys. After the
acquisition, an Oracle press release mentioned that the contracts that make the company's software available to
MySQL AB would be due for renewal (and presumably renegotiation) some time in 2006. During the MySQL Users
Conference in April 2006, MySQL issued a press release that confirmed that MySQL and Innobase OY agreed to a
"multi-year" extension of their licensing agreement.
In February 2006, Oracle Corporation acquired Sleepycat Software, makers of the Berkeley DB, a database engine
providing the basis for another MySQL storage engine. This had little effect, as Berkeley DB was not widely used,
and was dropped (due to lack of use) in MySQL 5.1.12, a pre-GA release of MySQL 5.1 released in October 2006.
In January 2008, Sun Microsystems bought MySQL for $1 billion.
In April 2009, Oracle Corporation entered into an agreement to purchase Sun Microsystems, then owners of MySQL
copyright and trademark. Sun's board of directors unanimously approved the deal, it was also approved by Sun's
shareholders, and by the U.S. government on 20 August 2009. On 14 December 2009, Oracle pledged to continue to
enhance MySQL as it had done for the previous four years.
A movement against Oracle's acquisition of MySQL, to "Save MySQL" from Oracle was started by one of the
MySQL founders, Monty Widenius. The petition of 50,000+ developers and users called upon the European
Commission to block approval of the acquisition. At the same time, several Free Software opinion leaders (including
Eben Moglen, Pamela Jones of Groklaw, Jan Wildeboer and Carlo Piana, who also acted as co-counsel in the merger
regulation procedure) advocated for the unconditional approval of the merger.[citation needed] As part of the
negotiations with the European Commission, Oracle committed that MySQL server will continue until at least 2015
to use the dual-licensing strategy long used by MySQL AB, with commercial and GPL versions available. The
antitrust of the EU had been "pressuring it to divest MySQL as a condition for approval of the merger". But, as
revealed by Wikileaks, the US Department of Justice and Antitrust, at the request of Oracle, pressured the EU to
unconditionally approve the merger. The European Commission eventually unconditionally approved Oracle's
acquisition of MySQL on 21 January 2010.
In January 2009, prior to Oracle's acquisition of MySQL, Monty Widenius started a GPL-only fork, MariaDB.
MariaDB is based on the same code base as MySQL server 5.1 and strives to maintain compatibility with
Oracle-provided versions.
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In August 2012, TechCrunch's Alex Williams reported that Oracle was holding back MySQL Server test cases, a
move that he concluded indicated that Oracle is attempting to kill the product. Percona also reported that Oracle is no
longer synchronizing their changes with the public source repositories. Widenius called this a breach of the
agreement that Oracle entered into with the EU as a condition of their acquisition of Sun.
Since the final quarter of 2012, several Linux distributions and some important users (like Wikipedia[17] and
Google[18]) started to replace MySQL with MariaDB.[19][20][21]Wikipedia:Disputed statement

Milestones
Notable milestones in MySQL development include:
• Original development of MySQL by Michael Widenius and David Axmark beginning in 1994
•• First internal release on 23 May 1995
•• Version 3.19: End of 1996, from www.tcx.se
•• Version 3.20: January 1997
•• Windows version was released on 8 January 1998 for Windows 95 and NT
•• Version 3.21: production release 1998, from www.mysql.com
•• Version 3.22: alpha, beta from 1998
•• Version 3.23: beta from June 2000, production release 22 January 2001
• Version 4.0: beta from August 2002, production release March 2003 (unions)
• Version 4.01: beta from August 2003, JyotiWikipedia:Please clarify[citation needed] adopts MySQL for database

tracking
• Version 4.1: beta from June 2004, production release October 2004 (R-trees and B-trees, subqueries, prepared

statements)
• Version 5.0: beta from March 2005, production release October 2005 (cursors, stored procedures, triggers, views,

XA transactions)
The developer of the Federated Storage Engine states that "The Federated Storage Engine is a
proof-of-concept storage engine", but the main distributions of MySQL version 5.0 included it and turned it on
by default. Documentation of some of the short-comings appears in "MySQL Federated Tables: The Missing
Manual".

• Sun Microsystems acquired MySQL AB in 2008.
• Version 5.1: production release 27 November 2008 (event scheduler, partitioning, plugin API, row-based

replication, server log tables)
Version 5.1 contained 20 known crashing and wrong result bugs in addition to the 35 present in version 5.0
(almost all fixed as of release 5.1.51).
MySQL 5.1 and 6.0 showed poor performance when used for data warehousing — partly due to its inability to
utilize multiple CPU cores for processing a single query.

•• Oracle acquired Sun Microsystems on 27 January 2010.
• MySQL Server 5.5 is currently generally available (as of December 2010[12]). Enhancements and features

include:
•• The default storage engine is InnoDB, which supports transactions and referential integrity constraints.
•• Improved InnoDB I/O subsystem
• Improved SMP support
•• Semisynchronous replication.
•• SIGNAL and RESIGNAL statement in compliance with the SQL standard.
•• Support for supplementary Unicode character sets utf16, utf32, and utf8mb4.
•• New options for user-defined partitioning.
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MySQL Server 6.0.11-alpha was announced on 22 May 2009 as the last release of the 6.0 line. Future MySQL
Server development uses a New Release Model. Features developed for 6.0 are being incorporated into future
releases.
MySQL 5.6, a development milestone release, was announced at the MySQL users conference 2011. New features
include performance improvements to the query optimizer, higher transactional throughput in InnoDB, new
NoSQL-style memcached APIs, improvements to partitioning for querying and managing very large tables,
improvements to replication and better performance monitoring by expanding the data available through the
PERFORMANCE_SCHEMA. In July further previews with a BINLOG API, group commit, and InnoDB full text
searching were released.

Versions
The following chart provides an overview of various MySQL versions and their current development statuses:

Notes
[1] http:/ / www. mysql. com/ downloads/
[2] http:/ / www. mysql. com/
[3] Following Sqllite, which is deployed with every iPhone and Android device along with the Chrome and Firefox browsers.<ref

name="sqllite">
[4] mysql — The MySQL Command-Line Tool (http:/ / dev. mysql. com/ doc/ refman/ 5. 5/ en/ mysql. html), MySQL Reference Manual
[5] mysqladmin – the MySQL command-line tool (http:/ / dev. mysql. com/ doc/ refman/ 5. 5/ en/ mysqladmin. html), MySQL Reference

Manual
[6] MySQL Client Programs (http:/ / dev. mysql. com/ doc/ refman/ 5. 0/ en/ programs-client. html), MySQL Reference Manual
[7] MySQL Tools Family (http:/ / www. sqlmaestro. com/ products/ mysql/ ), SQLMaestro Group
[8] MySQL GUI Tools (http:/ / www. webyog. com/ en/ ), WebYog
[9] HeidiSQL (http:/ / www. heidisql. com/ ), HeidiSQL MySQL GUI
[10] MySQL Workbench (http:/ / dev. mysql. com/ downloads/ workbench/ ), MySQL Downloads
[11] Percona Toolkit (http:/ / www. percona. com/ software/ percona-toolkit), Percona Software
[12] http:/ / en. wikipedia. org/ w/ index. php?title=MySQL& action=edit
[13] Matsunobu, Yoshinori. "SSD Deployment Strategies for MySQL." (http:/ / www. slideshare. net/ matsunobu/

ssd-deployment-strategies-for-mysql) Sun Microsystems, 15 April 2010.
[14] MySQL Support Manual (http:/ / dev. mysql. com/ doc/ refman/ 5. 5/ en/ index. html), MySQL Developers
[15] Review of MySQL Server 5.0 (http:/ / review. techworld. com/ applications/ 346/ mysql-50-open-source-database/ ), Techworld.com,

November 2005
[16] MySQL Server Review (http:/ / community. linuxmint. com/ software/ view/ mysql-server), LinuxMint.com
[17] Wikipedia Adopts MariaDB (https:/ / blog. wikimedia. org/ 2013/ 04/ 22/ wikipedia-adopts-mariadb/ )
[18] http:/ / www. theregister. co. uk/ 2013/ 09/ 12/ google_mariadb_mysql_migration/
[19] Monty has last laugh as distros abandon MySQL (http:/ / www. itwire. com/ opinion-and-analysis/ open-sauce/

58571-monty-has-last-laugh-as-distros-abandon-mysql)
[20] MariaDB living in interesting times (http:/ / monty-says. blogspot. it/ 2013/ 02/ mariadb-living-in-interesting-times. html)
[21] Distributions Which Include MariaDB (https:/ / kb. askmonty. org/ en/ distributions-which-include-mariadb/ )
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References

External links
• Official website (http:/ / www. mysql. com)
• MySQL site at Oracle.com (http:/ / www. oracle. com/ us/ products/ mysql/ index. html)
• Interview with David Axmark, MySQL co-founder (http:/ / intruders. tv/ en-tech/

mysql-co-founder-david-axmark-on-sun-s-billion-dollar-acquisition/ ) Video
• MySQL (http:/ / www. dmoz. org/ / Computers/ Software/ Databases/ MySQL/ ) on the Open Directory Project

SQL Anywhere
SAP SQL Anywhere is a relational database management system (RDBMS) product from SAP. SQL Anywhere
was known as Sybase SQL Anywhere prior to the acquisition of Sybase by SAP.

Features
SQL Anywhere can be run on Windows, Windows CE, Mac OS X, and various UNIX platforms, including Linux,
AIX, HP-UX and Solaris. Database files are independent of the operating system, allowing them to be copied
between supported platforms. The product provides several standard interfaces (ODBC, JDBC, and ADO.NET) and
a number of special interfaces such as PHP and Perl. The engine supports stored procedures, user functions (using
Watcom SQL, T-SQL, Java, or C/C++), triggers, referential integrity, row-level locking, replication, high
availability, proxy tables, and events (scheduled and system events). Strong encryption is supported for both
database files and client-server communication.

Uses
SQL Anywhere is used in several contexts, including as an embedded database, particularly as an application data
store. For example, it is used in Intuit QuickBooks, in network management products, and in backup products. Its
ability to be used with minimal administration is a distinguishing feature in this role. It can be used as a database
server for work groups or for small or medium-sized businesses. It can also function as a mobile database. It includes
scalable data synchronization technology that provides change-based replication between separate databases,
including large server-based RDBMS systems.

Technologies
SQL Anywhere Server is a high performing and embeddable relational database-management system (RDBMS) that
scales from thousands of users in server environments down to desktop and mobile applications used in widely
deployed, zero-administration environments.
Ultralite: UltraLite is a database-management system designed for small-footprint mobile devices such as PDAs and
smart phones.
Mobilink: MobiLink is a highly-scalable, session-based synchronization technology for exchanging data among
relational databases and other non-relational data sources.
QAnywhere: QAnywhere facilitates the development of robust and secure store-and-forward mobile messaging
applications.
SQL Remote: SQL Remote technology is based on a store and forward architecture that allows occasionally
connected users to synchronize data between SQL Anywhere databases using a file or message transfer mechanism.
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History
• Initially created by Watcom as Watcom SQL.
•• Version 3: 1992
• Watcom acquired by Powersoft in 1993; Watcom SQL shipped with their visual programming environment

PowerBuilder
• Version 4: 1994 (Stored procedures, triggers)
• PowerSoft and Sybase merged in 1995: Watcom SQL was renamed SQL Anywhere.
• Version 5: 1995 (SQL Remote data replication; graphical administration tools)
• Version 6: 1998. Renamed Adaptive Server Anywhere. (multi-processor support, Java objects in the database)
• Version 6.0.2: 1999 (MobiLink data synchronization, UltraLite mobile database for Palm OS and Windows CE)
• Version 7: 2000 (dynamic cache, task scheduling and event handling, cross-platform administration tools)
• Version 8: 2001 (Volcano query optimizer, encrypted data storage and transmission)
• Version 9: 2003 (Index consultant, embedded HTTP server)
• Version 10: 2006 - renamed SQL Anywhere (high availability, intra-query parallelism, materialized views)
• Version 11: 2008 (full text search, BlackBerry support)
• Version 12: 2010 (support for spatial data)[1]

• Version 16: April 18, 2013 - (faster synchronization and improved security) [2]

References
[1] http:/ / www. sybase. com/ files/ White_Papers/ SQLAnywhere_12_New-Features_WP. pdf
[2] http:/ / www. kessler. de/ prd/ sybase/ Ianywhere16. pdf

External links
• SQL Anywhere official product page (http:/ / www. sybase. com/ products/ databasemanagement/ sqlanywhere)
• Sybase iAnywhere main page (http:/ / www. sybase. com/ ianywhere)
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SQLite

SQLite

Developer(s) D. Richard Hipp

Initial release August 2000

Stable release 3.8.4 (March 10, 2014) [±] [1]

Written in C

Operating system Cross-platform

Size 658 KiB

Type RDBMS (embedded)

License Public domain

Website sqlite.org [2]

SQLite (/ˌɛskjuːɛlˈlaɪt/ or /ˈsiːkwəl.laɪt/) is a relational database management system contained in a C programming
library. In contrast to other database management systems, SQLite is not a separate process that is accessed from the
client application, but an integral part of it.
SQLite is ACID-compliant and implements most of the SQL standard, using a dynamically and weakly typed SQL
syntax that does not guarantee the domain integrity.
SQLite is a popular choice as embedded database for local/client storage in application software such as web
browsers. It is arguably the most widely deployed database engine, as it is used today by several widespread
browsers, operating systems, and embedded systems, among others. SQLite has many bindings to programming
languages.
The source code for SQLite is in the public domain.

Design
Unlike client–server database management systems, the SQLite engine has no standalone processes with which the
application program communicates. Instead, the SQLite library is linked in and thus becomes an integral part of the
application program. (In this, SQLite follows the precedent of Informix SE of c. 1984 [3]) The library can also be
called dynamically. The application program uses SQLite's functionality through simple function calls, which reduce
latency in database access: function calls within a single process are more efficient than inter-process
communication. SQLite stores the entire database (definitions, tables, indices, and the data itself) as a single
cross-platform file on a host machine. It implements this simple design by locking the entire database file during
writing. SQLite read operations can be multitasked, though writes can only be performed sequentially.
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History
D. Richard Hipp designed SQLite in the spring of 2000 while working for General Dynamics on contract with the
United States Navy. Hipp was designing software used on board guided missile destroyers, which were originally
based on HP-UX with an IBM Informix database back-end. The design goals of SQLite were to allow the program to
be operated without installing a database management system or requiring a database administrator. In August 2000,
version 1.0 of SQLite was released, based on gdbm (GNU Database Manager). SQLite 2.0 replaced gdbm with a
custom B-tree implementation, adding support for transactions. SQLite 3.0, partially funded by America Online,
added internationalization, manifest typing, and other major improvements.
In 2011 Hipp announced his plans to add an UnQL interface to SQLite databases and to develop UnQLite, an
embeddable document-oriented database. Howard Chu ported SQLite 3.7.7.1 to use Openldap MDB instead of the
original Btree code and called it sqlightning. One cited insert test of 1000 records was 20 times faster.[4][5]

Features
SQLite implements most of the SQL-92 standard for SQL but it lacks some features. For example it has partial
support for triggers, and it can't write to views (however it supports INSTEAD OF triggers that provide this
functionality). While it supports complex queries, it still has limited ALTER TABLE support, as it can't modify or
delete columns.
SQLite uses an unusual type system for an SQL-compatible DBMS; instead of assigning a type to a column as in
most SQL database systems, types are assigned to individual values; in language terms it is dynamically typed.
Moreover, it is weakly typed in some of the same ways that Perl is: one can insert a string into an integer column
(although SQLite will try to convert the string to an integer first, if the column's preferred type is integer). This adds
flexibility to columns, especially when bound to a dynamically typed scripting language. However, the technique is
not portable to other SQL products. A common criticism is that SQLite's type system lacks the data integrity
mechanism provided by statically typed columns in other products. The SQLite web site describes a "strict affinity"
mode, but this feature has not yet been added. However, it can be implemented with constraints like
CHECK(typeof(x)='integer').
Several computer processes or threads may access the same database concurrently. Several read accesses can be
satisfied in parallel. A write access can only be satisfied if no other accesses are currently being serviced. Otherwise,
the write access fails with an error code (or can automatically be retried until a configurable timeout expires). This
concurrent access situation would change when dealing with temporary tables. This restriction is relaxed in version
3.7 when WAL is turned on enabling concurrent reads and writes.
A standalone program called sqlite3 is provided that can be used to create a database, define tables within it,
insert and change rows, run queries and manage an SQLite database file. This program is a single executable file on
the host machine. It also serves as an example for writing applications that use the SQLite library.
SQLite full Unicode support is optional.
SQLite has automated regression testing prior to each release. Over 2 million tests are run as part of a release's
verification. Starting with the August 10, 2009 release of SQLite 3.6.17, SQLite releases have 100% branch test
coverage, one of the components of code coverage.
As of version 3.8.2 it's possible to create tables without rowid.[6]
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Development
SQLite development stores revisions of its source code in Fossil, a distributed version control system that is itself
built upon an SQLite database.

Adoption

Programming languages
SQLite has bindings for a large number of programming languages, including :

•• BASIC •• Haskell •• PureBasic
•• Delphi •• Java • Python[7]

•• C • JavaScript[8] •• R

•• C# •• Livecode •• REALbasic
•• C++ •• Lua •• REBOL
• Clipper//Harbour •• newLisp • Ruby[9]

•• Common Lisp • Objective-C (on OS X and iOS) •• Scheme
•• Curl •• OCaml •• Smalltalk
•• D • Perl[10] •• Tcl

•• Free Pascal •• PHP •• Visual Basic
•• Pike

Middleware
• ADO.NET adapter, initially developed by Robert Simpson, is maintained jointly with the SQLite developers since

April 2010.[11]

• ODBC driver has been developed and is maintained separately by Christian Werner.[12] Werner's ODBC driver is
the recommended connection method for accessing SQLite from OpenOffice.org.[13]

• COM (ActiveX) wrapper making SQLite accessible on Windows to scripted languages such as JScript and
VBScript. This adds database capabilities to HTML Applications (HTA).

Web browsers
• Mozilla Firefox and Mozilla Thunderbird store a variety of configuration data (bookmarks, cookies, contacts etc.)

in internally managed SQLite databases, and even offer an add-on to manage SQLite databases.
• Google's Chrome browser
• The Opera Internet suite and browser uses SQLite 3.7.9 for managing WebSQL databases. This is noted in
opera:about, although without the mention of WebSQL (databases can be managed through
opera:webdatabases).
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Web application frameworks
• Django, a Python web framework, supports SQLite3 by default.
• As of version 7, Drupal, a PHP-based content management system for making websites and blogs, has an option

to install using SQLite.
• Ruby on Rails' default database management system is also SQLite.
• web2py, a Python web framework, default database management system is also SQLite.

Various
• Skype is a widely deployed application that uses SQLite.
• Adobe Systems uses SQLite as its file format in Adobe Photoshop Lightroom, a standard database in Adobe AIR,

and internally within Adobe Reader.
• The Service Management Facility, used for service management within the Solaris and OpenSolaris operating

systems, uses SQLite internally.
• Flame, a malware program used for cyberespionage, used SQLite to store the data it collects.
• The Xojo Programming Language has SQLite support built in to both the desktop and web frameworks.

Operating systems
Because of its small size, SQLite is well suited to embedded systems, and is also included in:
• Blackberry's BlackBerry 10 OS
• Microsoft's Windows Phone 8
• Apple's iOS
•• Symbian OS
• Nokia's Maemo
• Google's Android
• Linux Foundation's MeeGo
• LG's webOS
•• NetBSD
•• OpenBSD
• FreeBSD where starting with 10-RELEASE version it is the core package management system.
However, it is also suitable for desktop operating systems; Apple adopted it as an option in OS X's Core Data API
from the original implementation in Mac OS X 10.4 onwards, and also for administration of videos and songs on the
iPhone.
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LAMP

The LAMP, LYME and LYCE software bundles, displayed here together with Squid.
High-performance and high-availability web server solutions providing security in hostile

environments.

The acronym LAMP refers to first
letters of the four components of a
solution stack, composed entirely of
free and open-source software, suitable
for building high-availability
heavy-duty dynamic web sites, and
capable of serving tens of thousands of
requests simultaneously.

The meaning of the LAMP acronym
depends on which specific components
are used as part of the actual bundle:
• Linux, the operating system (i.e. not

just the Linux kernel, but also glibc
and some other essential
components of an operating system)

• Apache HTTP Server, the web server
• MySQL, MariaDB or MongoDB, the database management system
• PHP, Perl, or Python, the scripting languages (respectively programming languages) used for dynamic web pages

and web development.

The exact combination of the software included in a LAMP stack is prone to variation, for example Apache web
server can be replaced by some other web server software. Though the original authors of these programs did not
design them to work as a component of the LAMP stack, the development philosophy and tool sets are shared and
were developed in close conjunction, so they work and scale very well together. The software combination has
become popular because it is entirely free and open-source software, which means that each component can be
adapted to the underlying hardware and customized to meet the specification as exactly as possible, without the
slightest vendor lock-in. The complete software stack is also free of cost, maximizing the available budget for
tailoring the hardware and software.
Due to the nature of free and open-source software and the ubiquity of its components, each component of the
LAMP stack is very well tested regarding performance and security. At the same time, there is an abundance of
experienced contractors to do the tailoring required for various customizations, or for complex setups. There is also
constant development going on.
The components of the LAMP stack are present in the software repositories of most (if not all) Linux distributions,
giving any end-user a simple way to install, set up and operate an initial LAMP stack out of the box. The web
presence of a small company that does not have a high hit count and is not prone to frequent attacks, can therefore be
administered by another small company, by a one man company or even by a student.
The LAMP bundle can be and often is combined with many other free and open-source software packages such as,
for example:
• netsniff-ng for security testing and hardening
• Snort, an intrusion detection (IDS) and intrusion prevention system (IPS)
• RRDtool for diagrams
• Nagios, Collectd or Cacti, for monitoring.
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Software components

High-level overview of LAMP components

Linux

Linux is a Unix-like and POSIX-compliant
computer operating system assembled under
the model of free and open source software
development and distribution. The main
form of distribution are Linux distributions,
usually providing complete LAMP setups
out of the box through their package
management systems. Of the most
widespread Linux distributions, as of 1
October 2013, 58.5% of web server market
share is shared between Debian and Ubuntu,
while RHEL, Fedora and CentOS together
share 37.3%.

Many options are available for customizing
and securing Linux installations, for example by using SELinux, or by employing chroot environments.

Apache
Apache is a web server, the most popular in use. As of June 2013[1], Apache was estimated to serve 54.2% of all
active websites and 53.3% of the top servers across all domains.
Apache is developed and maintained by an open community of developers under the auspices of the Apache
Software Foundation. Released under the Apache License, Apache is open-source software. A wide variety of
features is supported, and many of them are implemented as compiled modules which extend the core functionality
of Apache. These can range from server-side programming language support to authentication schemes.

MySQL, MariaDB, MongoDB
MySQL is a multithreaded, multi-user, SQL database management system (DBMS) now owned by Oracle
Corporation.[2] MySQL has been owned by Oracle Corporation since January 27, 2010 through the purchase of Sun
Microsystems.[3][4] Sun had originally acquired MySQL on February 26, 2008. The MySQL development project
has made its source code available under the terms of the GNU General Public License, as well as under a variety of
proprietary agreements.
MariaDB is a fork of MySQL. MongoDB is a widely used open-source NoSQL database. MongoDB eschews the
traditional table-based relational database structure in favor of JSON-like documents with dynamic schemas (calling
the format BSON), making the integration of data in certain types of applications easier and faster.
Other RDBM systems such as PostgreSQL (forming up the LAPP bundle) are also viable.[5]

PHP, Perl, Python
PHP is a server-side scripting language designed for web development but also used as a general-purpose
programming language. PHP code is interpreted by a web server with a PHP processor module, which generates the
resulting web page: PHP commands can be embedded directly into an HTML source document rather than calling an
external file to process data. It has also evolved to include a command-line interface capability and can be used in
standalone graphical applications.
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PHP is free software released under the PHP License, which is incompatible with the GNU General Public License
(GPL) due to restrictions on the usage of the term PHP.
Perl is a family of high-level, general-purpose, interpreted, dynamic programming languages. The languages in this
family include Perl 5 and Perl 6. The Perl languages borrow features from other programming languages including
C, shell scripting (sh), AWK, and sed. They provide powerful text processing facilities without the arbitrary
data-length limits of many contemporary Unix commandline tools, facilitating easy manipulation of text files. Perl 5
gained widespread popularity in the late 1990s as a CGI scripting language, in part due to its parsing abilities.
Python is a widely used general-purpose, high-level programming language. Python supports multiple programming
paradigms, including object-oriented, imperative and functional programming or procedural styles. It features a
dynamic type system and automatic memory management and has a large and comprehensive standard library.[6]

Like other dynamic languages, Python is often used as a scripting language, but is also used in a wide range of
non-scripting contexts.

Variants and equivalents on other platforms
With the growing use of LAMP, variations and retronyms appeared for other combinations of operating system, web
server, database, and software language. For example the equivalent installation on a Microsoft Windows operating
system is known as WAMP. An alternative running IIS in place of Apache called WIMP. Variants involving other
operating systems include MAMP (Macintosh), SAMP (Solaris), FAMP (FreeBSD) and iAMP (iSeries).
The web server or database management system also vary. LEMP is a version where Apache has been replaced with
the more lightweight web server Nginx. A version where MySQL has been replaced by PostgreSQL is called LAPP,
or sometimes by keeping the original acronym, LAMP (Linux / Apache / Middleware (Perl, PHP, Python, Ruby) /
PostgreSQL).
A server running LAMP may be colloquially known as a lamp box, punning on the type of post box. The GNU
project is advocating people to use the term "GLAMP" since many distributions of what is known as "Linux" include
the GNU tools as well as the Linux kernel.

High availability and load balancing
Specific solutions are required for web sites serving large numbers of requests, or providing services demanding no
downtimes. Usual approach for the LAMP stack involves multiple web and database servers, with additional
components providing logical aggregation of resources provided by each of the servers, and distribution of the
workload across multiple servers. Such aggregation for web servers is usually provided by a form of load balancer
placed in front of them, such as Linux Virtual Server (LVS). For the database servers, MySQL provides internal
replication mechanisms, implementing a master/slave relationship between the original database (master) and its
copies (slaves).
Such setups are improving the availability of LAMP instances by providing various forms of redundancy, making it
possible for a certain number of instance's components (separate servers) to go down without causing interruptions to
provided services. Also, such redundant setups allow for hardware failures resulting in data loss on separate servers,
without the stored data actually becoming lost. Besides higher availability, such LAMP setups are providing almost
linear improvements in performance for services where the number of internal database read operations is much
higher than the number of write/update operations.
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External links
• Install a LAMP server on Ubuntu Linux (https:/ / help. ubuntu. com/ community/ ApacheMySQLPHP)
• Install a LAMP server on Debian GNU/Linux (http:/ / wiki. debian. org/ LaMp)
• Install a LAMP server on SUSE Linux (http:/ / en. opensuse. org/ SDB:Linux_Apache_MySQL_PHP)
• Install a LAMP server on Fedora Linux (http:/ / fedorasolved. org/ server-solutions/ lamp-stack)
• Install a LAMP server on CentOS Linux (http:/ / jesseforrest. name/ setup-a-production-centos-lamp-web-server/

212)
• Install a LAMP server on FRITZ!Box (http:/ / blog. videgro. net/ 2013/ 11/ fritzbox-lamp-server/ )

Watcom SQL
Watcom SQL was a relational database for PC platforms released by Watcom in 1992. It was renamed to SQL
Anywhere Studio after Watcom joined Powersoft which was subsequently acquired by Sybase.
The Watcom SQL 4.0 family of databases are based on scalable technology that combines a full-featured SQL
database engine with unparalleled simplicity, economy and performance. Watcom SQL version 4.0 is designed for
environments ranging from large departmental networks with a diverse range of PC client systems to peer-to-peer
workgroups to standalone PCs. Watcom SQL Version 4.0 is available immediately in standalone versions for
Windows and multi-user network server versions for NetWare. Standalone and multi-user versions for OS/2,
Windows NT (Windows New Technology) A 32-bit operating system from Microsoft for Intel x86 CPUs. NT is the
core technology in Windows 2000 and Windows XP (see Windows). Available in separate client and server
versions, it includes built-in networking and preemptive multitasking. and DOS will be available within sixty days.
"To meet the needs of the 'shrink-wrapped' server marketplace, Watcom SQL was designed with a small 'footprint'
for the desktop PC and LAN server environments," said Ian McPhee, president of Watcom. "Watcom SQL requires
minimal database administration, takes only a few minutes to install and offers excellent performance out of the box
without tuning."
"The addition of stored procedures and triggers to Watcom SQL 4.0 brings industrial-strength features to the
workgroup database market," said Herb Edelstein, principal and founder of Euclid Associates, a Maryland-based
database and image management consulting firm. "Workgroup users will appreciate the functionality added to
Watcom SQL, a database that remains easy to set up and run."
"The Watcom SQL database fits perfectly into our plans," said Jim Braun, project manager at Kansas State
University, main campus at Manhattan; coeducational; land-grant and state supported; chartered and opened 1863.
There is an additional campus at Salina. Among the university's research facilities are the J. R. . "We needed a
database that could distribute key systems across our organization, and Watcom SQL 4.0 gave us this, in addition to
stored procedures and triggers. Watcom SQL is an impressive, economical package of performance and
functionality."
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Microsoft Access

Microsoft Office Access 2013 running on Windows 8

Developer(s) Microsoft Corporation

Initial release November 1992

Stable release 2013 (15.0.4420.1017) / October 2, 2012

Development status Active

Operating system Microsoft Windows

Type DBMS

License Trialware

Website office.microsoft.com/access [1]

Microsoft Access, also known as Microsoft Office Access, is a database management system from Microsoft that
combines the relational Microsoft Jet Database Engine with a graphical user interface and software-development
tools. It is a member of the Microsoft Office suite of applications, included in the Professional and higher editions or
sold separately.
Microsoft Access stores data in its own format based on the Access Jet Database Engine. It can also import or link
directly to data stored in other applications and databases.
Software developers and data architects can use Microsoft Access to develop application software, and "power
users" can use it to build software applications. Like other Office applications, Access is supported by Visual Basic
for Applications, an object-oriented programming language that can reference a variety of objects including DAO
(Data Access Objects), ActiveX Data Objects, and many other ActiveX components. Visual objects used in forms
and reports expose their methods and properties in the VBA programming environment, and VBA code modules
may declare and call Windows operating-system functions.
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History

Project Omega
Microsoft's first attempt to sell a relational database product was during the mid-1980s, when Microsoft obtained a
license to sell R:Base. In the late 1980s Microsoft developed its own solution codenamed Omega. It was confirmed
in 1988 that a database product for Windows and OS/2 was in development. It was going to include "EB" Embedded
Basic language, which was going to be the language for writing macros in all Microsoft applications, but the
unification of macro languages did not happen until the introduction of VBA. Omega was also expected to provide a
front end to the Microsoft SQL Server. The application was very resource-hungry, and there were reports that it was
working slowly on the 386 processors that were available at the time. It was scheduled to be released in the 1st
quarter of 1990, but in 1989 the development of the product was reset and it was rescheduled to be delivered no
sooner than in January 1991. Parts of the project were later used for other Microsoft projects: Cirrus (codename for
Access) and Thunder (codename for Visual Basic, where the Embedded Basic engine was used). After Access's
premiere, the Omega project was demonstrated in 1992 to several journalists and included features that were not
available in Access.

Project Cirrus
After the Omega project was scrapped, some of its developers were assigned to the Cirrus project (most were
assigned to the team which created Visual Basic). Its goal was to create a competitor for applications like Paradox or
dBase that would work on Windows. After Microsoft acquired FoxPro, there were rumors that the Microsoft project
might get replaced with it, but the company decided to develop them in parallel. It was assumed that the project
would make use of Extensible Storage Engine (Jet Blue) but, in the end, only support for Microsoft Jet Database
Engine (Jet Red) was provided. The project used some of the code from both the Omega project and a pre-release
version of Visual Basic. In July 1992, betas of Cirrus shipped to developers and the name Access became the official
name of the product.

Timeline
1992: Microsoft released Access version 1.0 on 13 November 1992, and an Access 1.1 release in May 1993 to
improve compatibility with other Microsoft products and to include the Access Basic programming language.
1994: Microsoft specified the minimum hardware requirements for Access v2.0 as: Microsoft Windows v3.1 with 4
MB of RAM required, 6 MB RAM recommended; 8 MB of available hard disk space required, 14 MB hard disk
space recommended. The product shipped on seven 1.44 MB diskettes. The manual shows a 1994 copyright date.
Originally, the software worked well with relatively small databases but testing showed that some circumstances
caused data corruption. For example, file sizes over 10 MB proved problematic (note that most hard disks held less
than 500 MB at the time this was in wide use), and the Getting Started manual warns about a number of
circumstances where obsolete device drivers or incorrect configurations can cause data loss. With the phasing out of
Windows 95, 98 and ME, improved network reliability, and Microsoft having released 8 service packs for the Jet
Database Engine, the reliability of Access databases has improvedWikipedia:Manual of Style/Dates and
numbers#Chronological items and it supports both more data and a larger number of users.
With Office 95, Microsoft Access 7.0 (a.k.a. "Access 95") became part of the Microsoft Office Professional Suite,
joining Microsoft Excel, Word, and PowerPoint and transitioning from Access Basic to Visual Basic for
Applications (VBA). Since then, Microsoft has released new versions of Microsoft Access with each release of
Microsoft Office. This includes Access 97 (version 8.0), Access 2000 (version 9.0), Access 2002 (version 10.0),
Access 2003 (version 11.5), Access 2007 (version 12.0), and Access 2010 (version 14.0).
Versions 3.0 and 3.5 of Microsoft Jet database engine (used by Access 7.0 and the later-released Access 97 
respectively) had a critical issue which made these versions of Access unusable on a computer with more than 1 GB
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of memory.[2] While Microsoft fixed this problem for Jet 3.5/Access 97 post-release, it never fixed the issue with Jet
3.0/Access 95.
The native Access database format (the Jet MDB Database) has also evolved over the years. Formats include Access
1.0, 1.1, 2.0, 7.0, 97, 2000, 2002, 2007, and 2010. The most significant transition was from the Access 97 to the
Access 2000 format; which is not backward compatible with earlier versions of Access. As of 2011[3] all newer
versions of Access support the Access 2000 format. New features were added to the Access 2002 format which can
be used by Access 2002, 2003, 2007, and 2010.
Microsoft Access 2000 increased the maximum database size to 2GB from 1GB in Access 97.
Microsoft Access 2007 introduced a new database format: ACCDB. ACCDB supports links to SharePoint lists and
complex data types such as multivalue and attachment fields. These new field types are essentially recordsets in
fields and allow the storage of multiple values or files in one field. Microsoft Access 2007 also introduced File
Attachment field, which stored data more efficiently than the OLE (Object Linking and Embedding) field.
Microsoft Access 2010 introduced a new version of the ACCDB format supported hosting Access Web solutions on
a SharePoint 2010 server. For the first time, this allowed Access solutions to be run without having to install Access
on their PC and was the first support of Mac users. Any user on the SharePoint site with sufficient rights could use
the Access Web solution. A copy of Access was still required for the developer to create the Access Web solution,
and the desktop version of Access remained part of Access 2010. The Access Web solutions were not the same as
the desktop solutions. Automation was only through the macro language (not VBA) which Access automatically
converted to JavaScript. The data was no longer in an Access database but SharePoint lists. An Access desktop
database could link to the SharePoint data, so hybrid applications were possible so that SharePoint users needing
basic views and edits could be supported while the more sophisticated, traditional solutions could remain in the
desktop Access database.
Microsoft Access 2013 offers traditional Access desktop solutions plus a significantly updated SharePoint 2013 web
solution.[4] The Access Web model in Access 2010 was replaced by a new architecture that stores its data in actual
SQL Server databases. Unlike SharePoint lists, this offers true relational database design with referential integrity,
scalability, extensibility and performance one would expect from SQL Server.[5] The database solutions that can be
created on SharePoint 2013 offer a modern user interface designed to display multiple levels of relationships that can
be viewed and edited, along with resizing for different devices and support for touch. The Access 2013 desktop is
similar to Access 2010 but several features were discontinued including support for Access Data Projects (ADPs),
pivot tables, pivot charts, Access data collections, source code control, replication, and other legacy features.[6]

Access desktop database maximum size remained 2GB (as it has been since the 2000 version).
Prior to the introduction of Access, Borland (with Paradox and dBase) and Fox (with FoxPro) dominated the desktop
database market. Microsoft Access was the first mass-market database program for Windows. With Microsoft's
purchase of FoxPro in 1992 and the incorporation of Fox's Rushmore query optimization routines into Access,
Microsoft Access quickly became the dominant database for Windows - effectively eliminating the competition
which failed to transition from the MS-DOS world.[7]

Access's initial codename was Cirrus; the forms engine was called Ruby. This was before Visual Basic. Bill Gates
saw the prototypes and decided that the BASIC language component should be co-developed as a separate
expandable application, a project called Thunder. The two projects were developed separately.
Access was also the name of a communications program from Microsoft, meant to compete with ProComm and
other programs. This proved a failure and was dropped.[8] Years later, Microsoft reused the name for its database
software.
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Uses
In addition to using its own database storage file, Microsoft Access also may be used as the 'front-end' with other
products as the 'back-end' tables, such as Microsoft SQL Server and non-Microsoft products such as Oracle and
Sybase. Multiple backend sources can be used by a Microsoft Access Jet Database (accdb and mdb formats).
Similarly, some applications such as Visual Basic, ASP.NET, or Visual Studio .NET will use the Microsoft Access
database format for its tables and queries. Microsoft Access may also be part of a more complex solution, where it
may be integrated with other technologies such as Microsoft Excel, Microsoft Outlook, Microsoft Word, Microsoft
PowerPoint and ActiveX Controls.
Access tables support a variety of standard field types, indices, and referential integrity including cascading updates
and deletes. Access also includes a query interface, forms to display and enter data, and reports for printing. The
underlying Jet database, which contains these objects, is multiuser-aware and handles record-locking.
Repetitive tasks can be automated through macros with point-and-click options. It is also easy to place a database on
a network and have multiple users share and update data without overwriting each other's work. Data is locked at the
record level which is significantly different from Excel which locks the entire spreadsheet.
There are template databases within the program and for download from their website [9]. These options are available
upon starting Access and allow users to enhance a database with predefined tables, queries, forms, reports, and
macros. Database templates support VBA code but Microsoft's templates do not include VBA code.
Programmers can create solutions using the programming language Visual Basic for Applications (VBA), which is
similar to Visual Basic 6.0 (VB6) and used throughout the Microsoft Office programs such as Excel, Word, Outlook
and PowerPoint. Most VB6 code, including the use of Windows API calls, can be used in VBA. Power users and
developers can extend basic end-user solutions to a professional solution with advanced automation, data validation,
error trapping, and multi-user support.
The number of simultaneous users that can be supported depends on the amount of data, the tasks being performed,
level of use, and application design. Generally accepted limits are solutions with 1 GB or less of data (Access
supports up to 2 GB) and performs quite well with 100 or fewer simultaneous connections (255 concurrent users are
supported). This capability is often a good fit for department solutions. If using an Access database solution in a
multi-user scenario, the application should be "split". This means that the tables are in one file called the back end
(typically stored on a shared network folder) and the application components (forms, reports, queries, code, macros,
linked tables) are in another file called the front end. The linked tables in the front end point to the back end file.
Each user of the Access application would then receive his or her own copy of the front end file.
Applications that run complex queries or analysis across large datasets would naturally require greater bandwidth
and memory. Microsoft Access is designed to scale to support more data and users by linking to multiple Access
databases or using a back-end database like Microsoft SQL Server. With the latter design, the amount of data and
users can scale to enterprise-level solutions.
Microsoft Access's role in web development prior to version 2010 is limited. User interface features of Access, such
as forms and reports, only work in Windows. In versions 2000 through 2003 an Access object type called Data
Access Pages created publishable web pages. Data Access Pages are no longer supported. The Microsoft Jet
Database Engine, core to Access, can be accessed through technologies such as ODBC or OLE DB. The data (i.e.,
tables and queries) can be accessed by web-based applications developed in ASP.NET, PHP, or Java. With the use of
Microsoft's Terminal Services and Remote Desktop Application in Windows Server 2008 R2, organizations can host
Access applications so they can be run over the web.[10] This technique does not scale the way a web application
would but is appropriate for a limited number of users depending on the configuration of the host.
Access 2010 allows databases to be published to SharePoint 2010 web sites running Access Services. These
web-based forms and reports run in any modern web browser. The resulting web forms and reports, when accessed
via a web browser, don't require any add-ins or extensions (e.g. ActiveX, Silverlight).
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Access 2013 can create web applications directly in SharePoint 2013 sites running Access Services. Access 2013
web solutions store its data in an underlying SQL Server database which is much more scalable and robust than the
Access 2010 version which used SharePoint lists to store its data.
A compiled version of an Access database (File extensions: .MDE /ACCDE or .ADE; ACCDE only works with
Access 2007 or later) can be created to prevent user from accessing the design surfaces to modify module code,
forms, and reports. An MDE/ACCDE file is a Microsoft Access database file with all modules compiled and all
editable source code removed. An ADE file is an Access project file with all modules compiled and all editable
source code removed. Both the .MDE/ACCDE and .ADE versions of an Access database are used when end-user
modifications are not allowed or when the application’s source code should be kept confidential.
Microsoft also offers developer extensions [11] for download to help distribute Access 2007 applications, create
database templates, and integrate source code control with Microsoft Visual SourceSafe.

Features
Users can create tables, queries, forms and reports, and connect them together with macros. Advanced users can use
VBA to write rich solutions with advanced data manipulation and user control. Access also has report creation
features that can work with any data source that Access can "access".
The original concept of Access was for end users to be able to "access" data from any source. Other features include:
the import and export of data to many formats including Excel, Outlook, ASCII, dBase, Paradox, FoxPro, SQL
Server, Oracle, ODBC, etc. It also has the ability to link to data in its existing location and use it for viewing,
querying, editing, and reporting. This allows the existing data to change while ensuring that Access uses the latest
data. It can perform heterogeneous joins between data sets stored across different platforms. Access is often used by
people downloading data from enterprise level databases for manipulation, analysis, and reporting locally.
There is also the Jet Database format (MDB or ACCDB in Access 2007) which can contain the application and data
in one file. This makes it very convenient to distribute the entire application to another user, who can run it in
disconnected environments.
One of the benefits of Access from a programmer's perspective is its relative compatibility with SQL (structured
query language) — queries can be viewed graphically or edited as SQL statements, and SQL statements can be used
directly in Macros and VBA Modules to manipulate Access tables. Users can mix and use both VBA and "Macros"
for programming forms and logic and offers object-oriented possibilities. VBA can also be included in queries.
Microsoft Access offers parameterized queries. These queries and Access tables can be referenced from other
programs like VB6 and .NET through DAO or ADO. From Microsoft Access, VBA can reference parameterized
stored procedures via ADO.
The desktop editions of Microsoft SQL Server can be used with Access as an alternative to the Jet Database Engine.
This support started with MSDE (Microsoft SQL Server Desktop Engine), a scaled down version of Microsoft SQL
Server 2000, and continues with the SQL Server Express versions of SQL Server 2005 and 2008.
Microsoft Access is a file server-based database. Unlike client–server relational database management systems
(RDBMS), Microsoft Access does not implement database triggers, stored procedures, or transaction logging.
Access 2010 includes table-level triggers and stored procedures built into the ACE data engine. Thus a Client-server
database system is not a requirement for using stored procedures or table triggers with Access 2010. Tables, queries,
forms, reports and macros can now be developed specifically for web base application in Access 2010. Integration
with Microsoft SharePoint 2010 is also highly improved.
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Access Services and Web database
ASP.NET web forms can query a Microsoft Access database, retrieve records and display them on the browser.
SharePoint Server 2010 via Access Services allows for Access 2010 databases to be published to SharePoint, thus
enabling multiple users to interact with the database application from any standards-compliant Web browser. Access
Web databases published to SharePoint Server can use standard objects such as tables, queries, forms, macros, and
reports. Access Services stores those objects in SharePoint.
Access 2013 offers the ability to publish Access web solutions on SharePoint 2013. Rather than using SharePoint
lists as its data source, Access 2013 uses an actual SQL Server database hosted by SharePoint or SQL Azure. This
offers a true relational database with referential integrity, scalability, maintainability, and extensibility compared to
the SharePoint views Access 2010 used.. The macro language is enhanced to support more sophisticated
programming logic and database level automation.[12]

Import or Link sources
Microsoft Access can also import or link directly to data stored in other applications and databases. Microsoft Office
Access 2007 and newer can import from or link to:
•• Microsoft Access
•• Excel
• SharePoint lists
•• Plain text
•• XML
•• Outlook
•• HTML
• dBase (dropped in Access 2013)
• Paradox (with Access 2007; dropped in Access 2010)
• Lotus 1-2-3 (dropped in Access 2010 )
• ODBC-compliant data containers, including:

•• Microsoft SQL Server
•• Oracle
•• MySQL
•• PostgreSQL
•• IBM Lotus Notes
• AS 400 DB2

Microsoft Access Runtime
Microsoft offers free runtime versions of Microsoft Access: Access 2013 Runtime [13], Access 2010 Runtime [14],
Access 2007 Runtime [15], which allow users to run an Access desktop application without needing to purchase or
install a full version of Microsoft Access. This allows Access developers to create databases that can be freely
distributed to an unlimited number of end-users. The runtime version allows users to view, edit and delete data,
along with running queries, forms, reports, macros and VBA module code. But the runtime version does not allow
users to change the design of Microsoft Access objects or code. The runtime versions are similar to their
corresponding full version of Access and usually compatible with earlier versions; for example Access Runtime
2010 allows a user to run an Access application made with the 2010 version as well as 2007 through 2000. Due to
deprecated features in Access 2013, its runtime version is also unable to support those older features.
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Development
Access stores all database tables, queries, forms, reports, macros, and modules in the Access Jet database as a single
file.
For query development, Access offers a "Query Designer", a graphical user interface that allows users to build
queries without knowledge of structured query language. In the Query Designer, users can "show" the datasources of
the query (which can be tables or queries) and select the fields they want returned by clicking and dragging them into
the grid. One can set up joins by clicking and dragging fields in tables to fields in other tables. Access allows users to
view and manipulate the SQL code if desired. Any Access table, including linked tables from different data sources,
can be used in a query.
Access also supports the creation of "pass-through queries". These snippets of SQL code can address external data
sources through the use of ODBC connections on the local machine. This enables users to interact with data stored
outside the Access program without using linked tables or Jet. Users construct the pass-through queries using the
SQL syntax supported by the external data source.
When developing reports (in "Design View") additions or changes to controls cause any linked queries to execute in
the background and the designer is forced to wait for records to be returned before being able to make another
change. This feature cannot be turned off.
Non-programmers can use the macro feature to automate simple tasks through a series of drop-down selections.
Macros allow users to easily chain commands together such as running queries, importing or exporting data, opening
and closing forms, previewing and printing reports, etc. Macros support basic logic (IF-conditions) and the ability to
call other macros. Macros can also contain sub-macros which are similar to subroutines. In Access 2007, enhanced
macros included error-handling and support for temporary variables. Access 2007 also introduced embedded macros
that are essentially properties of an object's event. This eliminated the need to store macros as individual objects.
However, macros were limited in their functionality by a lack of programming loops and advanced coding logic until
Access 2013. With significant further enhancements introduced in Access 2013, the capabilities of macros became
fully comparable to VBA. They made feature rich web-based application deployments practical, via a greatly
enhanced Microsoft SharePoint interface and tools, as well as on traditional Windows desktops.
In common with other products in the Microsoft Office suite, the other programming language used in Access is
Microsoft VBA Visual Basic for Applications. VBA is similar to Visual Basic 6.0 (VB6) and code can be stored in
modules, classes, and code behind forms and reports. To create a richer, more efficient and maintainable finished
product with good error handling, most professional Access applications are developed using the VBA programming
language rather than macros, except where web deployment is a business requirement.
To manipulate data in tables and queries in VBA or macros, Microsoft provides two database access libraries of
COM components:
1. Data Access Objects (DAO) (32-bit only), which is included in Access and Windows and evolved to ACE in

Microsoft Access 2007 for the ACCDE database format
2. ActiveX Data Objects ActiveX Data Objects (ADO) (both 32-bit and 64-bit versions)
As well as DAO and ADO, developers can also use OLE DB and ODBC for developing native C/C++ programs for
Access. For ADPs and the direct manipulation of SQL Server data, ADO is required. DAO is most appropriate for
managing data in Access/Jet databases, and the only way to manipulate the complex field types in ACCDB tables.
In the database container or navigation pane in Access 2007 and later versions, the system automatically categorizes
each object by type (e.g., table, query, macro). Many Access developers use the Leszynski naming convention,
though this is not universal; it is a programming convention, not a DBMS-enforced rule.[16][17] It is particularly
helpful in VBA where references to object names may not indicate its data type (e.g. tbl for tables, qry for queries).
Developers deploy Microsoft Access most often for individual and workgroup projects (the Access 97 speed 
characterization was done for 32 users).[18] Since Access 97, and with Access 2003 and 2007, Microsoft Access and
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hardware have evolved significantly. Databases under 1 GB in size (which can now fit entirely in RAM) and 50
simultaneous users are well within the capabilities of Microsoft Access. Of course, performance depends on the
database design and tasks. Disk-intensive work such as complex searching and querying take the most time.
As data from a Microsoft Access database can be cached in RAM, processing speed may substantially improve when
there is only a single user or if the data are not changing. In the past, the effect of packet latency on the
record-locking system caused Access databases to run slowly on a Virtual Private Network (VPN) or a Wide Area
Network (WAN) against a Jet database. As of 2010[3] broadband connections have mitigated this issue. Performance
can also be enhanced if a continuous connection [19] is maintained to the back-end database throughout the session
rather than opening and closing it for each table access. If Access database performance over VPN or WAN suffers,
then a client using Remote Desktop Protocol (such as Microsoft Terminal Services) can provide an effective
solution. Access databases linked to SQL Server or to Access Data Projects work well[citation needed] over VPNs and
WANs.
In July 2011, Microsoft acknowledged an intermittent query performance problem with all versions of Access and
Windows 7 and Windows Server 2008 R2 due to the nature of resource management being vastly different in newer
operating systems.[20] This issue severely affects query performance on both Access 2003 and earlier with the Jet
Database Engine code, as well as Access 2007 and later with the Access Database Engine (ACE). Microsoft has
issued hotfixes KB2553029 [21] for Access 2007 and KB2553116 [22] for Access 2010, but will not fix the issue with
Jet 4.0 as it is out of mainstream support.
In previous versions of Microsoft Access the ability to distribute applications required the purchase of the Developer
Toolkit; in Access 2010 and Access 2013 the "Runtime Only" version is offered as a free download, making the
distribution of royalty-free applications possible on Windows 7 and Windows 8.x.[23]

Split Database Architecture
Microsoft Access applications can adopt a split-database architecture. The single database can be divided into a
separate "back-end" file that contains the data tables (shared on a file server) and a "front-end" (containing the
application's objects such as queries, forms, reports, macros, and modules). The "front-end" Access application is
distributed to each user's desktop and linked to the shared database. Using this approach, each user has a copy of
Microsoft Access (or the runtime version) installed on their machine along with their application database. This
reduces network traffic since the application is not retrieved for each use. The "front-end" database can still contain
local tables for storing a user's settings or temporary data. This split-database design also allows development of the
application independent of the data. One disadvantage is that users may make various changes to their own local
copy of the application and this makes it hard to manage version control. When a new version is ready, the front-end
database is replaced without impacting the data database. Microsoft Access has two built-in utilities, Database
Splitter and Linked Table Manager, to facilitate this architecture.
Linked tables in Access use absolute paths rather than relative paths, so the development environment either has to
have the same path as the production environment or a "dynamic-linker" routine can be written in VBA.
For very large Access databases, this may have performance issues and a SQL backend should be considered in these
circumstances. This is less of an issue if the entire database can fit in the PC's RAM since Access caches data and
indexes.
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Access to SQL Server Upsizing (Upgrading) (SQL as a backend)
To scale Access applications to enterprise or web solutions, one possible technique involves migrating to Microsoft
SQL Server or equivalent server database. A client–server design significantly reduces maintenance and increases
security, availability, stability, and transaction logging.
Access 2010 included a feature called the Upsizing Wizard that allowed users to upgrade their databases to
Microsoft SQL Server, an ODBC client–server database. This feature was removed from Access 2013. An additional
solution, the SQL Server Migration Assistant for Access (SSMA), continues to be available for free download from
Microsoft.
A variety of upgrading options are available.[24] After migrating the data and queries to SQL Server, the
MDB/ACCDB Access database can be linked to the database. However, certain data types are problematic, most
notably "Yes/No". In MS Access there are three states for the Yes/No (True/False) data type: empty, No/False (zero)
and Yes/True (-1). The corresponding SQL Server data type is binary, with only two states, permissible values, zero
and 1. Regardless, SQL Server is still the easiest migration, and most appropriate especially if the user does not have
rights to create objects such as stored procedures on SQL Server. Retrieving data from linked tables is optimized to
just the records needed, but this scenario may operate less efficiently than what would otherwise be optimal for SQL
Server. For example, in instances where multi-table joins still require copying the whole table across the network.
In previous versions of Access, including Access 2010, databases can also be converted to Access Data Projects
(ADP) which are tied directly to one SQL Server database. This feature was removed from Access 2013. ADP's
support the ability to directly create and modify SQL Server objects such as tables, views, stored procedures, and
SQL Server constraints. The views and stored procedures can significantly reduce the network traffic for multi-table
joins. Fortunately, SQL Server supports temporary tables and links to other data sources beyond the single SQL
Server database.
Finally, some Access databases are completely replaced by another technology such as ASP.NET or Java once the
data is converted. However any migration may dictate major effort since the Access SQL language is a more
powerful superset of standard SQL. Further, Access application procedures, whether VBA and macros, are written at
a relatively higher level versus the currently available alternatives that are both robust and comprehensive. Note that
the Access macro language, allowing an even higher level of abstraction than VBA, was significantly enhanced in
Access 2010 and again in Access 2013.
In many cases, developers build direct web-to-data interfaces using ASP.NET, while keeping major business
automation processes, administrative and reporting functions that don't need to be distributed to everyone in Access
for information workers to maintain.
While all most Access data can migrate to SQL Server directly, some queries cannot migrate successfully. In some
situations, you may need to translate VBA functions and user defined functions into T–SQL or .NET functions /
procedures. Crosstab queries can be migrated to SQL Server using the PIVOT command.

Protection
Microsoft Access offers several ways to secure the application while allowing users to remain productive.
The most basic is a database password. Once entered, the user has full control of all the database objects. This is a
relatively weak form of protection which can be easily cracked.
A higher level of protection is the use of workgroup security requiring a user name and password. Users and groups
can be specified along with their rights at the object type or individual object level. This can be used to specify
people with read-only or data entry rights but may be challenging to specify. A separate workgroup security file
contains the settings which can be used to manage multiple databases. Workgroup security is not supported in the
Access 2007 and Access 2010 ACCDB database format, although Access 2007 and Access 2010 still support it for
MDB databases.
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Databases can also be encrypted. The ACCDB format offers significantly advanced encryption from previous
versions.[25]

Additionally, if the database design needs to be secured to prevent changes, Access databases can be
locked/protected (and the source code compiled) by converting the database to a .MDE file. All changes to the VBA
project (modules, forms, or reports) need to be made to the original MDB and then reconverted to MDE. In Access
2007 and Access 2010, the ACCDB database is converted to an ACCDE file. Some tools are available for unlocking
and "decompiling", although certain elements including original VBA comments and formatting are normally
irretrievable.

File extensions
Microsoft Access saves information under the following file formats:

File format Extension

Protected Access Data Project (not supported in Access 2013) .ade

Access Data Project (not supported in Access 2013) .adp

Access Blank Project Template .adn

Access Database (2007) .accdb

Access Database Runtime (2007) .accdr

Access Database Template (2007) .accdt

Access Database (2003 and earlier) .mdb

Access Database, used for addins (2,95,97), previously used for workgroups (2). .mda

Access Blank Database Template (2003 and earlier) .mdn

Access Add-in Data (2003 and earlier) .mdt

Access Workgroup, database for user-level security. .mdw

Access (SQL Server) detached database (2000) .mdf

Protected Access Database, with compiled VBA and/or macros (2003 and earlier) .mde

Protected Access Database, with compiled VBA and/or macros (2007) .accde

Windows Shortcut: Access Macro .mam

Windows Shortcut: Access Query .maq

Windows Shortcut: Access Report .mar

Windows Shortcut: Access Table .mat

Windows Shortcut: Access Form .maf

Access lock files (associated with .mdb) .ldb

Access lock files (associated with .accdb) .laccdb

Versions
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Version Version
number

Release
Date

Jet
version

Supported OS Office suite version

Access 1.1 1.0 1992 1.1 Windows 3.0[citation needed]

Access 2.0 2.0 1993 2.0 Windows 3.1x[citation needed] Office 4.3 Pro

Access for
Windows 95

7.0 Aug. 24,
1995

3.0 Windows 95[citation needed] Office 95 Professional

Access 97 8.0 Jan. 16,
1997

3.5 Windows 95, Windows NT 3.51 SP5, Windows NT 4.0 SP2 Office 97 Professional and
Developer

Access 2000 9.0 June 7,
1999

4.0 SP1 Windows 95, Windows NT 4.0, Windows 98, Windows 2000 Office 2000 Professional,
Premium and Developer

Access 2002 10.0 May 31,
2001

4.0 SP1 Windows NT 4.0 SP6, Windows 98, Windows 2000, Windows Me Office XP Professional and
Developer

Access 2003 11.0 Nov. 27,
2003

4.0 SP1 Windows 2000 SP3 or later, Windows XP, Windows Vista,
Windows 7

Office 2003 Professional and
Professional Enterprise

Access 2007 12.0 Jan. 27,
2007

12 Windows XP SP2, Windows Server 2003 SP1, or newer operating
system

Office 2007 Professional,
Professional Plus, Ultimate
and Enterprise

Access 2010 14.0 July 15,
2010

14 Windows XP SP3, Windows Server 2003 SP2, Windows Server
2003 R2, Windows Vista SP1, Windows Server 2008, Windows 7,
Windows Server 2008 R2, Windows Server 2012, Windows 8

Office 2010 Professional,
Professional Academic and
Professional Plus

Access 2013 15.0 Jan. 29,
2013

15 Windows 7, Windows Server 2008 R2, Windows Server 2012,
Windows 8

Office 2013

Notes
There are no Access versions between 2.0 and 7.0 because the Office 95 version was launched with Word 7.
All of the Office 95 products have OLE 2 capabilities, and Access 7 shows that it was compatible with Word
7.
Version number 13 was skipped.
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VMDS
VMDS abbreviates the relational database technology called Version Managed Data Store provided by GE Energy
as part of its Smallworld technology platform and was designed from the outset to store and analyse the highly
complex spatial and topological networks typically used by enterprise utilities such as power distribution and
telecommunications.
VMDS was originally introduced in 1990 as has been improved and updated over the years. Its current version is 6.0.
VMDS has been designed as a spatial database. This gives VMDS a number of distinctive characteristics when
compared to conventional attribute only relational databases.

Distributed server processing
VMDS is composed of two parts: a simple, highly scalable data block server called SWMFS (Smallworld Master
File System) and an intelligent client API written in C and Magik. Spatial and attribute data are stored in data blocks
that reside in special files called data store files on the server. When the client application requests data it has
sufficient intelligence to work out the optimum set of data blocks that are required. This request is then made to
SWMFS which returns the data to the client via the network for processing.
This approach is particularly efficient and scalable when dealing with spatial and topological data which tends to
flow in larger volumes and require more processing then plain attribute data (for example during a map redraw
operation). This approach makes VMDS well suited to enterprise deployment that might involve hundreds or even
thousands of concurrent clients.

Support for long transactions
Relational databases support short transactions in which changes to data are relatively small and are brief in terms in
duration (the maximum period between the start and the end of a transaction is typically a few seconds or less).
VMDS supports long transactions in which the volume of data involved in the transaction can be substantial and the
duration of the transaction can be significant (days, weeks or even months). These types of transaction are common
in advanced network applications used by, for example, power distribution utilities.
Due to the time span of a long transaction in this context the amount of change can be significant (not only within
the scope of the transaction, but also within the context of the database as a whole). Accordingly, it is likely that the
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same record might be changed more than once. To cope with this scenario VMDS has inbuilt support for
automatically managing such conflicts and allows applications to review changes and accept only those edits that are
correct.

Spatial and topological capabilities
As well as conventional relational database features such as attribute querying, join fields, triggers and calculated
fields, VMDS has numerous spatial and topological capabilities. This allows spatial data such as points, texts,
polylines, polygons and raster data to be stored and analysed.
Spatial functions include: find all features within a polygon, calculate the Voronoi polygons of a set of sites and
perform a cluster analysis on a set of points.
Vector spatial data such as points, polylines and polygons can be given topological attributes that allow complex
networks to be modelled. Network analysis engines are provided to answer questions such as find the shortest path
between two nodes or how to optimize a delivery route (the travelling salesman problem). A topology engine can be
configured with a set of rules that define how topological entities interact with each other when new data is added or
existing data edited.

Data abstraction
In VMDS all data is presented to the application as objects. This is different from many relational databases that
present the data as rows from a table or query result using say JDBC. VMDS provides a data modelling tool and
underlying infrastructure as part of the Smallworld technology platform that allows administrators to associate a
table in the database with a Magik exemplar (or class). Magik get and set methods for the Magik exemplar can be
automatically generated that expose a table's field (or column). Each VMDS row manifests itself to the application as
an instance of a Magik object and is known as an RWO (or real world object). Tables are known as collections in
Smallworld parlance.

 # all_rwos hold all the rwos in the database and is heterogeneous

 all_rwos << my_application.rwo_set()

 # valve_collection holds the valve collection

 valves << all_rwos.select(:collection, {:valve})

 number_of_valves << valves.size

Queries are built up using predicate objects:

 # find 'open' valves.

 open_valves << valves.select(predicate.eq(:operating_status, "open"))

 number_of_open_valves << open_valves.size

 _for valve _over open_valves.elements()

 _loop

   write(valve.id)

 _endloop

Joins are implemented as methods on the parent RWO. For example a manager might have several employees who
report to him:

 # get the employee collection.

 employees << my_application.database.collection(:gis, :employees)
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 # find a manager called 'Steve' and get the first matching element

 steve << employees.select(predicate.eq(:name, "Steve").and(predicate.eq(:role, "manager")).an_element()

 # display the names of his direct reports. name is a field (or column)

 # on the employee collection (or table)

 _for employee _over steve.direct_reports.elements()

 _loop

    write(employee.name)

 _endloop

Performing a transaction:

 # each key in the hash table corresponds to the name of the field (or column) in

 # the collection (or table)

 valve_data << hash_table.new_with(

   :asset_id, 57648576,

   :material, "Iron")

 # get the valve collection directly

 valve_collection << my_application.database.collection(:gis, :valve)

 # create an insert transaction to insert a new valve record into the collection a

 # comment can be provide that describes the transaction

 transaction << record_transaction.new_insert(valve_collection, valve_data, "Inserted a new valve")

 transaction.run()

External links
• Smallworld Product Suite Technology [1]

• Version Management in GIS - Applications and Techniques [2]

• GIS Databases are Different [3]

• The why and how of the long transaction [4]
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Superbase database
Superbase is an end-user desktop database program that started on the Commodore 64 and was ported from that to
various operating systems over the course of more than 20 years. It also has generally included a programming
language to automate database-oriented tasks, and with later versions included WYSIWYG form and report
designers as well as more sophisticated programming capabilities.

History
It was originally created in 1983 by Precision Software for the Commodore 64 and 128 and later the Amiga and
Atari ST. In 1989, it was the first database management system to run on a Windows computer.
Precision Software, a UK-based company, was the original creator of the product Superbase. Superbase was and still
is used by a large number of people on various platforms. It was often used only as an end-user database but a very
large number of applications were built throughout industry, government, and academia and these were often of
significant complexity. Some of these applications continue in use to the current day, mostly in small businesses.
The initial versions were text mode only, but with the release of the Amiga version, a completely new paradigm for
accessing databases was created. Superbase was the first product to use the now common VCR control panel for
browsing through records. It also provided a number of different media formats that it directly supported, including
images, sounds, and video. Superbase was often referred to as the multimedia database in early years, when such
features were uncommon. Amiga version also featured an internal language and the capability to generate front end
"masks" for queries and reports, years before Microsoft Access.
This version was a huge success and that resulted in a version being created for a number of platforms using the
same approach. Eventually a Microsoft Windows version was released and a couple of years later the company was
sold by its founders to Software Publishing Corporation. SPC sold off the non-Windows versions of the product and
after releasing version 2 and in the late alpha stages of version 3, sold the product to a company called Computer
Concepts Corporation.
This relatively unknown company created a subsidiary called Superbase, Inc. and after finishing off the late stage
alpha of version 3 and launching it as Superbase 95, eventually appeared to have lost interest in the product, at which
point it was bought by a small group of former customers and brought back to the UK. This company, Superbase
Developers plc, continued to extend and support the product through Superbase Classic.
A new, next-generation rewrite of the product initially called Superbase Next Generation (SBNG) which included a
new object oriented programming language called SIMPOL was begun in 1999-2000. It had primarily been an alpha
product; although it was billed as a beta release in 2005 with promises that a true release would be around the corner.
In 2006, SIMPOL was sold to RealBasics Ltd which was later renamed Simpol Ltd (www.simpol.com).
In April 2009 this company launched SIMPOL Professional, which is the next generation product, as a
cross-platform language and database tool set.
In February 2009, it was announced that Superbase Developers plc was in liquidation.
In March 2010 Papatuo Holdings Ltd. purchased the Superbase family of products from the official receivers of
Superbase Developers plc.[1]
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Uses
Superbase has been used for very basic end-user tasks, but its real strength lies in the ability of relatively untrained
programmers to create complex applications. These are typically built up over time as need arises. The types of
applications run the gamut from accounting systems, ERP/MRP packages, business information systems, production
control systems, and similar complex products down to very basic membership list or contact management systems.

Features
It contains a high-speed versatile ISAM database engine and its own powerful dialect of BASIC, as well as
sophisticated forms and report engines. It also includes powerful support for acting as the front-end for one or more
SQL databases. Its biggest drawback is the fact that it was written to the 16-bit Windows API and was not easily
portable to the 32-bit version. The rewritten version is intended to cure that and to make the package even easier to
use and more powerful.
From a casual programmer's perspective, the fact that the database is not based on SQL is a significant advantage,
since the level of complexity is far less and it is easier for the user to grasp the concepts of how to manage and
traverse the database.
There are numerous powerful features in the product, a few of them are:
• Virtual Database Tables — these only exist in memory
• Virtual Database Columns — these are calculated at access time
• Peer-to-peer Client/Server (PPCS) — this technology allows any version of Superbase to act as either a database

server, a client, or both. The database tables are accessed via UDP/IP.
• Small footprint — Superbase runs on every version of Windows except the 64-bit versions and requires only a

minimum of 6 MB of system RAM.

Versions
• 1983 Superbase 64 for the Commodore 64
• 1983 Superbase 700 for the Commodore CBM-II
•• 1983 Superbase version 2.0 for the Apple II
• 1984 Superbase for the Commodore Plus/4
• 1985 Superbase for the Amiga
• 1985 Superbase 128 for the Commodore 128
• 1986 Superbase for the Atari ST
• 1987 Superbase for GEM on the PC
• 1988 Superbase 4 version 1.0 for Windows
•• 1991 Superbase 4 version 1.31 for Windows
•• 1991 Superbase 4 version 1.31 for Amiga
•• 1992 Superbase version 2.0 for Windows
•• 1994 Superbase 95 (version 3.0) for Windows
•• 1997 Superbase version 3.2 for Windows
•• 1998 Superbase version 3.5 for Windows
•• 1999 Superbase version 3.6i for Windows
•• 2000 SuperBase 4 Pro version 1.36 for Amiga
•• 2001 Superbase 2001 for Windows
•• 2003 Superbase Classic for Windows
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External links
• Superbase Developers plc official website [2]

• Simpol Limited official website [3]

• SBase4Pro Amiga Upgrade [4]
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Rocket U2

Rocket U2 Product Family

Developer(s) Rocket Software

Stable release UniData 7.3, UniVerse 11.1, SB/XA 6.2.2, Web DE 5.0

Operating system Cross-platform

Type MultiValue database

License Proprietary

Website www.rocketsoftware.com/u2 [1]

Rocket U2 is a suite of database management (DBMS) and supporting software now owned by Rocket Software. It
includes two MultiValue database platforms: UniData and UniVerse.[2] Both of these products are operating
environments which run on current Unix, Linux and Windows operating systems.[3][4] They are both derivatives of
the Pick operating system.[5][citation needed] The family also includes developer and web-enabling technologies
including SystemBuilder/SB+, SB/XA, U2 Web DE, UniObjects and wIntegrate.

History
UniVerse was originally developed by VMark Software and UniData was originally developed by the Unidata
Corporation. Both Universe and Unidata are used for vertical application development and are embedded into the
vertical software applications. In 1997, the Unidata Corporation merged with VMark Systems to form Ardent
Software.[6] In March 2000, Ardent Software was acquired by Informix. IBM subsequently acquired the database
division of Informix in April 2001,[7] making UniVerse and UniData part of IBM's DB2 product family. IBM
subsequently created the Information Management group of which Data Management is one of the sub-areas under
which the IBM U2 family comprised UniData and UniVerse along with the tools, SystemBuilder Extensible
Architecture (SB/XA), U2 Web Development Environment (U2 Web DE) and wIntegrate.
On 1 October 2009 it was announced that Rocket Software had purchased the entire U2 portfolio from IBM.[8][9]

The U2 portfolio is grouped under the name RocketU2.

System structure

Accounts
Systems are made of one or more accounts. Accounts are directories stored on the host operating system that initially
contain the set of files needed for the system to function properly. This includes the system's VOC (vocabulary) file
that contains every command, filename, keyword, alias, script, and other pointers. Each of these classes of VOC
entries can also be created by a user.

Files
Files are similar to tables in a relational database in that each file has a unique name to distinguish it from other files
and zero to multiple unique records that are logically related to each other.
Files are made of two parts: a data file and a file dictionary (DICT). The data file contains records that store the
actual data. The file dictionary may contain metadata to describe the contents or to output the contents of a file.

http://en.wikipedia.org/w/index.php?title=Software_developer
http://en.wikipedia.org/w/index.php?title=Software_release_life_cycle
http://en.wikipedia.org/w/index.php?title=Operating_system
http://en.wikipedia.org/w/index.php?title=Cross-platform
http://en.wikipedia.org/w/index.php?title=List_of_software_categories
http://en.wikipedia.org/w/index.php?title=Software_license
http://en.wikipedia.org/w/index.php?title=Proprietary_software
http://www.rocketsoftware.com/u2
http://en.wikipedia.org/w/index.php?title=Product_lining
http://en.wikipedia.org/w/index.php?title=Operating_environment
http://en.wikipedia.org/w/index.php?title=Operating_environment
http://en.wikipedia.org/w/index.php?title=Unix
http://en.wikipedia.org/w/index.php?title=Linux
http://en.wikipedia.org/w/index.php?title=Windows
http://en.wikipedia.org/w/index.php?title=Operating_system
http://en.wikipedia.org/w/index.php?title=Derivative_work
http://en.wikipedia.org/w/index.php?title=Pick_operating_system
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Software_developer
http://en.wikipedia.org/w/index.php?title=Web_development
http://en.wikipedia.org/w/index.php?title=SystemBuilder/SB%2B
http://en.wikipedia.org/w/index.php?title=Vertical_market_software
http://en.wikipedia.org/w/index.php?title=Informix
http://en.wikipedia.org/w/index.php?title=Computer_file
http://en.wikipedia.org/w/index.php?title=Vocabulary
http://en.wikipedia.org/w/index.php?title=Command_%28computing%29
http://en.wikipedia.org/w/index.php?title=Filename
http://en.wikipedia.org/w/index.php?title=Keyword_%28computer_programming%29
http://en.wikipedia.org/w/index.php?title=Alias_%28command%29
http://en.wikipedia.org/w/index.php?title=Scripting_language
http://en.wikipedia.org/w/index.php?title=Pointer_%28computer_programming%29
http://en.wikipedia.org/w/index.php?title=User_%28computing%29


Rocket U2 643

Hashed files

For hashed files, a U2 system uses a hashing algorithm to allocate the file's records into groups based on the record
IDs. When searching for data in a hashed file, the system only searches the group where the record ID is stored,
making the search process more efficient and quicker than searching through the whole file.

Nonhashed files

Nonhashed files are used to store data with little or no logical structure such as program source code, XML or plain
text. This type of file is stored as a subdirectory within the account directory on the host operating system and may
be read or edited using external tools.

Records
Files are made of records, which are similar to rows within tables of a traditional relational database. Each record has
a unique key (called a "record ID" in U2) to distinguish it from other records in the file. These record IDs are
typically hashed so that data can be retrieved quickly and efficiently.
Records (including record IDs) store the actual data as pure ASCII strings; there is no binary data stored in U2. For
example, the hardware representation of a floating-point number would be converted to its ASCII equivalent before
being stored. Usually these records are divided into fields (which are sometimes called "attributes" in U2). Each field
is separated by a "field mark" (hexadecimal character FE).
Thus this string:

123-45-6789^JOHN JONES^jjones@example.com^432100^...

might represent a record in the EMPLOYEE file with 123-45-6789 as the Record ID, JOHN JONES as the first field,
jjones@company.com as the second field and $4321.00 as a monthly salary stored in the third field. (The up-arrow
(^) above is the standard Pick notation of a field mark; that is, xFE).
Thus the first three fields of this record, including the record ID and trailing field mark, would use 49 bytes of
storage. A given value uses only as many bytes as needed. For example, in another record of the same file, JOHN
JONES (10 bytes) may be replaced by MARJORIE Q. HUMPERDINK (21 bytes) yet each name uses only as much
storage as it needs, plus one for the field mark.
Fields may be broken down into values and even subvalues. Values are separated by value marks (character xFD);
subvalues are separated by subvalue marks (character xFC). Thus, if John Jones happened to get a second email
address, the record may be updated to:

123-45-6789^JOHN JONES^jjones@example.com]johnnyjones@example.net^432100^...

where the close bracket (]) represents a value mark.
Since each email address can be the ID of a record in separate file (in SQL terms, an outer join; in U2 terms, a
"translate"), this provides the reason why U2 may be classified as a MultiValued database.
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Data
Raw information is called Data. A record is a set of logical grouped data. e.g. an employee record will have data
stored in the form of fields/attributes like his name, address etc.

Programmability
Both UniVerse and UniData have a structured BASIC language (UniVerse Basic and UniBasic, respectively),
similar to Pick/BASIC which naturally operates on the structures of the MultiValue database. They also have a
structured database query language (RetrieVe and UniQuery) used to select records for further processing and for
adhoc queries and reports.
RocketU2 provides a set of Client Tools to allow software developers to access U2 databases from other software
languages.[10]

Client Tool interfaces include:
•• ODBC / JDBC
•• UniOLEDB - OLEDB Driver
•• UniObjects (COM)
•• UniObjects (.NET)
•• UniObjects (Java)
•• Native XML
•• U2 Web Services

Professional certification
RocketU2 offers five professional certification designations related to the U2 product family. All carry the title
Certified Solutions Expert.
•• U2 Family Application Development
•• U2 UniData V7.1 Administration
•• U2 UniData V7.2 Administration
•• U2 UniVerse V10.2 Administration
•• U2 UniVerse V10.3 Administration

Notes
[1] http:/ / www. rocketsoftware. com/ u2
[2] 'U2 Product Family' (http:/ / www. rocketsoftware. com/ u2/ ), Rocket Software
[3] 'U2 Product Matrix' (http:/ / u2tc. rocketsoftware. com/ matrix. asp) Rocket Software
[4] 'UniVerse System Description, Version 10.3' (http:/ / www. rocketsoftware. com/ u2/ epubs/ pdf/ 22922140. pdf) page 1-3, Rocket Software
[5] 'UniVerse Guide for Pick Users, Version 10.3' (http:/ / www. rocketsoftware. com/ u2/ epubs/ pdf/ 22922260. pdf) page 1-3, Rocket Software
[6] 'Ardent Definition' (http:/ / www. pcmag. com/ encyclopedia_term/ 0,2542,t=Ardent& i=37967,00. asp), PC Magazine
[7] 'Informix Definition' (http:/ / www. pcmag. com/ encyclopedia_term/ 0,2542,t=Informix& i=44972,00. asp) PC Magazine
[8] 'Rocket Software U2 Acquisition Announcement' (http:/ / www. rocketsoftware. com/ news/ news_item/ 205), Rocket Software
[9] 'Rocket Software to purchase U2 from IBM' (http:/ / www. intl-spectrum. com/ article/ 426/ Rocket_Software_to_purchase_U2_from_IBM.

aspx), International Spectrum
[10] 'Client Tools' (http:/ / www. rocketsoftware. com/ u2/ middleware/ ), Rocket Corporation
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External links
• Official website (http:/ / www. rocketsoftware. com/ u2)
• U2UG (http:/ / u2ug. org), a recognized international user group

PointBase

PointBase

Developer(s) PointBase Inc.

Written in Java

Operating system Cross-platform

Type RDBMS

PointBase is relational database management system (RDBMS) written in the Java programming language.

History
In 1998, Bruce Scott, a co-founder of the Oracle Corporation (with Larry Ellison, Bob Miner and Ed Oates), started
PointBase Inc. with Jeff Richey (an architect of Sybase) and Daren Race. It was written in pure Java, and supported
DCOM and CORBA, and is an object-relational database. It was designed to integrate the internet and databases.
PointBase Inc. was established in San Mateo, California, then moved to Mountain View, California. Like Java,
PointBase was aimed at portable devices.
In the early 2000s it was the database that was shipped for free with the Java platform.
In 2003, the database was acquired by DataMirror of Markham, Ontario.
In September 2007, IBM acquired DataMirror.
Today (2012) PointBase's SQL Engine is part of Oracle's WebLogic platform.

Applications
It has been shipped with the Oracle WebLogic Server, a Java EE server.
PointBase is supported only for the design, development, and verification of applications; it is not supported for
enterprise-quality deployment. The evaluation license of PointBase has a database size limit of 30 MB.

Versions
•• PointBase Server Edition
•• PointBase Mobile Edition
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References

External links
• History of PointBase (http:/ / www2. sys-con. com/ itsg/ virtualcd/ java/ archives/ 0406/ davison/ index. html)
• Guide to PointBase (http:/ / www. cs. toronto. edu/ ~nn/ csc309/ guide/ pointbase/ docs/ html/ htmlfiles/

pbsystemTOC. html)
• Oracle BEA WebLogic Pointbase Reference (http:/ / docs. oracle. com/ cd/ E13218_01/ wlp/ docs92/ db/

pointbase. html)

R:BASE System
R:BASE (or RBASE) was the first relational database program for the PC. Created by Wayne Erickson in 1981, on
November 13, 1981, Erickson and his brother, Ron Erickson, incorporated the company, MicroRim, Inc. to sell the
database, MicroRIM. In June 1998, A. Razzak Memon, President & CEO of R:BASE Technologies, Inc. (a privately
held company in Murrysville, Pennsylvania, USA) acquired the R:BASE products from Abacus Software Group.
Since 1998, R:BASE is available as R:BASE for Windows v6.1a, v7.1, v7.5, v7.6, Turbo V-8, v9.1, and now v9.5
(32/64) for Windows.

History
Founding
Created by Wayne Erickson in 1981, the original R:Base database was written on a Heathkit CPM computer that
Erickson built at home. On November 13, 1981, Erickson and his brother, Ron Erickson, incorporated the company,
MicroRim, Inc. to sell the database, MicroRIM. (RIM was an acronym for Relational Information Management, a
mainframe database developed by Erikson at Boeing Computer Services, as part of NASA's IPAD project for which
he and NASA colleagues received a NASA award, was used by NASA to track Space shuttle heat shield tiles).
The earliest version released by Microrim was called R:Base 4000 and was released in 1983. It worked with early
version of Microsoft MS-DOS or IBM PC DOS (version 2 or above). It shipped with a binder-type manual and the
program on 360K floppy disks. The system being DOS-based, the interface was entirely text with the exception of
DOS line-draw characters.[citation needed]

Privately funded and ultimately venture backed, the MicroRim database products achieved significant market share
in the mid-1980s in what was dubbed by some, the "database wars" between R:Base and the market share leader,
Ashton-Tate's D-Base. One clever MicroRim ad stated "R-way versus D-hardway," a jab at the inferior D-Base
architecture. MicroRim adhered to the rules of the father of relational database technology, Edgar F. Codd and
prided itself on the elegance of its code.[citation needed]

In the mid-1980s, when Microsoft did not have their own database, they obtained a license to resell R:BASE in
Europe so they could have a full suite of software products.[citation needed]

1990s
In June 1998, R:BASE Technologies, Inc. (a privately held company in Murrysville, Pennsylvania, USA) acquired
the R:BASE products from Abacus Software Group.[citation needed]

Recent years
Some of the features included, and continue to include, a programming-free application development wizard,
automatic multi-user capabilities, a full-featured 4GL programming language, form, report and label designers, and a
fully ANSI SQL compliant relational language capability.[citation needed]
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Since September 2007, R:BASE is available as R:BASE for Windows v7.6, R:BASE for DOS v7.6 and R:BASE
Turbo V-8 for Windows. The Version 8.0 has an extended address management for file handling and is able to cover
databases up to 2.3 million TB versus V7.6 which covers databases up to 2 GB. A German kernel has existed since
R:Base V7.6.[citation needed]

Legacy R:BASE Products

R:BASE 4000
The earliest version released by Microrim was called R:Base 4000 and was released in 1983. It worked with early
version of Microsoft MS-DOS or IBM PC DOS (version 2 or above). It shipped with a binder-type manual and the
program on 360K floppy disks. The system being DOS-based, the interface was entirely text with the exception of
DOS line-draw characters.
In spite of its relative ease of use and ability to create useful forms and reports, the first R:Base did not have a
conventional programming language, but instead relied on SQL statements to accept input and produce output. The
lack of a complete programming language meant that the product was not well received by some portions of the
market. This may have helped the early, barely relational, dBase products to become dominant. The product was
quickly upgraded to include Added Variables and a conventional programming Language (IF, WHILE, etc.) to the
original SQL based language The update was released as R:Base 4000 Version 1.1 in March 1984. R:Base became
the second most popular DOS database in the PC market (behind dBase).[citation needed]

Portions of the program allowed the user to design screens, called "Forms" in R:Base. Line-draw characters could
implement buttons or boxes that would group text on screen. A separate utility allowed the design of printed output
formats and was called "Reports." The report design system allowed a user to define and edit fields included in
database reports on screen. Limited printer support was included as DOS programs each had their own unique printer
driver for similar printer engines. A markup language allowed italics and bold output if the corresponding printer had
a capability. Reports could be piped to the display or a serial port for testing if one were so inclined. Database names
were constrained to seven characters. The actual data were contained in three files. In an example database named
Sales, files name SALES1.RBF SALES2.RBF, AND SALES3.RBF would contain the database. Forms and reports
were stored in files external to the database file.[citation needed]

By default, the application would start with a menu asking which database file you wanted to open. Using a startup
switch, R:Base could be run entirely from a command prompt, called the "R-prompt," in system documentation. The
application command prompt was an "R>" although this could be modified to other characters by editing a
configuration file. In an example database named Sales, to query the database, you would first open it by typing
"OPEN SALES" at the R-prompt. Using SQL-style queries, one could pull on-screen displays of data from tables.
"SELECT FNAME LNAME CITY ZIPCODE FROM MAIN" would display one screen of data from the fields
FNAME LNAME CITY ZIPCODE from the table named MAIN. Pressing the space bar would scroll to the next 24
records. A built-in help system produced text after the R> prompt if your query was invalid or the syntax was not
understood by the database engine.[citation needed]

A feature of the program was its ability to create applications that ran scripts generated by an internal scripting
system. Scripts were stored in files with an extension .APP. The system would first ask for type of menu desired,
(one option was pull-down, for example,) then asked you to fill out the pull down headings. Next, you were stepped
through a list of actions for each menu choice. At the end, the procedures that had been stepped through were
recorded in the database file and could be called from an automatically generated menu system. To prevent a user
from tampering with the generated script, an encoded version was created. The user could password protect the
encoded version for configuration management.
A utility called File Gateway allowed import and export of common file formats of the era such as Data Interchange 
Format (DIF), SYLK, Lotus 1-2-3, and dBase files. Another utility, called Recover, was intended to recover
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damaged R:Base databases.[citation needed]

R:BASE 5000, R:BASE 2.0
R:Base 4000 was followed by R:Base 5000, which substantially improved features and gained wider acceptance.
R:BASE 2.0 rolled out a new file format and introduced the ability to use memory above 640K. There was support
for the Intel 80286 processor. The system had substantially better documentation. This version continued the
evolution toward full ANSI SQL compliance. Forms, scripts, and reports were rolled into the database files. Three
files with extensions .RB1, .RB2, and .RB3 contained everything for a single database.[citation needed]

R:BASE 3.x
R:Base 3.0 was ANSI SQL (1989?) compliant and utilized the DOS4GW memory manager. This memory manager
was also seen in many DOS games of the era. R:Base 3.1 introduced a multi-user network capability. A version
was also rolled out for the Convergent Technologies Operating System operating system, this was apparently a
follow-on to Burroughs Teechnologies Operating System (BTOS).[citation needed]

By purchasing license packs, the database gained a multi-user capability in five-user increments. This included a
sophisticated (for a DOS application in the day) record-level locking scheme. To work properly, the multi-user
database had to be on a file server with all users accessing the database through a network. It was not true
client-server because processing occurred in the clients. The configuration file expanded to allow language support
and user-defined re-mapping of characters. For example, German characters such as the letter "ö" (o with an umlaut)
could be remapped to the string oe. There were character fold tables and sort orders could be adjusted by the user.
An "unlimited number of licenses" runtime version was offered, allowing developers to sell applications and include
the run-time R:Base engine.
Example of an R:Base 3.1 command prompt transaction asking the application to list the structure of a database table
of California cities, (CALIFCY):[citation needed]

R> LIST CALIFCY

  # Name               Type      Index Expression

  1 STATE              TEXT    2

  2 FEATURE            TEXT   85

  3 FEATURET           TEXT    9

  4 COUNTY1            TEXT   15

  5 FIPSST             TEXT    2

  6 FIPSCO             TEXT    3

  7 LATITUDE           TEXT    7

  8 LONGITUD           TEXT    8

  9 LAT_DEC            TEXT    8

 10 LON_DEC            TEXT   10

 11 SOURCELA           TEXT    7

 12 SOURCELO           TEXT    8

 13 SOUR_lat           TEXT    8

 14 SOUR_lon           TEXT   10

 15 ELEVATIO           TEXT    5

 16 FIELD16            TEXT    8

 17 MAPNAME            TEXT   27

 18 LAT1               DOUBLE

 19 LON                DOUBLE

 20 ITEM_NO            DOUBLE
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  Current number of rows:   7070

R>

R:BASE 4.x
R:Base 4.0 rolled out Intel 80386 support and a newer DOS4GW memory manager. It included a newer file format,
replacing the format used with Version 3.1. To support legacy customers, Version 4.0 included a copy of Version 3.1
with a lot of warnings about new file format and features of 4 that were not supported in 3.1. While the
documentation claimed 2GB data files were supported, there were data integrity problems with some very large
tables over 1 million records. Still, the software was designed to accommodate up to 750 tables and easily handled
tables with tens of thousands of records. It was faster than 3.1 and a reliable and practical application for many
users.[citation needed]

R:Base for CTOS disk label

R:Base 4.5 rolled out another new file format and greatly improved
capacity. OBDC drivers were rolled out to allow interchange of data
with Microsoft Windows based applications without running the
DOS-based File Gateway utility. While number of records in a
database was "limited only by disk space," in practice, some users
found there were problems with databases which contained over about 1.1 million records.[citation needed]

First R:BASE for Windows
The first product produced by Microrim for use in Microsoft Windows was named R:Base for Windows. This rolled
out in 1994. This version was compatible with R:Base 4.5 files and was fully ANSI SQL Level II 1989 compliant.
The application was partially ANSI SQL 1992 Level II compliant. The screen capture images in documentation look
like Windows 3.1, but documentation claimed it would also run on Windows 95 or the more trustworthy Windows
inside OS/2 Warp version 3. A variety of run-time licensing schemes were available to developers.[citation needed]

Current Generation R:BASE Products
•• R:BASE 7.6 for Windows
•• R:BASE 7.6 for DOS
•• R:BASE Turbo V-8 for Windows
•• R:BASE 9.1 for DOS
•• R:BASE eXtreme 9.1 (32) for Windows
•• R:BASE eXtreme 9.1 (64) for Windows
•• R:BASE eXtreme 9.5 (32) for Windows
•• R:BASE eXtreme 9.5 (64) for Windows
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REAL Server
REAL Server is a relational database management system (RDBMS) built on top of the sqlite database engine.

History
REAL Server evolved from the SQLiteServer originally developed by SQLabs in 2004. In May 2005 Real Software,
Inc., creator of Realbasic, purchased the source code and the copyrights of the SQLiteServer and invested in its
development. In 2007/2008 the first version of the REAL SQL Server was released. A new version was released in
April 2009 and renamed REAL Server. In September 2010 SQLabs repurchased all the server's Intellectual
Properties and a new major release is now under development by the SQLabs team.[citation needed]

Features
•• Event based,
•• Asynchronous sockets,
• Multi-core and multiprocessor aware,
•• Strong AES encryption (128, 192 and 256 bit),
• Supports unlimited connections (For each supported operating system, REAL Server uses a state of the art event

API, kqueue on Mac OS X, epool on Linux and I/O Completion Ports on Windows),
• Full ACID (Atomic, Consistent, Isolated, Durable) compliant,
•• Platform independent storage engine,
•• Full support of triggers and transactions,
•• Journal engine for crash recovery,
• Supports databases of 2 terabytes,
• Supports sqlite 3 databases,
•• Automatic logging,
•• Automatic compression,
• Multiversion concurrency control (MVCC),
• Plugins for extending the SQL language and the custom commands supported by the server,
•• Restore and backup support,
• Mac OS X, Windows and Linux support.
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Connectivity
REAL Server can be used with the following:
•• Realbasic
•• PHP
• C SDK
•• ODBC

External links
• SQLabs. [1]

• REAL Server [2], Official REAL Server website

References
[1] http:/ / www. sqlabs. com
[2] http:/ / www. sqlabs. com/ sqlabsserver. php

[1]

[1][1] REAL Software (June 12, 2009). "REAL Server". REAL Software. Retrieved on 2009-06-12.

http://en.wikipedia.org/w/index.php?title=Realbasic
http://en.wikipedia.org/w/index.php?title=PHP
http://en.wikipedia.org/w/index.php?title=Software_development_kit
http://www.sqlabs.com
http://www.sqlabs.com/sqlabsserver.php
http://www.sqlabs.com
http://www.sqlabs.com/sqlabsserver.php


MaxDB 652

MaxDB

MaxDB

Developer(s) SAP AG

Stable release 7.6.06.10/7.7.07.16 / March, 2010

Development status Active

Written in C++

Operating system Cross-platform

Available in English

Type RDBMS

License SAP freeware license agreement for MaxDB (closed source)

Website http:/ / maxdb. sap. com/

MaxDB is an ANSI SQL-92 (entry level) compliant relational database management system (RDBMS) from SAP
AG, which was delivered also by MySQL AB from 2003 to 2007. MaxDB is targeted for large SAP environments
e.g. mySAP Business Suite and other applications that require enterprise-level database functionality. It is able to run
terabyte-range data in continuous operation.[citation needed]

History
The database development started in 1977 as a research project at the Technical University of Berlin headed by
Rudolf Munz. In the early 1980s it became a database product that subsequently was owned by Nixdorf Computer,
Siemens-Nixdorf, Software AG and today by SAP AG. Along this line it has been named VDN, RDS, Reflex, Supra
2, DDB/4, Entire SQL-DB-Server and Adabas D. In 1997 SAP acquired the software from Software AG and
developed it as SAP DB, releasing the source code under the GNU General Public License in October 2000.
In 2003 SAP AG and MySQL AB joined a partnership and re-branded the database system to MaxDB. In October
2007 this reselling was terminated and sales and support of the database reverted to SAP.[1] SAP AG is now
managing MaxDB development, distribution, and support. Source code of MaxDB is no longer available under the
GNU General Public License. SAP also stated that "Further commercial support concepts to cover mission critical
use requirements outside of SAP scenarios are currently subject to discussion."[2]

Version 7.5 of MaxDB is a direct advancement of the SAP DB 7.4 code base. Therefore, the MaxDB software
version 7.5 can be used as a direct upgrade of previous SAP DB versions starting 7.2.04 and higher.

Features
MaxDB is delivered with a set of administration and development tools. Most tools are GUI based and have CLI
(Command Line Interface) based counterparts. It offers bindings for JDBC; ODBC; SQLDBC (native C/C++
interface); Precompiler; PHP; Perl; Python; WebDAV; OLE DB, ADO, DAO, RDO and .NET via ODBC; Delphi
and Tcl via Third Party Programming Interfaces. MaxDB is Cross-platform, offering releases for HP-UX, IBM AIX,
Linux, Solaris, Microsoft Windows 2000, Microsoft Windows Server 2003, and Microsoft Windows XP. SAP users
should check the details of the platform availability on the SAP product pages for the product that will be used
together with MaxDB. MaxDB is subjected to SAP AG's quality assurance process before it is shipped.

http://en.wikipedia.org/w/index.php?title=Software_developer
http://en.wikipedia.org/w/index.php?title=SAP_AG
http://en.wikipedia.org/w/index.php?title=Software_release_life_cycle
http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://en.wikipedia.org/w/index.php?title=Operating_system
http://en.wikipedia.org/w/index.php?title=Cross-platform
http://en.wikipedia.org/w/index.php?title=List_of_software_categories
http://en.wikipedia.org/w/index.php?title=RDBMS
http://en.wikipedia.org/w/index.php?title=Software_license
http://en.wikipedia.org/w/index.php?title=Closed_source
http://maxdb.sap.com/
http://en.wikipedia.org/w/index.php?title=ANSI
http://en.wikipedia.org/w/index.php?title=RDBMS
http://en.wikipedia.org/w/index.php?title=SAP_AG
http://en.wikipedia.org/w/index.php?title=SAP_AG
http://en.wikipedia.org/w/index.php?title=MySQL_AB
http://en.wikipedia.org/w/index.php?title=MySAP_Business_Suite
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Technical_University_of_Berlin
http://en.wikipedia.org/w/index.php?title=Nixdorf_Computer_AG
http://en.wikipedia.org/w/index.php?title=Siemens-Nixdorf
http://en.wikipedia.org/w/index.php?title=Software_AG
http://en.wikipedia.org/w/index.php?title=SAP_AG
http://en.wikipedia.org/w/index.php?title=Adabas_D
http://en.wikipedia.org/w/index.php?title=Source_code
http://en.wikipedia.org/w/index.php?title=Command_line_interface
http://en.wikipedia.org/w/index.php?title=Command_Line_Interface
http://en.wikipedia.org/w/index.php?title=Language_binding
http://en.wikipedia.org/w/index.php?title=JDBC
http://en.wikipedia.org/w/index.php?title=SQLDBC
http://en.wikipedia.org/w/index.php?title=PHP
http://en.wikipedia.org/w/index.php?title=Perl
http://en.wikipedia.org/w/index.php?title=Python_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=WebDAV
http://en.wikipedia.org/w/index.php?title=ActiveX_Data_Objects
http://en.wikipedia.org/w/index.php?title=Data_Access_Object
http://en.wikipedia.org/w/index.php?title=Remote_Data_Objects
http://en.wikipedia.org/w/index.php?title=.NET_Framework
http://en.wikipedia.org/w/index.php?title=Delphi
http://en.wikipedia.org/w/index.php?title=Tcl
http://en.wikipedia.org/w/index.php?title=Cross-platform
http://en.wikipedia.org/w/index.php?title=HP-UX
http://en.wikipedia.org/w/index.php?title=IBM_AIX
http://en.wikipedia.org/w/index.php?title=Linux
http://en.wikipedia.org/w/index.php?title=Solaris_%28operating_system%29
http://en.wikipedia.org/w/index.php?title=Microsoft_Windows_2000
http://en.wikipedia.org/w/index.php?title=Microsoft_Windows_Server_2003
http://en.wikipedia.org/w/index.php?title=Microsoft_Windows_XP


MaxDB 653

Distinguishing features
MaxDB offers built-in hot backup, does not need any online reorganizations and claims to be SQL 92 Entry-Level
compatible. One current development goal is "zero administration" and by this "low TCO". It is also fair to expect
good online transaction processing (OLTP) performance combined with relatively low hardware requirements.
High availability mode and small fault record is another historically observed feature of MaxDB, which holds some
appraisal from the open source software and db communities.

Future releases
The next release will have the name MaxDB 7.7.00. One possible future feature for 7.7.00 is the use of Multiversion
Concurrency Control (MVCC) instead of the current lock based implementation.

Licensing
MaxDB was licensed under the GNU GPL from versions 7.2 through 7.6. Programming interfaces were licensed
under the GPL with exceptions for projects released under other Open Source licenses.
SAP DB 7.3 and 7.4 were licensed as GPL with LGPL drivers. MaxDB 7.5 was offered under dual licensing.i.e.
licensed as GPL with GPL drivers or a commercial license.
From version 7.5 through version 7.6 onwards distribution of MaxDB (previously SAP DB) to the open source
community was provided by MySQL AB, the same company that develops the open-source software database,
MySQL. Development was done by SAP AG, MySQL AB and the open-source software community.
In October 2007, SAP assumed full sales and commercial support for MaxDB. MaxDB 7.6 is now closed source,
available free-of-charge (without support, and with usage restrictions) for use with non-SAP applications.
Commercial support models for using MaxDB outside of SAP environments are under consideration.

References
[1] MySQL AB :: MySQL AB to Optimize its Open Source Database for SAP NetWeaver (http:/ / www. mysql. com/ news-and-events/

press-release/ release_2007_40. html)
[2] MaxDB back under the SAP roof! (https:/ / www. sdn. sap. com/ irj/ sdn/ weblogs?blog=/ pub/ wlg/ 7514)

External links
• Official website (http:/ / maxdb. sap. com/ )
• MaxDB Wiki (http:/ / wiki. sdn. sap. com/ wiki/ display/ MaxDB/ ) on SAP Community Network
• SAP MaxDB - The SAP Database System (http:/ / scn. sap. com/ community/ maxdb) discussions, blogs,

documents and videos on the SAP Community Network (SCN) (http:/ / scn. sap. com/ welcome)
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Adaptive Server Enterprise

Adaptive Server Enterprise

Developer(s) Sybase - An SAP Company

Initial release May 23, 1980

Written in C, C++

Operating system Cross-platform

Available in English

Type RDBMS

License Proprietary EULA

Website ASE [1]

Adaptive Server Enterprise (ASE) is a relational model database server product for businesses developed by
Sybase Corporation which became part of SAP AG. ASE is predominantly used on the Unix platform, but is also
available for Microsoft Windows.

History
Originally for Unix platforms in 1987, Sybase Corporation's primary relational database management system product
was initially marketed under the name Sybase SQL Server. In 1988, SQL Server for OS/2 was co-developed for the
PC by Sybase, Microsoft, and Ashton-Tate. Ashton-Tate divested its interest and Microsoft became the lead partner
after porting SQL Server to Windows NT. Microsoft and Sybase sold and supported the product through version
4.2.1.
Sybase released SQL Server 4.8 in 1992. This release included internationalization and localization and support for
symmetric multiprocessing systems.
In 1993, the co-development licensing agreement between Microsoft and Sybase ended, and the companies parted
ways while continuing to develop their respective versions of the software. Sybase released SQL Server 10.0, which
was part of the System 10 product family, which also included Back-up Server, Open Client/Server APIs, SQL
Monitor, SA Companion and OmniSQL Gateway.
Sybase provides native low-level programming interfaces to its database server which uses a protocol called Tabular
Data Stream. Prior to version 10, DBLIB (DataBase LIBrary) was used. Version 10 and onwards uses CTLIB (Client
LIBrary).
In 1995, Sybase released SQL Server 11.0. Starting with version 11.5 released in 1996, Sybase moved to
differentiate its product from Microsoft SQL Server by renaming it to Adaptive Server Enterprise.
In 1998, ASE 11.9.2 was rolled out with support for row-level locking, distributed joins and improved SMP
performance. ASE 12.0 was released in 1999, providing support for Java, high availability and distributed
transaction management. In 2001, ASE 12.5 was released, providing features such as dynamic memory allocation, an
EJB container, and support for XML and SSL.
In 2005, Sybase released ASE 15.0. It included support for partitioning table rows in a database across individual
disk devices, and "virtual columns" which are computed only when required. In ASE 15.0, many parameters that had
been static (which required server reboot for the changes to take place) were made dynamic (changes take effect
immediately). This improved performance and reduced downtime. For example, one parameter that was made
dynamic was the "tape retention in days" (the number of days that the backup is kept on the tape media without
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overwriting the existing contents in the production environment).

Structure
A single stand alone installation of ASE typically comprises one "dataserver" and one corresponding "backup
server". In multi server installation many dataservers can share one single backup server though. A dataserver
consists of system databases and user's databases. Minimum system databases that are mandatory for normal
working of dataserver are 'master', 'tempdb', 'model', 'sybsystemdb' and 'sybsystemprocs'. 'master' database holds
critical system related information that includes, logins, passwords, and dataserver configuration parameters.
'tempdb' is used for storage of data that are required for intermediate processing of queries, and temporary data.
'model' is used a template for creating new databases. 'sybsystemprocs' consists of system supplied stored procedures
that queries system tables and manipulates data in them.
ASE is a single process multithreaded dataserver application, it means when server is up and running there is one
single OS process.

Versions
SAP also has a developer edition that can be used for free to develop against (but not for production use).[2] It only
allows 1 engine and 25 connections.[3] There is also an SAP Sybase ASE, express edition available which is limited
to 1 server engine, 2 Gb of memory and 5 Gb of disk space per server. This edition is free for production purposes.

References
[1] http:/ / www. sybase. com/ products/ databasemanagement/ adaptiveserverenterprise
[2] http:/ / www. sybase. com/ ase_1500devel
[3] http:/ / infocenter. sybase. com/ help/ index. jsp?topic=/ com. sybase. help. ase_15. 0. asewqig/ html/ asewqig/ asewqig3. htm

External links
• SAP Sybase ASE official website (http:/ / www. sap. com/ pc/ tech/ database/ software/

adaptive-server-enterprise/ index. html)
• SAP Sybase ASE online documentation (http:/ / sybooks. sybase. com/ nav/ summary. do?prod=9938& lang=en&

prodName=Adaptive+ Server+ Enterprise)
• SAP Sybase ASE Wiki (http:/ / sybaseblog. com/ sybasewiki/ index.

php?title=Sybase_Adaptive_Server_Enterprise_(ASE))
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Advantage Database Server

Advantage Database Server

Developer(s) Sybase

Initial release August, 1993

Written in C, C++

Operating system Cross-platform

Available in English

Type RDBMS

Website advantagedatabase.com [1]

Advantage Database Server is a relational database management system (RDBMS) for small to medium sized
businesses by Sybase iAnywhere. Database author Cary Jensen describes Advantage as follows: "Advantage has
been around since 1993, when it was introduced to provide a stable solution for Clipper developers who were tired of
slow performance and corrupt indexes inherent to file server-based databases. Over the years, ADS has grown in
both popularity and features. Advantage is now a mature product with an impressive collection of features that rival
many of the more expensive and complicated database servers".[2]

“In short, the Advantage Database Server is a high-performance, low-maintenance, remote database server that
permits you to easily build and deploy client/server applications and web-based applications”.[3]

Uses
Advantage Database Server is most popular among application developers as a client/server backend solution for
shared, networked, standalone, mobile and Internet database applications. ADS is unique among other database
offerings because it provides both ISAM table-based and SQL based data access.

Features
•• Replication
•• Online Backup
•• ISAM access (Navigational Access)
• SQL-92 compliant
•• SQL Query Optimizer
•• User Defined Functions
•• Triggers
•• Stored Procedures
•• Views
•• Server Side Aliases
•• Encrypted indexes and communications
•• DBF tables and memos greater than 4 gigabytes
•• Transactions
•• Events / Notifications
•• 64-bit support
•• Full Text Search
•• Multiple Processor support
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•• Small footprint
•• Odata Web Service
•• Native DBF data format support
•• Unicode Support

Programming Languages
• Popular development environments including CodeGear Delphi, CodeGear C++Builder, Microsoft Visual Basic,

Microsoft Visual C++, CA-Visual Objects, CA-Clipper and Microsoft Visual FoxPro.
• Supports standard interfaces such as ODBC, OLE DB, JDBC, PHP, and ADO.NET.

History
• August 1993 – Initially released as Advantage xBase server by Extended Systems.
• December 1995 – version 4.0 release, now called Advantage Database Server. This release included the first

ODBC driver.
• February 1997 – Advantage Internet Server released.
• April 2000 – Advantage ODBC driver with StreamlineSQL released.
• November 2005 – Advantage Database Server: The Official Guide published.[4]

• November 2005 – Extended Systems acquired by Sybase, rolled in to iAnywhere Solutions subsidiary.
• November 2008 – Advantage Database Server 9.1.
• June 2010 – Advantage Database Server 10.0
•• December 2010 - Advantage Database Server 10.1
• July 2012 – Advantage Database Server 11.0

References
[1] http:/ / www. advantagedatabase. com/
[2][2] Cary Jensen, Ph.D.Loy Anderson, Ph.D, Advantage Database Server: A Developer's Guide, February 5, 2007, 616 pages, AuthorHouse,

978-1425-7726-9
[3][3] Cary Jensen, Ph.D.Loy Anderson, Ph.D, Advantage Database Server: A Developer's Guide, February 5, 2007, page 7, AuthorHouse,

978-1425-7726-9
[4][4] Cary Jensen, Ph.D.Loy Anderson, Ph.D, Advantage Database Server: The Official Guide, October 29, 2003, 496 pages, McGraw-Hill

Osborne Media, 0-07-223084-1

External links
• Advantage Database Server website (http:/ / www. sybase. com/ products/ databasemanagement/

advantagedatabaseserver/ )
• iAnywhere website on Sybase.com (http:/ / www. sybase. com/ iAnyhwhere)
• Chris Franz's Advantage blog (http:/ / blog. advantageevangelist. com/ )
• Cary Jensen’s website (http:/ / www. jensendatasystems. com/ )
• Advantage Developer Zone (http:/ / devzone. advantagedatabase. com/ )
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Ingres (database)

Ingres

Ingres Corporation logo from 2007

Original author(s) University of California, Berkeley

Developer(s) Actian Corporation

Stable release Ingres Database 10 / October 12, 2010

Written in C

Operating system Cross-platform

Type RDBMS

License GNU General Public License or proprietary

Website www.actian.com [1]

Ingres Database (/ɪŋˈɡrɛs/ ing-GRESS) is a commercially supported, open-source SQL relational database
management system intended to support large commercial and government applications. Ingres Database is fully
open source with a global community of contributors. However, Actian Corporation controls the development of
Ingres and makes certified binaries available for download, as well as providing worldwide support.
Ingres began as a research project at the University of California, Berkeley, starting in the early 1970s and ending in
1985. The original code, like that from other projects at Berkeley, was available at minimal cost under a version of
the BSD license. Ingres spawned a number of commercial database applications, including Sybase, Microsoft SQL
Server, NonStop SQL and a number of others. Postgres (Post Ingres), a project which started in the mid-1980s, later
evolved into PostgreSQL.
Ingres is ACID and is fully transactional (including all DDL statements).
Ingres is part of the Lisog open-source stack initiative.

History
In 1973 when the System R project was getting started at IBM, the research team released a series of papers
describing the system they were building. Two scientists at Berkeley, Michael Stonebraker and Eugene Wong,
became interested in the concept after reading the papers, and started a relational database research project of their
own, named University INGRES.
They had already raised money for researching a geographic database system for Berkeley's economics group, which
they called Ingres, for INteractive Graphics REtrieval System. They decided to use this money to fund their
relational project instead, and used this as a seed for a new and much larger project. For further funding, Stonebraker
approached the DARPA, the obvious funding source for computing research and development at the time, but both
the DARPA and the Office of Naval Research (ONR) turned them down as they were already funding database
research elsewhere. Stonebraker then introduced his idea to other agencies, and, with help from his colleagues he
eventually obtained modest support from the NSF and three military agencies: the Air Force Office of Scientific
Research, the Army Research Office, and the Navy Electronic Systems Command.
Thus funded, Ingres was developed during the mid-1970s by a rotating team of students and staff. Ingres went 
through an evolution similar to that of System R, with an early prototype in 1974 followed by major revisions to 
make the code maintainable. Ingres was then disseminated to a small user community, and project members rewrote 
the prototype repeatedly to incorporate accumulated experience, feedback from users, and new ideas. The research
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projected ended in 1985. Ingres remained largely similar to IBM's System R in concept, but it was based on
"low-end" systems, namely Unix on DEC machines.

Commercialization
Unlike System R, the Ingres source code was available (on tape) for a modest fee. By 1980 some 1,000 copies had
been distributed, primarily to universities. Many students from U.C. Berkeley and other universities who used the
Ingres source code, worked on various commercial database software systems.
Berkeley students Jerry Held and later Karel Youseffi moved to Tandem Computers, where they built a system that
evolved into NonStop SQL. The Tandem database system was a re-implementation of the Ingres technology. It
evolved into a system that ran effectively on parallel computers; that is, it included functionality for distributed data,
distributed execution, and distributed transactions (the last being fairly difficult). Components of the system were
first released in the late 1970s. By 1989, the system could run queries in parallel and the product became fairly
famous for being one of the few systems that scales almost linearly with the number of processors in the machine:
adding a second CPU to an existing NonStop SQL server will almost exactly double its performance. Tandem was
later purchased by Compaq, which started a re-write in 2000, and now the product is at Hewlett-Packard.
In the early 1980s, Ingres competed head-to-head with Oracle. The two products were widely regarded as the leading
hardware-independent relational database implementations; they had comparable functionality, performance, market
share, and pricing, and many commentators considered Ingres to be a (perhaps marginally) superior product. From
around 1985, however, Ingres steadily lost market share. One reason was Oracle's aggressive marketing; another was
the increasing recognition of SQL as the preferred relational query language. Ingres originally had provided a
different language, Quel, and the conversion to SQL (delivered in Ingres version 6) took about three years, losing
valuable time in the race.
Robert Epstein, the chief programmer on the project while he was at Berkeley, formed Britton Lee, Inc. along with
other students from the Ingres Project, Paula Hawthorn and Michael Ubell; they were joined later by Eric Allman.
Later, Epstein founded Sybase. Sybase had been the #2 product (behind Oracle) for some time through the 1980s and
into the 1990s, before Informix came "out of nowhere" and took over in 1997. Sybase's product line had also been
licensed to Microsoft in 1992, who rebranded it as Microsoft SQL Server. This relationship soured in the late 1990s,
and today SQL Server outsells Sybase by a wide margin.
Several companies used the Ingres source code to produce products. The most successful was a company named
Relational Technology, Inc. (RTI), founded in 1980 by Stonebraker and Wong, and another Berkeley professor,
Lawrence A. Rowe. RTI was renamed Ingres Corporation in the late 1980s. The company converted the code to
DEC VAX/VMS, which was the commercial operating system for DEC VAX computers. They also developed a
collection of front-end tools for creating and manipulating databases (e.g., reporterwriters, forms entry and update,
etc.) and application development tools. Over time, much of the source was rewritten to add functionality (for
example, multiple-statement transactions, SQL, B-tree access method, date/time datatypes, etc.) and improve
performance (for example, compiled queries, multithreaded server). The company was purchased by ASK
Corporation in November 1990. The founders left the company over the next several months. In 1994, ASK/Ingres
was purchased by Computer Associates, who continued to offer Ingres under a variety of brand names (for example,
OpenIngres, Ingres II, or Advantage Ingres).
In 2004, Computer Associates released Ingres r3 under an open source license. The code includes the DBMS server
and utilities and the character-based front-end and application-development tools. In essence, the code has
everything except OpenROAD, the Windows 4GL GUI-based development environment. In November 2005,
Garnett & Helfrich Capital, in partnership with Computer Associates, created a new company called Ingres
Corporation, which provided support and services for Ingres, OpenROAD, and the connectivity products.
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Recent years
In February 2006, Ingres Corporation released Ingres 2006 under the GNU General Public Licence. Ingres 9.3 was
released on October 7, 2009. It was a limited release targeted at new application development on Linux and
Windows only.[2]

Ingres 10 was released on October 12, 2010, as a full release, supporting upgrade from earlier versions of the
product. It was available on 32-bit and 64-bit Linux, and 32-bit Microsoft Windows.
Open-source community initiatives with Ingres included:
Community Bundles – Alliances with other open-source providers and projects, such as Alfresco, JasperSoft,
Hibernate, Apache Tomcat, and Eclipse, enable Ingres to provide its platform and technology with other open-source
technologies.
Established by Ingres and Carleton University, a series of Open Source Boot Camps were held in 2008 to work with
other open-source communities and projects to introduce university and college students and staff to the concepts
and realities of open source.
Other involvement includes: Global Ingres University Alliances, Ingres Engineering Summit, Ingres Janitors Project
and several memberships in open-source initiatives.
Ingres Icebreaker is an appliance that combines the Ingres Database with the Linux operating system, enabling
people to simultaneously deploy and manage a database and operating system.
Ingres CAFÉ (Consolidated Application Foundation for Eclipse), created by a team of developers at Carleton
University, is an integrated environment that helps software architects accelerate and simplify Java application
development.[3]

Ingres Geospatial was community-based project to create industry-standards-compliant geospatial storage features in
the Ingres DBMS. In other words, for storing map data and providing powerful analysis functions within the
DBMS.[4]

In November 2010 Garnett & Helfrich Capital acquired the last 20% of equity in Ingres Corp that it did not already
own. On September 22, 2011, Ingres Corporation became Actian Corporation. It focused on Action Apps, which use
Ingres or Vectorwise RDBMS systems.

Postgres
The Postgres project was started to address limitations of existing database-management implementations of the
relational model. Primary among these was their inability to let the user define new domains (or "types") which are
combinations of simpler domains (see relational model for an explanation of the term "domain"). The project
explored other ideas including the incorporation of write-once media (e.g., optical disks), the use of massive storage
(e.g., never delete data), inferencing, and object-oriented data models. The implementation also experimented with
new interfaces between the database and application programs (e.g., "portals", which are sometimes referred to as
"fat cursors").
The resulting project, named "Postgres", aimed at introducing the minimum number of features needed to add
complete types support. These included the ability to define types, but also the ability to fully describe relationships
– which up until this time had been widely used but maintained entirely by the user. In Postgres, the database
"understood" relationships, and could retrieve information in related tables in a natural way using rules.
In the 1990s, Stonebraker started a new company to commercialize Postgres, under the name Illustra. The company
and technology were later purchased by Informix.
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Installation
Ingres may be installed as a Client Installation or as a Server Installation, the difference being that the Client has no
databases associated with it, but allows access to databases created in Server Installations.
A typical site would install Ingres Client Installations on its employees' PCs, and these would communicate with the
Ingres Server installations on the site's core computing facility.
Note that the expression "instance" is a synonym for "installation".
An installation can be viewed as a collection of server processes, shared memory and semaphores for interprocess
communication, as well as disk-based files used for transaction processing and (in the event of a failure of the host or
of the installation) for database recovery.

Installation identifier
An installation is often referred to by its installation identifier. This is a two-character case-sensitive identifier,
beginning with a letter. The default identifier is II. The installation identifier is used internally to compute what ports
the Ingres servers will listen on. For example "II" indicates that the servers will listen on port 21064 plus the 7 port
numbers after that.
Any host (machine or virtual machine) may have multiple Ingres installations on it, but each installation must use
unique identifiers to ensure that its clients and components communicate with the correct installation.
A single installation may use multiple installation identifiers. The classic example is when wishing to run more than
eight server processes. Furthermore, although Ingres database servers (iidbms) and Ingres communication servers
(iigcc) conventionally use the same installation identifier, there is no requirement to do so.

Installation paths
At the point of creating the installation, several critical paths need to be assigned. Once created, these cannot be
changed without re-installing, hence care should be taken in their choice.
These paths appear in the following table. Note that the 'II_' prefix does not indicate that these are for the 'II'
installation. Each installation, regardless of its identifier, will have its own set of these variables.

Name Purpose

II_SYSTEM The installations binaries, utilities, text files used for configuration etc. are kept under this path.

II_DATABASE The primary data location for the installation.

II_CHECKPOINT The location used when creating backups of the installations databases.

II_JOURNAL The transaction journaling location for the installations databases. Journals are used by the recovery system to provide
point-of-failure recovery. They may also be used for auditing purposes.

II_DUMP The location of the installations 'dump' files. These may be generated during a databases 'on-line' backup and are essential for
the databases recovery.

II_WORK Used to hold work files generated by the server when performing queries on the database.

http://en.wikipedia.org/w/index.php?title=Semaphore_%28programming%29
http://en.wikipedia.org/w/index.php?title=Database_recovery


Ingres (database) 662

Patching
The installation is created by a privileged user of the host (i.e. username "root"). However, the addition of software
patches to the installation is performed by the installation owner (typically the user: ingres).
In Ingres, software patches are cumulative and sequentially numbered. Hence installing patch N+1 will
automatically include all the additions by patch N.
To determine the current installation version and patch level, it is simply a matter of inspecting the text file:
II_SYSTEM/ingres/version.rel.
The text file "II_SYSTEM/ingres/version.dat" provides extra information on the date of installation.
Note that both files are cumulative, and the top entry is the current version and patch.

Databases
An Ingres installation (or instance) may support many databases, each being owned by any user known to the
installation. The installation will allow many databases to be available concurrently. The number available is a
configurable quantity. Note this simply restricts the number of databases available at any instant, and many more
databases may be created.
On creation of an Ingres Server installation, the databases named "iidbdb" and "imadb" are created. These databases
are owned by the user "$ingres". The database iidbdb is also known as the "Master Catalog database", and it contains
many tables specific to the management of the installation itself. The database imadb is the Ingres Management
Architecture database, and it also contains many registered objects useful for management of the installation.
Of particular note is that databases do not need to be "pre-sized". Each database in the installation is permitted to
grow as large as the available disk space will permit.

Multiple data locations
Each database may be created on any data location known to the installation. If no data location is specified, then the
primary data location indicated by the installation default of II_DATABASE is assumed. Once created, the database
may then be extended to use any (or all) of the other data locations known to the installation.
A database with multiple locations has the advantage of allowing parallel backups, and hence it can potentially
reduce the backup time.

Public or private
Databases may be marked as public or private, at the point of creation, or afterwards. A public database is accessible
to all known Ingres users in the installation – unless they have been specifically denied access. A private database is
accessible only to specified permitted users, groups and roles.

Unicode
A database may be created with a specific Unicode collation. This attribute can also be added after creation. Ingres
supports the Unicode collation algorithm; optional Unicode support allows Ingres to minimize its resource
requirements.
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Distributed databases
Ingres provides a distributed database system via the IngresSTAR server.
A database must be created as distributed by suffixing the database name with the "/star" service class. Once they
have been created, the tables, views and procedures from other databases may be registered within the distributed
database. The distributed database may also have its own tables, views and procedures.
The IngresNET server allows the source databases to be on any other Ingres installation as well as on the installation
which holds the distributed database. The IngresBRIDGE server allows the source databases to be non-Ingres
databases as well.
User access to the distributed database is exactly as per regular databases. User grants to the registered tables and
views are determined by the database from which they are registered.
Queries may then be run across the tables as per normal, although there are some restrictions on query types.
Furthermore a user transparent two-phase commit is inbuilt to the system.

Database objects

Catalogs
Regardless of ownership, each database is created with a set of tables and views owned by the user "$ingres". These
are referred to as catalogs and are used to control many aspects of the databases interaction with the world.
The Master Catalog Database "iidbdb" has a specific set of catalogs which will not be loaded into any other database.
Catalogs are publicly readable, but cannot be altered by anyone other than a privileged user.

Tables
The database owner and permitted users are allowed to create tables as they wish, within the database and may share
access to these as they wish. Note that regardless of the database access mode (public/private), a table is private until
the owner of the table grants other users some access to it.
Tables are not "pre-sized" at the point of creation. Ingres makes no restrictions and will allow any table to grow as
far as disk space permits.
The same table name may be used by multiple table owners. When a distinction needs to be made in the application
code, it may specify the full schema name of "table_owner.table_name". If the schema has not been specified, then
the system will check to see if the current user has a table of this name, and if not, it will then check if the database
owner has a table of this name.
Ingres supports four table types, and has compressed subtypes available for each. These types are: Heap, Hash,
ISAM (indexed sequential), B-tree (binary tree). The Heap type is unstructured; all others are structured tables where
a "Primary Key" is designated. These table types allow tables to be tailored to suit the needs of queries and
considerably improve query performance.
The table type dictates the way in which data is stored within the table, and the tables response to insert, update,
delete or select requests. The frequency of such activity dictates the occasional maintenance requirement of
restructuring the table to ensure optimum query response.
A table may be located on any of the data locations that the database has been permitted to use. The table may be
spread across multiple locations -a feature of particular use for large tables and for parallel backups. Ingres will
attempt to spread the data evenly across all locations the table is permitted to use.
A table is composed of pages. The data and the keying details for the table structure are all stored on these pages.
Each table is permitted to grow to approx. 8.4 million pages. All the pages for the table are of a fixed size, specified
at creation or when last restructured. The six available page sizes are: 2K, 4K, 8K, 16K, 32K, 64K. The installation
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must be configured to support the chosen size. Typically an installation defaults to provide 2K, 4K and 8K pages.
Once a table has been created with a specific size, it may be subsequently restructured to a different page size. The
correct choice of page size for a table can be beneficial in allowing both increased size in the table and in allowing
the possibility of row-level locking (available on page sizes of 4K and above).
Each page may hold a maximum of 512 rows of data. No row may span a page. A certain amount of each page is
reserved for system purposes, hence the entire space is not available to data. For example, a 2K page has only 2,008
bytes (of the total 2,048) available for data.
If larger tables are required, the table may be partitioned. Each partition of the table is effectively a separate table,
and each may grow to 8.4 million pages. The set of partitions then makes a logical table, completely transparently to
the users accessing the table. The partitions may also be partitioned, effectively providing a limitless table size. This
feature allows Ingres databases to seamlessly grow from a few megabytes to several terabytes.

Indexes
Each table may have zero, one or more indexes created upon it. An index may be of any structured type i.e. HASH,
ISAM or B-TREE. The addition of a secondary index on the table can give improved access to the table data for
specific queries.
Indexes may be queried directly. In most respects, they behave just like tables. An index may be created with a
different page size to its base table.
Both primary key and secondary-index keys may be designated as unique or non-unique.

Temporary tables
Ingres supports the creation of "lightweight" or temporary tables, which exist purely for the lifetime of the connected
session which creates them. These tables can be structured as per regular tables, but may not be shared. The
temporary table exists within the server, until it grows too large, at which point its details will be transparently
written to a disk. If this occurs, the details will be removed as soon as the session disconnects.
They are useful in holding temporary data for reports and for simplifying complicated queries.

Views
A view is a logical object with no physical disk presence other than its definition. A view is like a predefined select
query on one or more tables or other views. A view may be treated like any table, but cannot have an index or
structure imposed upon it.

Constraints
Ingres supports the following table constraints, as well as propagation constraint and ON UPDATE CASCADE on
foreign keys.
•• Check Constraint, where a column value is mandated to be a specific value or within a range of values on the

basis of a simple calculation.
•• Unique Constraint, where a column value will have uniqueness enforced.
•• Foreign Key Constraint, where a column value must exist in another table.
•• Primary Key Constraint, where nominated columns within the table are grouped into a unique primary key. This

is an adjunct to the normal Ingres Primary Key which may be defined upon the table.
Most of these constraints require a secondary index to perform their function. If such an index is not nominated, then
Ingres will automatically create an appropriate index on the table.
Constraints may be created when the table is created, or added afterwards.
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Database procedures
A Database Procedure (DBP) is a named routine consisting of SQL and procedural statements that is stored in the
database, close to the data. When a DBP is created, Ingres optimizes and compiles the procedure and caches the
generated code. The database procedure can then be invoked directly from a client application program or from
another database procedure, or it can be triggered by a rule (see below).
Most of the usual SQL statements are available, supplemented by procedural code features, such as variable creation
and assignment, flow of control and event and error-control statements.
Some advantages of Database Procedures
• Performance: The DBP code typically only needs to be compiled once by Ingres and a DBP can reduce the data

traffic between an application and Ingres by performing calculations in situ.
• Integrity: Similarly to "getter" and "setter" methods, DBPs can be used to control access to the tables. Users can

also program Ingres to execute a DBP when a table undergoes a specific change.
• Security: DBPs can be used to restrict the operations available to the tables. The SQL GRANT statement can be

used to provide execute permission for a DBP accessing the tables, even though the tables provide no access
permission.

• Control: DBPs can be used as a central place to maintain the data manipulation logic used by a whole variety of
applications. In this way the DBP logic can be updated without needing to change each application (the DBP
signature/contract must be maintained), and it is even possible to update a DBP on a live system (if careful).

• Portability: An Ingres DBP will work unchanged in any Ingres DBMS regardless of the underlying operating
system or platform.

Database rules
Database Rules may be created on tables, also called "triggers". Rules are typically used to enforce integrity checks
which would be too complicated for simple constraints. However, they may be employed to perform other tasks,
such as raise events, etc.
Rules are triggered before or after nominated action(s) on the associated table. Note that older versions of Ingres
allowed only after rules to be defined. There is no restriction on the number of rules a table may have. If an action
causes multiple rules to fire, then the order of firing is undefined.
The rules will cause an associated database procedure to be executed. That procedure is referred to as a Rules Fired
Procedure or RFP. In most respects RFPs and DEPs are similar in capability, however there are some restrictions on
the RFPs:
•• They must not return a value or rows.
•• They cannot take a temporary table as a parameter.
• They may not issue either the commit or rollback statement.
• If the rule is triggered by a before action then it may not directly perform insert, update or delete activity on the

database. It is believed that this restriction may be removed in a future release. In the mean time a work-around is
for the RFP to call another procedure to perform any required insert, update or delete activity.

There are also differences in the effects of errors being raised by RFPs and DEPs. In an RFP, raising an error will
cause the procedure to stop, all statements executed by the procedure will be rolled back and the statement which
caused the rule to fire will also be rolled back.
Parameters to an RFP may be passed by value or reference. For example before fired rules may use a parameter
passed by reference to install a desired value in a column of the row of data which initially caused the rule to be
fired.
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Data types
Ingres supports the conventional data types such as:
•• integers (1 byte, 2 byte, 4 byte and 8 byte)
•• floats (4 byte, 8 byte)
•• fixed precision numbers (numeric/decimal)
•• characters (fixed and variable length)
•• binary (fixed and variable length)
•• dates and times (ANSI date, time, and timestamp)
Ingres supports user defined types though the Object Management Extension
•• You can use a user-defined data type in any context in which you can use a standard Ingres data type
•• You can use user-defined SQL functions in queries to manipulate both user-defined data types
•• To support new data types and functions, you can add new capabilities to existing SQL comparison and arithmetic

operators.
Ingres supports Unicode with types:
•• nchar
•• nvarchar
Ingres supports large objects with:
•• long varchar
•• long byte
Ingres supports proprietary types such as:
•• ingres date
•• money
Ingres supports geospatial data types (version 10S and later):
•• point, multipoint
•• linestring, multilinestring
•• polygon, multipolygon
•• geometry, geometrycollection

Backup and recovery

Journaling
Ingres is a fully transactional DBMS. These transactions may be recorded as journals associated with the database
under the II_JOURNAL path. The journals created by the DBMS may then be examined as part of auditing activity
or used in a database recovery.
To enable journaling on a database is a two step process. Namely:
• Enable journaling on the database as a whole. This is done by specifying the "+j" flag to the ckpdb command.
•• Nominate tables within the database for journaling. Note that indexes do not need to be nominated, views cannot

be journaled.
Note that the configuration of the Ingres DBMS allows for the new tables to be automatically journal-enabled via the
default journaling parameter. Some care should be taken with this facility as not all tables should be journaled. For
example, a work table which is constantly emptied and refreshed should not be journaled as it places extra data in the
journal system, data which are generally irrelevant to auditing and not required for database recovery.
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A table's journaling status may be easily altered. However if journaling is enabled on the table the journaling will not
commence until after the next occasion the database is backed up using the ckpdb command. If the table is created
journal-enabled, the journaling will commence immediately. If journaling is disabled the effect is also immediate.
To examine the journals for a database in a human readable form is simply a matter of using the auditdb command.
The command is option-rich and has many features for auditing transactions committed within a given time frame,
by specified users on a nominated set of tables, etc. The command has other options which can be used as part of an
audit trail recovery for a database.

Backup
The principal backup utility provided in the dbms is the command: ckpdb

Ingres backups may be taken On-line where some user activity is permitted on the database, or Off-line where no
user activity is permitted on the database. During On-line checkpoints users may still select, insert, update or delete
from the database but are not permitted to drop tables, modify existing structures or other DDL statements.
Backups will capture the entire database by default, however the ckpdb command may be directed to restrict itself to
specific tables.
This ckpdb utility would typically create a tar file snapshot of the database. These snapshots are referred to as
checkpoints. The files created are stored in the databases II_CHECKPOINT location. To allow for changes being
made to the databases tables during the lifetime of the backup, the system will also create dump files. These reflect
the changes being made and are used to ensure the database will be restored to a consistent state as at the start of the
checkpoint if a database recovery is required. The dump files created are stored in the databases II_DUMP area.
A databases backup history may be examined using the infodb command. It will print a human readable summary of
the databases backup history ... as well as other datum. For example infodb iidbdb would generate the backup history
of the master catalog database iidbdb.
Other archiving tools may be used. More recent versions of ingres also provide a cpio-based version. Furthermore,
some customisation of the backup is achievable by editing the Checkpoint template file. A typical user customisation
is to direct tar to use compression.
Multiple template files may be created and a specific one selected by pointing to it with the environment variable
II_CKTMPL_FILE. The default template file is: II_SYSTEM/ingres/files/cktmpl.def.
The alternatives to ckpdb are the utilities: copydb or unloaddb. These provide static snapshots only. If these utilities
are used, care should be taken to ensure the correct representation of floating point numbers and dates.
It is not a good idea to back up an Ingres database with an OS dump of the database's data areas.

Recovery
The principal means of recovering an Ingres database from a checkpoint is the utility: "rollforwarddb".
By default rollforwarddb will restore the database from its most recent valid backup and then apply all the databases
journals and thus restore the database as completely as possible. Furthermore, the command is option rich, and it
may be directed to:
•• use an older checkpoint,
•• not apply journals,
• apply journals up to a specified end time. The time ensuring all transaction committed at or before this time are

restored.
• apply journals from a specified begin time. The time ensuring that all transactions committed on or after this time

are restored. This is a rarely employed option.
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Note that for time-based recoveries the critical feature is when the transaction was committed, not when it was
started. If it becomes necessary to see what transactions will be included in the recovery the time parameters can be
used in the auditdb utility. That utility will display the included transactions and their details.
Customisation of the rollforwarddb utility may also be performed by editing the checkpoint template file. For
example, if the checkpoints were compressed the rollforwarddb command will need a customisation installed to
allow it to process the compressed tar file.
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Normal Form

Data redundancy
Data redundancy occurs in database systems which have a field that is repeated in two or more tables. For instance,
when customer data is duplicated and attached with each product bought then redundancy of data is a known source
of inconsistency, since customer might appear with different values for given attribute. Data redundancy leads to
data anomalies and corruption and generally should be avoided by design. Database normalization prevents
redundancy and makes the best possible usage of storage. Proper use of foreign keys can minimize data redundancy
and chance of destructive anomalies. However, concerns of efficiency and convenience can sometimes result in
redundant data design despite the risk of corrupting the data.

Notes and references

Database normalization
Database normalization is the process of organizing the fields and tables of a relational database to minimize
redundancy and dependency. Normalization usually involves dividing large tables into smaller (and less redundant)
tables and defining relationships between them. The objective is to isolate data so that additions, deletions, and
modifications of a field can be made in just one table and then propagated through the rest of the database using the
defined relationships.
Edgar F. Codd, the inventor of the relational model, introduced the concept of normalization and what we now know
as the First Normal Form (1NF) in 1970. Codd went on to define the Second Normal Form (2NF) and Third Normal
Form (3NF) in 1971,[1] and Codd and Raymond F. Boyce defined the Boyce-Codd Normal Form (BCNF) in 1974.[2]

Informally, a relational database table is often described as "normalized" if it is in the Third Normal Form.[3] Most
3NF tables are free of insertion, update, and deletion anomalies.
A standard piece of database design guidance is that the designer should first create a fully normalized design; then
selective denormalization can be performed for performance reasons.[4]

Objectives
A basic objective of the first normal form defined by Edgar Frank "Ted" Codd in 1970 was to permit data to be
queried and manipulated using a "universal data sub-language" grounded in first-order logic.[5] (SQL is an example
of such a data sub-language, albeit one that Codd regarded as seriously flawed.)[6]

The objectives of normalization beyond 1NF (First Normal Form) were stated as follows by Codd:
1. To free the collection of relations from undesirable insertion, update and deletion dependencies;
2. To reduce the need for restructuring the collection of relations, as new types of data are introduced,
and thus increase the life span of application programs;
3. To make the relational model more informative to users;
4. To make the collection of relations neutral to the query statistics, where these statistics are liable to
change as time goes by.

http://en.wikipedia.org/w/index.php?title=Table_%28information%29
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— E.F. Codd, "Further Normalization of the Data Base Relational Model"[7]

The sections below give details of each of these objectives.

Free the database of modification anomalies

An update anomaly. Employee 519 is shown as having different addresses
on different records.

An insertion anomaly. Until the new faculty member, Dr. Newsome, is
assigned to teach at least one course, his details cannot be recorded.

A deletion anomaly. All information about Dr. Giddens is lost if he
temporarily ceases to be assigned to any courses.

When an attempt is made to modify (update,
insert into, or delete from) a table, undesired
side-effects may follow. Not all tables can suffer
from these side-effects; rather, the side-effects
can only arise in tables that have not been
sufficiently normalized. An insufficiently
normalized table might have one or more of the
following characteristics:
• The same information can be expressed on

multiple rows; therefore updates to the table
may result in logical inconsistencies. For
example, each record in an "Employees'
Skills" table might contain an Employee ID,
Employee Address, and Skill; thus a change
of address for a particular employee will
potentially need to be applied to multiple
records (one for each skill). If the update is
not carried through successfully—if, that is,
the employee's address is updated on some
records but not others—then the table is left
in an inconsistent state. Specifically, the table
provides conflicting answers to the question
of what this particular employee's address is.
This phenomenon is known as an update
anomaly.

• There are circumstances in which certain
facts cannot be recorded at all. For example,
each record in a "Faculty and Their Courses"
table might contain a Faculty ID, Faculty
Name, Faculty Hire Date, and Course
Code—thus we can record the details of any
faculty member who teaches at least one
course, but we cannot record the details of a
newly hired faculty member who has not yet been assigned to teach any courses except by setting the Course
Code to null. This phenomenon is known as an insertion anomaly.

• Under certain circumstances, deletion of data representing certain facts necessitates deletion of data representing
completely different facts. The "Faculty and Their Courses" table described in the previous example suffers from
this type of anomaly, for if a faculty member temporarily ceases to be assigned to any courses, we must delete the
last of the records on which that faculty member appears, effectively also deleting the faculty member. This
phenomenon is known as a deletion anomaly.

http://en.wikipedia.org/w/index.php?title=File%3AUpdate_anomaly.svg
http://en.wikipedia.org/w/index.php?title=File%3AInsertion_anomaly.svg
http://en.wikipedia.org/w/index.php?title=File%3ADeletion_anomaly.svg
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Minimize redesign when extending the database structure
When a fully normalized database structure is extended to allow it to accommodate new types of data, the
pre-existing aspects of the database structure can remain largely or entirely unchanged. As a result, applications
interacting with the database are minimally affected.

Make the data model more informative to users
Normalized tables, and the relationship between one normalized table and another, mirror real-world concepts and
their interrelationships.

Avoid bias towards any particular pattern of querying
Normalized tables are suitable for general-purpose querying. This means any queries against these tables, including
future queries whose details cannot be anticipated, are supported. In contrast, tables that are not normalized lend
themselves to some types of queries, but not others.
For example, consider an online bookseller whose customers maintain wishlists of books they'd like to have. For the
obvious, anticipated query—what books does this customer want?—it's enough to store the customer's wishlist in the
table as, say, a homogeneous string of authors and titles.
With this design, though, the database can answer only that one single query. It cannot by itself answer interesting
but unanticipated queries: What is the most-wished-for book? Which customers are interested in WWII espionage?
How does Lord Byron stack up against his contemporary poets? Answers to these questions must come from special
adaptive tools completely separate from the database. One tool might be software written especially to handle such
queries. This special adaptive software has just one single purpose: in effect to normalize the non-normalized field.
Unforeseen queries can be answered trivially, and entirely within the database framework, with a normalized table.

Example
Querying and manipulating the data within a data structure which is not normalized, such as the following non-1NF
representation of customers' credit card transactions, involves more complexity than is really necessary:
Customer Jones Wilkinson Stevens Transactions

Tr. ID Date Amount

12890 14-Oct-2003 −87

12904 15-Oct-2003 −50

Tr. ID Date Amount

12898 14-Oct-2003 −21
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Tr. ID Date Amount

12907 15-Oct-2003 −18

14920 20-Nov-2003 −70

15003 27-Nov-2003 −60

To each customer corresponds a repeating group of transactions. The automated evaluation of any query relating to
customers' transactions therefore would broadly involve two stages:
1.1. Unpacking one or more customers' groups of transactions allowing the individual transactions in a group to be

examined, and
2.2. Deriving a query result based on the results of the first stage
For example, in order to find out the monetary sum of all transactions that occurred in October 2003 for all
customers, the system would have to know that it must first unpack the Transactions group of each customer, then
sum the Amounts of all transactions thus obtained where the Date of the transaction falls in October 2003.
One of Codd's important insights was that this structural complexity could always be removed completely, leading to
much greater power and flexibility in the way queries could be formulated (by users and applications) and evaluated
(by the DBMS). The normalized equivalent of the structure above would look like this:

Customer Tr. ID Date Amount

Jones 12890 14-Oct-2003 −87

Jones 12904 15-Oct-2003 −50

Wilkins 12898 14-Oct-2003 −21

Stevens 12907 15-Oct-2003 −18

Stevens 14920 20-Nov-2003 −70

Stevens 15003 27-Nov-2003 −60

Now each row represents an individual credit card transaction, and the DBMS can obtain the answer of interest,
simply by finding all rows with a Date falling in October, and summing their Amounts. The data structure places all
of the values on an equal footing, exposing each to the DBMS directly, so each can potentially participate directly in
queries; whereas in the previous situation some values were embedded in lower-level structures that had to be
handled specially. Accordingly, the normalized design lends itself to general-purpose query processing, whereas the
unnormalized design does not.

Background to normalization: definitions
Functional dependency

In a given table, an attribute Y is said to have a functional dependency on a set of attributes X (written X → Y)
if and only if each X value is associated with precisely one Y value. For example, in an "Employee" table that
includes the attributes "Employee ID" and "Employee Date of Birth", the functional dependency {Employee
ID} → {Employee Date of Birth} would hold. It follows from the previous two sentences that each
{Employee ID} is associated with precisely one {Employee Date of Birth}.

Full functional dependency
An attribute is fully functionally dependent on a set of attributes X if it is:

•• functionally dependent on X, and
• not functionally dependent on any proper subset of X. {Employee Address} has a functional dependency on 

{Employee ID, Skill}, but not a full functional dependency, because it is also dependent on {Employee

http://en.wikipedia.org/w/index.php?title=User_%28computing%29
http://en.wikipedia.org/w/index.php?title=Application_software
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ID}.Even by the removal of {Skill} functional dependency still holds between {Employee Address} and
{Employee ID}.

Transitive dependency
A transitive dependency is an indirect functional dependency, one in which X→Z only by virtue of X→Y and
Y→Z.

Trivial functional dependency
A trivial functional dependency is a functional dependency of an attribute on a superset of itself. {Employee
ID, Employee Address} → {Employee Address} is trivial, as is {Employee Address} → {Employee
Address}.

Multivalued dependency
A multivalued dependency is a constraint according to which the presence of certain rows in a table implies
the presence of certain other rows.

Join dependency
A table T is subject to a join dependency if T can always be recreated by joining multiple tables each having a
subset of the attributes of T.

Superkey
A superkey is a combination of attributes that can be used to uniquely identify a database record. A table
might have many superkeys.

Candidate key
A candidate key is a special subset of superkeys that do not have any extraneous information in them: it is a
minimal superkey.
Example:

A table with the fields <Name>, <Age>, <SSN> and <Phone Extension> has many possible superkeys.
Three of these are <SSN>, <Phone Extension, Name> and <SSN, Name>. Of those, only <SSN> is a
candidate key as the others contain information not necessary to uniquely identify records ('SSN' here
refers to Social Security Number, which is unique to each person).

Non-prime attribute
A non-prime attribute is an attribute that does not occur in any candidate key. Employee Address would be a
non-prime attribute in the "Employees' Skills" table.

Prime attribute
A prime attribute, conversely, is an attribute that does occur in some candidate key.

Primary key
One candidate key in a relation may be designated the primary key. While that may be a common practice (or
even a required one in some environments), it is strictly notational and has no bearing on normalization. With
respect to normalization, all candidate keys have equal standing and are treated the same.

Normal forms
The normal forms (abbrev. NF) of relational database theory provide criteria for determining a table's degree of
immunity against logical inconsistencies and anomalies. The higher the normal form applicable to a table, the less
vulnerable it is. Each table has a "highest normal form" (HNF): by definition, a table always meets the
requirements of its HNF and of all normal forms lower than its HNF; also by definition, a table fails to meet the
requirements of any normal form higher than its HNF.

http://en.wikipedia.org/w/index.php?title=Primary_key
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The normal forms are applicable to individual tables; to say that an entire database is in normal form n is to say that
all of its tables are in normal form n.
Newcomers to database design sometimes suppose that normalization proceeds in an iterative fashion, i.e. a 1NF
design is first normalized to 2NF, then to 3NF, and so on. This is not an accurate description of how normalization
typically works. A sensibly designed table is likely to be in 3NF on the first attempt; furthermore, if it is 3NF, it is
overwhelmingly likely to have an HNF of 5NF. Achieving the "higher" normal forms (above 3NF) does not usually
require an extra expenditure of effort on the part of the designer, because 3NF tables usually need no modification to
meet the requirements of these higher normal forms.
The main normal forms are summarized below.

Normal form Defined by In Brief definition

1NF First normal form Two versions: E.F.
Codd (1970), C.J.
Date (2003)

1970 and
2003[8]

A relation is in first normal form if the domain of each attribute contains only
atomic values, and the value of each attribute contains only a single value from
that domain.

2NF Second normal
form

E.F. Codd 1971 No non-prime attribute in the table is functionally dependent on a proper subset of
any candidate key

3NF Third normal
form

Two versions: E.F.
Codd (1971), C.
Zaniolo (1982)

1971 and
1982[9]

Every non-prime attribute is non-transitively dependent on every candidate key in
the table. The attributes that do not contribute to the description of the primary
key are removed from the table. In other words, no transitive dependency is
allowed.

EKNF Elementary Key
Normal Form

C. Zaniolo 1982 Every non-trivial functional dependency in the table is either the dependency of
an elementary key attribute or a dependency on a superkey

BCNF Boyce–Codd
normal form

Raymond F. Boyce
and E.F. Codd

1974[10] Every non-trivial functional dependency in the table is a dependency on a
superkey

4NF Fourth normal
form

Ronald Fagin 1977 Every non-trivial multivalued dependency in the table is a dependency on a
superkey

5NF Fifth normal form Ronald Fagin 1979[11] Every non-trivial join dependency in the table is implied by the superkeys of the
table

DKNF Domain/key
normal form

Ronald Fagin 1981[12] Every constraint on the table is a logical consequence of the table's domain
constraints and key constraints

6NF Sixth normal
form

C.J. Date, Hugh
Darwen, and Nikos
Lorentzos

2002[13] Table features no non-trivial join dependencies at all (with reference to
generalized join operator)

Denormalization
Databases intended for online transaction processing (OLTP) are typically more normalized than databases intended
for online analytical processing (OLAP). OLTP applications are characterized by a high volume of small
transactions such as updating a sales record at a supermarket checkout counter. The expectation is that each
transaction will leave the database in a consistent state. By contrast, databases intended for OLAP operations are
primarily "read mostly" databases. OLAP applications tend to extract historical data that has accumulated over a
long period of time. For such databases, redundant or "denormalized" data may facilitate business intelligence
applications. Specifically, dimensional tables in a star schema often contain denormalized data. The denormalized or
redundant data must be carefully controlled during extract, transform, load (ETL) processing, and users should not
be permitted to see the data until it is in a consistent state. The normalized alternative to the star schema is the
snowflake schema. In many cases, the need for denormalization has waned as computers and RDBMS software have
become more powerful, but since data volumes have generally increased along with hardware and software
performance, OLAP databases often still use denormalized schemas.
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Denormalization is also used to improve performance on smaller computers as in computerized cash-registers and
mobile devices, since these may use the data for look-up only (e.g. price lookups). Denormalization may also be
used when no RDBMS exists for a platform (such as Palm), or no changes are to be made to the data and a swift
response is crucial.

Non-first normal form (NF² or N1NF)
Denormalization is the opposite of normalization. In recognition that denormalization can be deliberate and useful,
the non-first normal form is a definition of database designs which do not conform to first normal form, by allowing
"sets and sets of sets to be attribute domains" (Schek 1982). The languages used to query and manipulate data in the
model must be extended accordingly to support such values.
One way of looking at this is to consider such structured values as being specialized types of values (domains), with
their own domain-specific languages. However, what is usually meant by non-1NF models is the approach in which
the relational model and the languages used to query it are extended with a general mechanism for such structure; for
instance, the nested relational model supports the use of relations as domain values, by adding two additional
operators (nest and unnest) to the relational algebra that can create and flatten nested relations, respectively.
Consider the following table:

First Normal Form

Person Favourite Colour

Bob blue

Bob red

Jane green

Jane yellow

Jane red

Assume a person has several favourite colours. Obviously, favourite colours consist of a set of colours modeled by
the given table. To transform a 1NF into an NF² table a "nest" operator is required which extends the relational
algebra of the higher normal forms. Applying the "nest" operator to the 1NF table yields the following NF² table:

Non-First Normal Form

Person Favourite Colours

Bob
Favourite Colour

blue

red

Jane
Favourite Colour

green

yellow

red

To transform this NF² table back into a 1NF an "unnest" operator is required which extends the relational algebra of
the higher normal forms. The unnest, in this case, would make "colours" into its own table.

http://en.wikipedia.org/w/index.php?title=Nested_relational_model
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Although "unnest" is the mathematical inverse to "nest", the operator "nest" is not always the mathematical inverse
of "unnest". Another constraint required is for the operators to be bijective, which is covered by the Partitioned
Normal Form (PNF).
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External links
• Database Normalization Basics (http:/ / databases. about. com/ od/ specificproducts/ a/ normalization. htm) by

Mike Chapple (About.com)
• Database Normalization Intro (http:/ / www. databasejournal. com/ sqletc/ article. php/ 1428511), Part 2 (http:/ /

www. databasejournal. com/ sqletc/ article. php/ 26861_1474411_1)
• An Introduction to Database Normalization (http:/ / mikehillyer. com/ articles/

an-introduction-to-database-normalization/ ) by Mike Hillyer.
• A tutorial on the first 3 normal forms (http:/ / phlonx. com/ resources/ nf3/ ) by Fred Coulson
• DB Normalization Examples (http:/ / www. dbnormalization. com/ )
• Description of the database normalization basics (http:/ / support. microsoft. com/ kb/ 283878) by Microsoft
• Database Normalization and Design Techniques (http:/ / www. barrywise. com/ 2008/ 01/

database-normalization-and-design-techniques/ ) by Barry Wise, recommended reading for the Harvard MIS.
• A Simple Guide to Five Normal Forms in Relational Database Theory (http:/ / www. bkent. net/ Doc/ simple5.

htm)

Functional dependency
In relational database theory, a functional dependency is a constraint between two sets of attributes in a relation
from a database.
Given a relation R, a set of attributes X in R is said to functionally determine another set of attributes Y, also in R,
(written X → Y) if, and only if, each X value is associated with precisely one Y value; R is then said to satisfy the
functional dependency X → Y. Equivalently, the projection is a function, i.e. Y is a function of X. In simple
words, if the values for the X attributes are known (say they are x), then the values for the Y attributes corresponding
to x can be determined by looking them up in any tuple of R containing x. Customarily X is called the determinant set
and Y the dependent set. A functional dependency FD: X → Y is called trivial if Y is a subset of X.
The determination of functional dependencies is an important part of designing databases in the relational model, and
in database normalization and denormalization. A simple application of functional dependencies is Heath’s
theorem; it says that a relation R over an attribute set U and satisfying a functional dependency X → Y can be safely
split in two relations having the lossless-join decomposition property, namely into 
where Z = U − XY are the rest of the attributes. (Unions of attribute sets are customarily denoted by mere
juxtapositions in database theory.) An important notion in this context is a candidate key, defined as a minimal set of
attributes that functionally determine all of the attributes in a relation. The functional dependencies, along with the
attribute domains, are selected so as to generate constraints that would exclude as much data inappropriate to the user
domain from the system as possible.
A notion of logical implication is defined for functional dependencies in the following way: a set of functional
dependencies logically implies another set of dependencies , if any relation R satisfying all dependencies from

also satisfies all dependencies from ; this is usually written . The notion of logical implication for
functional dependencies admits a sound and complete finite axiomatization, known as Armstrong's axioms.
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Examples

Cars
Suppose one is designing a system to track vehicles and the capacity of their engines. Each vehicle has a unique
vehicle identification number (VIN). One would write VIN → EngineCapacity because it would be inappropriate
for a vehicle's engine to have more than one capacity. (Assuming, in this case, that vehicles only have one engine.)
However, EngineCapacity → VIN, is incorrect because there could be many vehicles with the same engine capacity.
This functional dependency may suggest that the attribute EngineCapacity be placed in a relation with candidate key
VIN. However, that may not always be appropriate. For example, if that functional dependency occurs as a result of
the transitive functional dependencies VIN → VehicleModel and VehicleModel → EngineCapacity then that would
not result in a normalized relation.

Lectures
This example illustrates the concept of functional dependency. The situation modelled is that of college students
visiting one or more lectures in each of which they are assigned a teaching assistant (TA). Let's further assume that
every student is in some semester and is identified by a unique integer ID.

StudentID Semester Lecture TA

1234 6 Numerical Methods Azhar

2380 4 Numerical Methods Peter

1234 6 Visual Computing Ahmed

1201 4 Numerical Methods Peter

1201 4 Physics II Simone

We notice that whenever two rows in this table feature the same StudentID, they also necessarily have the same
Semester values. This basic fact can be expressed by a functional dependency:
• StudentID → Semester.
Other nontrivial functional dependencies can be identified, for example:
• {StudentID, Lecture} → TA
• {StudentID, Lecture} → {TA, Semester}
The latter expresses the fact that the set {StudentID, Lecture} is a superkey of the relation.

Properties and axiomatization of functional dependencies
Given that X, Y, and Z are sets of attributes in a relation R, one can derive several properties of functional
dependencies. Among the most important are the following, usually called Armstrong's axioms:
• Reflexivity: If Y is a subset of X, then X → Y
• Augmentation: If X → Y, then XZ → YZ
• Transitivity: If X → Y and Y → Z, then X → Z
"Reflexivity" can be weakened to just , i.e. it is an actual axiom, where the other two are proper inference
rules, more precisely giving rise to the following rules of syntactic consequence:[1]

.
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These three rules are a sound and complete axiomatization of functional dependencies. This axiomatization is
sometimes described as finite because the number of inference rules is finite, with the caveat that the axiom and rules
of inference are all schemata, meaning that the X, Y and Z range over all ground terms (attribute sets).
From these rules, we can derive these secondary rules:
• Union: If X → Y and X → Z, then X → YZ
• Decomposition: If X → YZ, then X → Y and X → Z
• Pseudotransitivity: If X → Y and WY → Z, then WX → Z
The union and decomposition rules can be combined in a logical equivalence stating that X → YZ, holds iff X → Y
and X → Z. This is sometimes called the splitting/combining rule.
Another rule that is sometimes handy is:
• Composition: If X → Y and Z → W, then XZ → YW

Equivalent sets of functional dependencies are called covers of each other. Every set of functional dependencies has
a canonical cover.

Applications to normalization

Heath's theorem
An important property (yielding an immediate application) of functional dependencies is that if R is a relation with
columns named from some set of attributes U and R satisfies some functional dependency X → Y then

where Z = U − XY. Intuitively, if a functional dependency X → Y holds in R, then the
relation can be safely split in two relations alongside the column X (which is a key for )
ensuring that when the two parts are joined back no data is lost, i.e. a functional dependency provides a simple way
to construct a lossless-join decomposition of R in two smaller relations. This fact is sometimes called Heath’s
theorem; it is one of the early results in database theory.[2]

Heath’s theorem effectively says we can pull out the values of Y from the big relation R and store them into one,
, which has no value repetitions in the row for X and is effectively a lookup table for Y keyed by X and

consequently has only one place to update the Y corresponding to each X unlike the "big" relation R where there are
potentially many copies of each X, each one with its copy of Y which need to be kept synchronized on updates. (This
elimination of redundancy is an advantage in OLTP contexts, where many changes are expected, but not so much in
OLAP contexts, which involve mostly queries.) Heath’s decomposition leaves only X to act as a foreign key in the
remainder of the big table .
Functional dependencies however should not be confused with inclusion dependencies, which are the formalism for
foreign keys; even though they are used for normalization, functional dependencies express constraints over one
relation (schema), whereas inclusion dependencies express constraints between relation schemas in a database
schema.Furthermore, the two notions do not even intersect in the classification of dependencies: functional
dependencies are equality-generating dependencies whereas inclusion dependencies are tuple-generating
dependencies. Enforcing referential constraints after relation schema decomposition (normalization) requires a new
formalism, i.e. inclusion dependencies. In the decomposition resulting from Heath's theorem, there's nothing
preventing the insertion of tuples in having some value of X not found in .
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Normal forms
Normal forms are database normalization levels which determine the "goodness" of a table. Generally, the third
normal form is considered to be a "good" standard for a relational database.[citation needed]

Normalization aims to free the database from update, insertion and deletion anomalies. It also ensures that when a
new value is introduced into the relation, it has minimal effect on the database, and thus minimal effect on the
applications using the database.[citation needed]

Irreducible function depending set
A functional depending set S is irreducible if the set has the following three properties:
1.1. Each right set of a functional dependency of S contains only one attribute.
2.2. Each left set of a functional dependency of S is irreducible. It means that reducing any one attribute from left set

will change the content of S (S will lose some information).
3.3. Reducing any functional dependency will change the content of S.
Sets of Functional Dependencies(FD) with these properties are also called canonical or minimal.
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Armstrong's axioms
Armstrong's axioms are a set of axioms (or, more precisely, inference rules) used to infer all the functional
dependencies on a relational database. They were developed by William W. Armstrong on his 1974 paper.[1] The
axioms are sound in generating only functional dependencies in the closure of a set of functional dependencies
(denoted as ) when applied to that set (denoted as ). They are also complete in that repeated application of
these rules will generate all functional dependencies in the closure .
More formally, let < ( ), > denote a relational scheme over the set of attributes with a set of functional
dependencies . We say that a functional dependency is logically implied by ,and denote it with if
and only if for every instance of that satisfies the functional dependencies in , r also satisfies . We
denote by the set of all functional dependencies that are logically implied by .
Furthermore, with respect to a set of inference rules , we say that a functional dependency is derivable from
the functional dependencies in by the set of inference rules , and we denote it by if and only if is
obtainable by means of repeatedly applying the inference rules in to functional dependencies in . We denote
by the set of all functional dependencies that are derivable from by inference rules in .
Then, a set of inference rules is sound if and only if the following holds:

that is to say, we cannot derive by means of functional dependencies that are not logically implied by . The
set of inference rules is said to be complete if the following holds:

more simply put, we are able to derive by all the functional dependencies that are logically implied by .

Axioms
Let ( ) be a relation scheme over the set of attributes . Henceforth we will denote by letters , , 
any subset of and, for short, the union of two sets of attributes and by instead of the usual ;
this notation is rather standard in database theory when dealing with sets of attributes.

Axiom of Reflexivity

If , then 

Axiom of augmentation
If , then for any 
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Axiom of transitivity
If and , then 

Additional rules
These rules can be derived from above axioms.

Union
If and then 

Decomposition
If then and 

Pseudo transitivity
If and then 

Armstrong relation
Given a set of functional dependencies , the Armstrong relation is a relation which satisfies all the functional
dependencies in the closure and only those dependencies. Unfortunately, the minimum-size Armstrong relation
for a given set of dependencies can have a size which is an exponential function of the number of attributes in the
dependencies considered.

External links
• UMBC CMSC 461 Spring '99 [2]

• CS345 Lecture Notes from Stanford University [3]
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Transitive dependency
In Database Management System, a transitive dependency is a functional dependency which holds by virtue of
transitivity. A transitive dependency can occur only in a relation that has three or more attributes. Let A, B, and C
designate three distinct attributes (or distinct collections of attributes) in the relation. Suppose all three of the
following conditions hold:
1. A → B
2. It is not the case that B → A
3. B → C
Then the functional dependency A → C (which follows from 1 and 3 by the axiom of transitivity) is a transitive
dependency.
In database normalization, one of the important features of third normal form is that it excludes certain types of
transitive dependencies. E.F. Codd, the inventor of the relational model, introduced the concepts of transitive
dependence and third normal form in 1971.[1]

Example
A transitive dependency occurs in the following relation:

Book Genre Author Author Nationality

Twenty Thousand Leagues Under the Sea Science Fiction Jules Verne French

Journey to the Center of the Earth Science Fiction Jules Verne French

Leaves of Grass Poetry Walt Whitman American

Anna Karenina Literary Fiction Leo Tolstoy Russian

A Confession Religious Autobiography Leo Tolstoy Russian

The functional dependency {Book} → {Author Nationality} applies; that is, if we know the book, we know the
author's nationality. Furthermore:
• {Book} → {Author}
• {Author} does not → {Book}
• {Author} → {Author Nationality}
Therefore {Book} → {Author Nationality} is a transitive dependency.
Transitive dependency occurred because a non-key attribute (Author) was determining another non-key attribute
(Author Nationality).

Notes
[1] Codd, E.F. "Further Normalization of the Data Base Relational Model." (Presented at Courant Computer Science Symposia Series 6, "Data

Base Systems," New York City, May 24th-25th, 1971.) IBM Research Report RJ909 (August 31st, 1971). Republished in Randall J. Rustin
(ed.), Data Base Systems: Courant Computer Science Symposia Series 6. Prentice-Hall, 1972. See pages 45-51, which cover third normal form
and transitive dependence.
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Superkey
A superkey is defined in the relational model of database organization as a set of attributes of a relation variable for
which it holds that in all relations assigned to that variable, there are no two distinct tuples (rows) that have the same
values for the attributes in this set. Equivalently a superkey can also be defined as a set of attributes of a relation
schema upon which all attributes of the schema are functionally dependent.
Note that the set of all attributes is a trivial superkey, because in relational algebra duplicate rows are not permitted.
Also note that if attribute set K is a superkey of relation R, then at all times it is the case that the projection of R over
K has the same cardinality as R itself.
Informally, a superkey is a set of attributes within a table whose values can be used to uniquely identify a tuple. A
candidate key is a minimal set of attributes necessary to identify a tuple, this is also called a minimal superkey. For
example, given an employee schema, consisting of the attributes employeeID, name, job, and departmentID, we
could use the employeeID in combination with any or all other attributes of this table to uniquely identify a tuple in
the table. Examples of superkeys in this schema would be {employeeID, Name}, {employeeID, Name, job}, and
{employeeID, Name, job, departmentID}. The last example is known as trivial superkey, because it uses all
attributes of this table to identify the tuple.
In a real database we do not need values for all of those attributes to identify a tuple. We only need, per our example,
the set {employeeID}. This is a minimal superkey – that is, a minimal set of attributes that can be used to identify a
single tuple. So, employeeID is a candidate key.

Example

English Monarchs

Monarch Name Monarch Number Royal House

Edward II Plantagenet

Edward III Plantagenet

Richard III Plantagenet

Henry IV Lancaster

First, list out all the (non-empty) sets of attributes:
• {Monarch Name}
• {Monarch Number}
• {Royal House}
• {Monarch Name, Monarch Number}
• {Monarch Name, Royal House}
• {Monarch Number, Royal House}
• {Monarch Name, Monarch Number, Royal House}

Second, eliminate all the sets which do not meet superkey's requirement. For example, {Monarch Name, Royal
House} cannot be a superkey because for the same attribute values (Edward, Plantagenet), there are two distinct
tuples:
• (Edward, II, Plantagenet)
• (Edward, III, Plantagenet)
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Finally, after elimination, the remaining sets of attributes are the only possible superkeys in this example:
• {Monarch Name, Monarch Number} (Candidate Key)
•• {Monarch Name, Monarch Number, Royal House}
In real situations, however, superkeys are normally not determined by this method, which is very tedious and
time-consuming, but by analyzing functional dependencies.

References
• Silberschatz, Abraham (2011). Database System Concepts (6th ed.). McGraw-Hill. pp. 45–46.

ISBN 978-0-07-352332-3.

External links
• Relation Database terms of reference, Keys (http:/ / rdbms. opengrass. net/ 2_Database Design/ 2.

1_TermsOfReference/ 2. 1. 2_Keys. html): An overview of the different types of keys in an RDBMS

First normal form
First normal form (1NF) is a property of a relation in a relational database. A relation is in first normal form if the
domain of each attribute contains only atomic values, and the value of each attribute contains only a single value
from that domain.
Edgar Codd, in a 1971 conference paper, defined a relation in first normal form to be one such that none of the
domains of that relation should have elements which are themselves sets.
First normal form is an essential property of a relation in a relational database. Database normalization is the process
of representing a database in terms of relations in standard normal forms, where first normal is a minimal
requirement.

Examples
The following scenario illustrates how a database design might violate first normal form.

Domains and values
Suppose a designer wishes to record the names and telephone numbers of customers. He defines a customer table
which looks like this:

Customer

Customer ID First Name Surname Telephone Number

123 Robert Ingram 555-861-2025

456 Jane Wright 555-403-1659

789 Maria Fernandez 555-808-9633

The designer then becomes aware of a requirement to record multiple telephone numbers for some customers. He
reasons that the simplest way of doing this is to allow the "Telephone Number" field in any given record to contain
more than one value:
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Customer

Customer ID First Name Surname Telephone Number

123 Robert Ingram 555-861-2025

456 Jane Wright 555-403-1659
555-776-4100

789 Maria Fernandez 555-808-9633

Assuming, however, that the Telephone Number column is defined on some telephone number-like domain, such as
the domain of 12-character strings, the representation above is not in first normal form. It is in violation of first
normal form as a single field has been allowed to contain multiple values. A typical relational database management
system will not allow fields in a table to contain multiple values in this way.

A design that complies with 1NF
A design that is unambiguously in first normal form makes use of two tables: a Customer Name table and a
Customer Telephone Number table.

Customer ID First Name Surname

123 Robert Ingram

456 Jane Wright

789 Maria Fernandez

Customer ID Telephone Number

123 555-861-2025

456 555-403-1659

456 555-776-4100

789 555-808-9633

Repeating groups of telephone numbers do not occur in this design. Instead, each Customer-to-Telephone Number
link appears on its own record. With Customer ID as key, a one-to-many relationship exists between the two tables.
A record in the "parent" table, Customer Name, can have many telephone number records in the "child" table,
Customer Telephone Number, but each telephone number belongs to one, and only one customer. It is worth noting
that this design meets the additional requirements for second and third normal form.

Atomicity
Edgar F. Codd's definition of 1NF makes reference to the concept of 'atomicity'. Codd states that the "values in the
domains on which each relation is defined are required to be atomic with respect to the DBMS."[1] Codd defines an
atomic value as one that "cannot be decomposed into smaller pieces by the DBMS (excluding certain special
functions)"[2] meaning a field should not be divided into parts with more than one kind of data in it such that what
one part means to the DBMS depends on another part of the same field.
Hugh Darwen and Chris Date have suggested that Codd's concept of an "atomic value" is ambiguous, and that this
ambiguity has led to widespread confusion about how 1NF should be understood.[3][4] In particular, the notion of a
"value that cannot be decomposed" is problematic, as it would seem to imply that few, if any, data types are atomic:
•• A character string would seem not to be atomic, as the RDBMS typically provides operators to decompose it into

substrings.
•• A fixed-point number would seem not to be atomic, as the RDBMS typically provides operators to decompose it

into integer and fractional components.
• An ISBN would seem not to be atomic, as it includes language and publisher identifiers.
Date suggests that "the notion of atomicity has no absolute meaning":[5] a value may be considered atomic for some 
purposes, but may be considered an assemblage of more basic elements for other purposes. If this position is
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accepted, 1NF cannot be defined with reference to atomicity. Columns of any conceivable data type (from string
types and numeric types to array types and table types) are then acceptable in a 1NF table—although perhaps not
always desirable; for example, it would be more desirable to separate a Customer Name field into two separate fields
as First Name, Surname.
First normal form, as defined by Chris Date, permits relation-valued attributes (tables within tables). Date argues that
relation-valued attributes, by means of which a field within a table can contain a table, are useful in rare cases.[6]

1NF tables as representations of relations
According to Date's definition, a table is in first normal form if and only if it is "isomorphic to some relation", which
means, specifically, that it satisfies the following five conditions:[7]

1.1. There's no top-to-bottom ordering to the rows.
2.2. There's no left-to-right ordering to the columns.
3.3. There are no duplicate rows.
4.4. Every row-and-column intersection contains exactly one value from the applicable domain (and nothing else).
5.5. All columns are regular [i.e. rows have no hidden components such as row IDs, object IDs, or hidden

timestamps].
Violation of any of these conditions would mean that the table is not strictly relational, and therefore that it is not in
first normal form.
Examples of tables (or views) that would not meet this definition of first normal form are:
• A table that lacks a unique key. Such a table would be able to accommodate duplicate rows, in violation of

condition 3.
• A view whose definition mandates that results be returned in a particular order, so that the row-ordering is an

intrinsic and meaningful aspect of the view.[8] This violates condition 1. The tuples in true relations are not
ordered with respect to each other.

• A table with at least one nullable attribute. A nullable attribute would be in violation of condition 4, which
requires every field to contain exactly one value from its column's domain. It should be noted, however, that this
aspect of condition 4 is controversial. It marks an important departure from Codd's later vision of the relational
model,[9] which made explicit provision for nulls.[10]
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Second normal form
Second normal form (2NF) is a normal form used in database normalization. 2NF was originally defined by E.F.
Codd in 1971.[1]

A table that is in first normal form (1NF) must meet additional criteria if it is to qualify for second normal form.
Specifically: a table is in 2NF if and only if it is in 1NF and no non-prime attribute is dependent on any proper subset
of any candidate key of the table. A non-prime attribute of a table is an attribute that is not a part of any candidate
key of the table.
Put simply, a table is in 2NF if and only if it is in 1NF and every non-prime attribute of the table is dependent on the
whole of a candidate key.

Example
Consider a table describing employees' skills:

Employees' Skills

Employee Skill Current Work Location

Brown Light Cleaning 73 Industrial Way

Brown Typing 73 Industrial Way

Harrison Light Cleaning 73 Industrial Way

Jones Shorthand 114 Main Street

Jones Typing 114 Main Street

Jones Whittling 114 Main Street

Neither {Employee} nor {Skill} is a candidate key for the table. This is because a given Employee might need to
appear more than once (he might have multiple Skills), and a given Skill might need to appear more than once (it
might be possessed by multiple Employees). Only the composite key {Employee, Skill} qualifies as a candidate key
for the table.
The remaining attribute, Current Work Location, is dependent on only part of the candidate key, namely Employee.
Therefore the table is not in 2NF. Note the redundancy in the way Current Work Locations are represented: we are
told three times that Jones works at 114 Main Street, and twice that Brown works at 73 Industrial Way. This
redundancy makes the table vulnerable to update anomalies: it is, for example, possible to update Jones' work
location on his "Shorthand" and "Typing" records and not update his "Whittling" record. The resulting data would
imply contradictory answers to the question "What is Jones' current work location?"
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A 2NF alternative to this design would represent the same information in two tables: an "Employees" table with
candidate key {Employee}, and an "Employees' Skills" table with candidate key {Employee, Skill}:

Employee Current Work Location

Brown 73 Industrial Way

Harrison 73 Industrial Way

Jones 114 Main Street

Employee Skill

Brown Light Cleaning

Brown Typing

Harrison Light Cleaning

Jones Shorthand

Jones Typing

Jones Whittling

Neither of these tables can suffer from update anomalies.
Not all 2NF tables are free from update anomalies, however. An example of a 2NF table which suffers from update
anomalies is:

Tournament Winners

Tournament Year Winner Winner Date of Birth

Des Moines Masters 1998 Chip Masterson 14 March 1977

Indiana Invitational 1998 Al Fredrickson 21 July 1975

Cleveland Open 1999 Bob Albertson 28 September 1968

Des Moines Masters 1999 Al Fredrickson 21 July 1975

Indiana Invitational 1999 Chip Masterson 14 March 1977

Even though Winner and Winner Date of Birth are determined by the whole key {Tournament, Year} and not part of
it, particular Winner / Winner Date of Birth combinations are shown redundantly on multiple records. This leads to
an update anomaly: if updates are not carried out consistently, a particular winner could be shown as having two
different dates of birth.
The underlying problem is the transitive dependency to which the Winner Date of Birth attribute is subject. Winner
Date of Birth actually depends on Winner, which in turn depends on the key Tournament / Year.
This problem is addressed by third normal form (3NF).

2NF and candidate keys
A table for which there are no partial functional dependencies on the primary key is typically, but not always, in
2NF. In addition to the primary key, the table may contain other candidate keys; it is necessary to establish that no
non-prime attributes have part-key dependencies on any of these candidate keys.
Multiple candidate keys occur in the following table:
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Electric Toothbrush Models

Manufacturer Model Model Full Name Manufacturer Country

Forte X-Prime Forte X-Prime Italy

Forte Ultraclean Forte Ultraclean Italy

Dent-o-Fresh EZbrush Dent-o-Fresh EZbrush USA

Kobayashi ST-60 Kobayashi ST-60 Japan

Hoch Toothmaster Hoch Toothmaster Germany

Hoch X-Prime Hoch X-Prime Germany

Even if the designer has specified the primary key as {Model Full Name}, the table is not in 2NF. {Manufacturer,
Model} is also a candidate key, and Manufacturer Country is dependent on a proper subset of it: Manufacturer. To
make the design conform to 2NF, it is necessary to have two tables:

Electric Toothbrush Manufacturers

Manufacturer Manufacturer Country

Forte Italy

Dent-o-Fresh USA

Kobayashi Japan

Hoch Germany

Electric Toothbrush Models

Manufacturer Model Model Full Name

Forte X-Prime Forte X-Prime

Forte Ultraclean Forte Ultraclean

Dent-o-Fresh EZbrush Dent-o-Fresh EZbrush

Kobayashi ST-60 Kobayashi ST-60

Hoch Toothmaster Hoch Toothmaster

Hoch X-Prime Hoch X-Prime

References
[1] Codd, E.F. "Further Normalization of the Data Base Relational Model." (Presented at Courant Computer Science Symposia Series 6, "Data

Base Systems," New York City, May 24th-25th, 1971.) IBM Research Report RJ909 (August 31st, 1971). Republished in Randall J. Rustin
(ed.), Data Base Systems: Courant Computer Science Symposia Series 6. Prentice-Hall, 1972.

Further reading
• Litt's Tips: Normalization (http:/ / www. troubleshooters. com/ littstip/ ltnorm. html)
• Date, C. J., & Lorentzos, N., & Darwen, H. (2002). Temporal Data & the Relational Model (http:/ / www.

elsevier. com/ wps/ product/ cws_home/ 680662) (1st ed.). Morgan Kaufmann. ISBN 1-55860-855-9.
• C.J.Date (2004). Introduction to Database Systems (8th ed.). Boston: Addison-Wesley. ISBN 978-0-321-19784-9.
• Kent, W. (1983) A Simple Guide to Five Normal Forms in Relational Database Theory (http:/ / www. bkent. net/

Doc/ simple5. htm), Communications of the ACM, vol. 26, pp. 120–125

http://www.troubleshooters.com/littstip/ltnorm.html
http://www.elsevier.com/wps/product/cws_home/680662
http://www.elsevier.com/wps/product/cws_home/680662
http://en.wikipedia.org/w/index.php?title=Christopher_J._Date
http://en.wikipedia.org/w/index.php?title=International_Standard_Book_Number
http://en.wikipedia.org/w/index.php?title=Special:BookSources/978-0-321-19784-9
http://www.bkent.net/Doc/simple5.htm
http://www.bkent.net/Doc/simple5.htm


Second normal form 691

External links
• Database Normalization Basics (http:/ / databases. about. com/ od/ specificproducts/ a/ normalization. htm) by

Mike Chapple (About.com)
• An Introduction to Database Normalization (http:/ / mikehillyer. com/ articles/

an-introduction-to-database-normalization/ ) by Mike Hillyer.
• A tutorial on the first 3 normal forms (http:/ / phlonx. com/ resources/ nf3/ ) by Fred Coulson
• Description of the database normalization basics (http:/ / support. microsoft. com/ kb/ 283878) by Microsoft

Third normal form
The third normal form (3NF) is a normal form used in database normalization. 3NF was originally defined by E.F.
Codd in 1971.[1] Codd's definition states that a table is in 3NF if and only if both of the following conditions hold:
• The relation R (table) is in second normal form (2NF)
• Every non-prime attribute of R is non-transitively dependent (i.e. directly dependent) on every superkey of R.
A non-prime attribute of R is an attribute that does not belong to any candidate key of R.[2] A transitive
dependency is a functional dependency in which X → Z (X determines Z) indirectly, by virtue of X → Y and Y → Z
(where it is not the case that Y → X).[3]

A 3NF definition that is equivalent to Codd's, but expressed differently, was given by Carlo Zaniolo in 1982. This
definition states that a table is in 3NF if and only if, for each of its functional dependencies X → A, at least one of
the following conditions holds:
• X contains A (that is, X → A is trivial functional dependency), or
• X is a superkey, or
• Every element of A-X, the set difference between A and X, is a prime attribute (i.e., each attribute in A-X is

contained in some candidate key)[4][5]Wikipedia:Verifiability
Zaniolo's definition gives a clear sense of the difference between 3NF and the more stringent Boyce–Codd normal
form (BCNF). BCNF simply eliminates the third alternative ("Every element of A-X, the set difference between A
and X, is a prime attribute").

"Nothing but the key"
A memorable statement of Codd's definition of 3NF, paralleling the traditional pledge to give true evidence in a
court of law, was given by Bill Kent: "[Every] non-key [attribute] must provide a fact about the key, the whole key,
and nothing but the key."[6] A common variation supplements this definition with the oath: "so help me Codd".[7]

Requiring existence of "the key" ensures that the table is in 1NF; requiring that non-key attributes be dependent on
"the whole key" ensures 2NF; further requiring that non-key attributes be dependent on "nothing but the key" ensures
3NF.
Chris Date refers to Kent's summary as "an intuitively attractive characterization" of 3NF, and notes that with slight
adaptation it may serve as a definition of the slightly stronger Boyce–Codd normal form: "Each attribute must
represent a fact about the key, the whole key, and nothing but the key."[8] The 3NF version of the definition is
weaker than Date's BCNF variation, as the former is concerned only with ensuring that non-key attributes are
dependent on keys. Prime attributes (which are keys or parts of keys) must not be functionally dependent at all; they
each represent a fact about the key in the sense of providing part or all of the key itself. (It should be noted here that
this rule applies only to functionally dependent attributes, as applying it to all attributes would implicitly prohibit
composite candidate keys, since each part of any such key would violate the "whole key" clause.)
An example of a 2NF table that fails to meet the requirements of 3NF is:
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Tournament Winners

Tournament Year Winner Winner Date of Birth

Indiana Invitational 1998 Al Fredrickson 21 July 1975

Cleveland Open 1999 Bob Albertson 28 September 1968

Des Moines Masters 1999 Al Fredrickson 21 July 1975

Indiana Invitational 1999 Chip Masterson 14 March 1977

Because each row in the table needs to tell us who won a particular Tournament in a particular Year, the composite
key {Tournament, Year} is a minimal set of attributes guaranteed to uniquely identify a row. That is, {Tournament,
Year} is a candidate key for the table.
The breach of 3NF occurs because the non-prime attribute Winner Date of Birth is transitively dependent on the
candidate key {Tournament, Year} via the non-prime attribute Winner. The fact that Winner Date of Birth is
functionally dependent on Winner makes the table vulnerable to logical inconsistencies, as there is nothing to stop
the same person from being shown with different dates of birth on different records.
In order to express the same facts without violating 3NF, it is necessary to split the table into two:

Tournament Year Winner

Indiana Invitational 1998 Al Fredrickson

Cleveland Open 1999 Bob Albertson

Des Moines Masters 1999 Al Fredrickson

Indiana Invitational 1999 Chip Masterson

Player Date of Birth

Chip Masterson 14 March 1977

Al Fredrickson 21 July 1975

Bob Albertson 28 September 1968

Update anomalies cannot occur in these tables, which are both in 3NF.

Derivation of Zaniolo's conditions
The definition of 3NF offered by Carlo Zaniolo in 1982, and given above, is proved in the following way: Let X →
A be a nontrivial FD (i.e. one where X does not contain A) and let A be a non-key attribute. Also let Y be a key of R.
Then Y → X.

Normalization beyond 3NF
Most 3NF tables are free of update, insertion, and deletion anomalies. Certain types of 3NF tables, rarely met with in
practice, are affected by such anomalies; these are tables which either fall short of Boyce–Codd normal form
(BCNF) or, if they meet BCNF, fall short of the higher normal forms 4NF or 5NF.
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Boyce–Codd normal form
Boyce–Codd normal form (or BCNF or 3.5NF) is a normal form used in database normalization. It is a slightly
stronger version of the third normal form (3NF). BCNF was developed in 1974 by Raymond F. Boyce and Edgar F.
Codd to address certain types of anomaly not dealt with by 3NF as originally defined.[1]

If a relational schema is in BCNF then all redundancy based on functional dependency has been removed, although
other types of redundancy may still exist. A relational schema R is in Boyce–Codd normal form if and only if for
every one of its dependencies X → Y, at least one of the following conditions hold:
• X → Y is a trivial functional dependency (Y ⊆ X)
• X is a superkey for schema R
Chris Date has pointed out that a definition of what we now know as BCNF appeared in a paper by Ian Heath in
1971.[2] Date writes:

"Since that definition predated Boyce and Codd's own definition by some three years, it seems to me
that BCNF ought by rights to be called Heath normal form. But it isn't."[3]

Edgar F.Codd released his original paper 'A Relational Model of Data for Large Shared Databanks' in June 1970.
This was the first time the notion of a relational database was published. All work after this, including the
Boyce-Codd normal form method was based on this relational model.

3NF tables not meeting BCNF (Boyce–Codd normal form)
Only in rare cases does a 3NF table not meet the requirements of BCNF. A 3NF table which does not have multiple
overlapping candidate keys is guaranteed to be in BCNF.[4] Depending on what its functional dependencies are, a
3NF table with two or more overlapping candidate keys may or may not be in BCNF.
An example of a 3NF table that does not meet BCNF is:

Today's Court Bookings

Court Start Time End Time Rate Type

1 09:30 10:30 SAVER

1 11:00 12:00 SAVER

1 14:00 15:30 STANDARD

2 10:00 11:30 PREMIUM-B

2 11:30 13:30 PREMIUM-B

2 15:00 16:30 PREMIUM-A

•• Each row in the table represents a court booking at a tennis club that has one hard court (Court 1) and one grass
court (Court 2)

•• A booking is defined by its Court and the period for which the Court is reserved
•• Additionally, each booking has a Rate Type associated with it. There are four distinct rate types:

•• SAVER, for Court 1 bookings made by members
•• STANDARD, for Court 1 bookings made by non-members
•• PREMIUM-A, for Court 2 bookings made by members
•• PREMIUM-B, for Court 2 bookings made by non-members

The table's superkeys are:
• S1 = {Court, Start Time}
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• S2 = {Court, End Time}
• S3 = {Rate Type, Start Time}
• S4 = {Rate Type, End Time}
• S5 = {Court, Start Time, End Time}
• S6 = {Rate Type, Start Time, End Time}
• S7 = {Court, Rate Type, Start Time}
• S8 = {Court, Rate Type, End Time}
• ST = {Court, Rate Type, Start Time, End Time}, the trivial superkey
Note that even though in the above table Start Time and End Time attributes have no duplicate values for each of
them, we still have to admit that in some other days two different bookings on court 1 and court 2 could start at the
same time or end at the same time. This is the reason why {Start Time} and {End Time} cannot be considered as the
table's superkeys.
However, only S1, S2, S3 and S4 are candidate keys (that is, minimal superkeys for that relation) because e.g. S1 ⊂ S5,
so S5 cannot be a candidate key.
Recall that 2NF prohibits partial functional dependencies of non-prime attributes (i.e. an attribute that does not occur
in ANY candidate key) on candidate keys, and that 3NF prohibits transitive functional dependencies of non-prime
attributes on candidate keys.
In Today's Court Bookings table, there are no non-prime attributes: that is, all attributes belong to some candidate
key. Therefore the table adheres to both 2NF and 3NF.
The table does not adhere to BCNF. This is because of the dependency Rate Type → Court, in which the
determining attribute (Rate Type) is neither a candidate key nor a superset of a candidate key.
Dependency Rate Type → Court is respected as a Rate Type should only ever apply to a single Court.
The design can be amended so that it meets BCNF:

Rate Types

Rate Type Court Member Flag

SAVER 1 Yes

STANDARD 1 No

PREMIUM-A 2 Yes

PREMIUM-B 2 No

Today's Bookings

Rate Type Start Time End Time

SAVER 09:30 10:30

SAVER 11:00 12:00

STANDARD 14:00 15:30

PREMIUM-B 10:00 11:30

PREMIUM-B 11:30 13:30

PREMIUM-A 15:00 16:30

The candidate keys for the Rate Types table are {Rate Type} and {Court, Member Flag}; the candidate keys for the
Today's Bookings table are {Rate Type, Start Time} and {Rate Type, End Time}. Both tables are in BCNF. When
{Rate Type} is a key in the Rate Types table, having one Rate Type associated with two different Courts is
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impossible, so by using {Rate Type} as a key in the Rate Types table, the anomaly affecting the original table has
been eliminated.

Achievability of BCNF
In some cases, a non-BCNF table cannot be decomposed into tables that satisfy BCNF and preserve the
dependencies that held in the original table. Beeri and Bernstein showed in 1979 that, for example, a set of functional
dependencies {AB → C, C → B} cannot be represented by a BCNF schema.[5] Thus, unlike the first three normal
forms, BCNF is not always achievable.
Consider the following non-BCNF table whose functional dependencies follow the {AB → C, C → B} pattern:

Nearest Shops

Person Shop Type Nearest Shop

Davidson Optician Eagle Eye

Davidson Hairdresser Snippets

Wright Bookshop Merlin Books

Fuller Bakery Doughy's

Fuller Hairdresser Sweeney Todd's

Fuller Optician Eagle Eye

For each Person / Shop Type combination, the table tells us which shop of this type is geographically nearest to the
person's home. We assume for simplicity that a single shop cannot be of more than one type.
The candidate keys of the table are:
•• {Person, Shop Type}
•• {Person, Nearest Shop}
Because all three attributes are prime attributes (i.e. belong to candidate keys), the table is in 3NF. The table is not in
BCNF, however, as the Shop Type attribute is functionally dependent on a non-superkey: Nearest Shop.
The violation of BCNF means that the table is subject to anomalies. For example, Eagle Eye might have its Shop
Type changed to "Optometrist" on its "Fuller" record while retaining the Shop Type "Optician" on its "Davidson"
record. This would imply contradictory answers to the question: "What is Eagle Eye's Shop Type?" Holding each
shop's Shop Type only once would seem preferable, as doing so would prevent such anomalies from occurring:

Shop Near Person

Person Shop

Davidson Eagle Eye

Davidson Snippets

Wright Merlin Books

Fuller Doughy's

Fuller Sweeney Todd's

Fuller Eagle Eye
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Shop

Shop Shop Type

Eagle Eye Optician

Snippets Hairdresser

Merlin Books Bookshop

Doughy's Bakery

Sweeney Todd's Hairdresser

In this revised design, the "Shop Near Person" table has a candidate key of {Person, Shop}, and the "Shop" table has
a candidate key of {Shop}. Unfortunately, although this design adheres to BCNF, it is unacceptable on different
grounds: it allows us to record multiple shops of the same type against the same person. In other words, its candidate
keys do not guarantee that the functional dependency {Person, Shop Type} → {Shop} will be respected.
A design that eliminates all of these anomalies (but does not conform to BCNF) is possible. This design introduces a
new normal form, known as Elementary Key Normal Form.[6] This design consists of the original "Nearest Shops"
table supplemented by the "Shop" table described above. The table structure generated by Bernstein's schema
generation algorithm [7] is actually EKNF, although that enhancement to 3NF had not been recognized at the time the
algorithm was designed

Nearest Shops

Person Shop Type Nearest Shop

Davidson Optician Eagle Eye

Davidson Hairdresser Snippets

Wright Bookshop Merlin Books

Fuller Bakery Doughy's

Fuller Hairdresser Sweeney Todd's

Fuller Optician Eagle Eye

Shop

Shop Shop Type

Eagle Eye Optician

Snippets Hairdresser

Merlin Books Bookshop

Doughy's Bakery

Sweeney Todd's Hairdresser

If a referential integrity constraint is defined to the effect that {Shop Type, Nearest Shop} from the first table must
refer to a {Shop Type, Shop} from the second table, then the data anomalies described previously are prevented.

http://en.wikipedia.org/w/index.php?title=Elementary_Key_Normal_Form
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Lossless-Join Decomposition
In computer science the concept of a Lossless-Join Decomposition is central in removing redundancy safely from
databases while preserving the original data.

Lossless-join Decomposition
Can also be called Nonadditive. If you decompose a relation into relations and you will guarantee a
Lossless-Join if ⋈ = .
If R is split into R1 and R2, for the decomposition to be lossless then at least one of the two should hold true.
Projecting on R1 and R2, and joining back, results in the relation you started with.[1] Let be a relation schema.
Let be a set of functional dependencies on .
Let and form a decomposition of .
The decomposition is a lossless-join decomposition of R if at least one of the following functional dependencies are
in + (where + stands for the closure for every attribute in ):
•  ∩   → 
•  ∩   → 
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Example
• Let be the relation schema, with , , and attributes.
• Let be the set of functional dependencies.
• Decomposition into and is lossless under because and

so .
[2] [3]
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Join dependency
In dependency theory, a join dependency is a constraint on the set of legal relations over a database scheme. A table
T is subject to a join dependency if T can always be recreated by joining multiple tables each having a subset of the
attributes of T. If one of the tables in the join has all the attributes of the table T, the join dependency is called trivial.
The join dependency plays an important role in the Fifth normal form, also known as project-join normal form,
because it can be proven that if you decompose a scheme in tables to , the decomposition will be a
lossless-join decomposition if you restrict the legal relations on to a join dependency on called

.
Another way to describe a join dependency is to say that the set of relationships in the join dependency is
independent of each other.
Unlike in the case of functional dependencies, there is no sound and complete axiomatization for join
dependencies,[1] though axiomatization exist for more expressive dependency languages such as full typed
dependencies.[2] However, implication of join dependencies is decidable.[3]

Formal definition
Let be a relation schema and let be a decomposition of .
The relation  satisfies the join dependency if .
A join dependency is trivial if one of the is itself.
—Silberschatz, Korth. Database System Concepts, 1st Edition[4]

2-ary join dependencies are called multivalued dependency as a historical artifact of the fact that they were studied
before the general case. More specifically if U is a set of attributes and R a relation over it, then R satisfies 
iff R satisfies 
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Example
Given a pizza-chain that models purchases in table Customer = { order-number, customer-name, pizza-name,
courier}. It is obvious that you can derive the following relations:
•• customer-name depends on order-number
•• pizza-name depends on order-number
•• courier depends on order-number
Since the relationships are independent you can say there is a join dependency as follows: *((order-number,
customer-name), (order-number, pizza-name), (order-number,courier)).
If each customer has his own courier however, you could have a join-dependency like this: *((order-number,
customer-name), (order-number, courier), (customer-name, courier), (order-number,pizza-name)), but
*((order-number, customer-name, courier), (order-number,pizza-name)) would be valid as well. This makes it
obvious that just having a join dependency is not enough to normalize a database scheme.
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Multivalued dependency
In database theory, multivalued dependency is a full constraint between two sets of attributes in a relation.
In contrast to the functional dependency, the multivalued dependency requires that certain tuples be present in a
relation. Therefore, a multivalued dependency is a special case of tuple-generating dependency. The multivalued
dependency plays a role in the 4NF database normalization.
A multivalued dependency is a special case of a join dependency, with only two sets of values involved, i.e. it is a
2-ary join dependency.

Formal definition
The formal definition is given as follows.

Let be a relation schema and let and (subsets). The multivalued dependency

(which can be read as multidetermines ) holds on if, in any legal relation , for all pairs
of tuples and in such that , there exist tuples and in such that

In more simple words the above condition can be expressed as follows: if we denote by the tuple having
values for   collectively equal to   correspondingly, then whenever the tuples 
and exist in , the tuples and should also exist in .
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Example
Consider this example of a database of teaching courses, the books recommended for the course, and the lecturers
who will be teaching the course:

Course Book Lecturer

AHA Silberschatz John D

AHA Nederpelt William M

AHA Silberschatz William M

AHA Nederpelt John D

AHA Silberschatz Christian G

AHA Nederpelt Christian G

OSO Silberschatz John D

OSO Silberschatz William M

Because the lecturers attached to the course and the books attached to the course are independent of each other, this
database design has a multivalued dependency; if we were to add a new book to the AHA course, we would have to
add one record for each of the lecturers on that course, and vice versa.
Put formally, there are two multivalued dependencies in this relation: {course}   {book} and equivalently
{course}   {lecturer}.
Databases with multivalued dependencies thus exhibit redundancy. In database normalization, fourth normal form
requires that either every multivalued dependency X   Y is trivial or for every nontrivial multivalued dependency
X   Y, X is a superkey.

Interesting properties
• If , Then 
• If and , Then 
• If and , then 
The following also involve functional dependencies:

• If , then 
• If and , then 
The above rules are sound and complete.
• A decomposition of R into (X, Y) and (X, R − Y) is a lossless-join decomposition if and only if X   Y holds

in R.

Definitions
full constraint

A constraint which expresses something about all attributes in a database. (In contrast to an embedded
constraint.) That a multivalued dependency is a full constraint follows from its definition,as where it says
something about the attributes .

tuple-generating dependency
A dependency which explicitly requires certain tuples to be present in the relation.

trivial multivalued dependency 1

http://en.wikipedia.org/w/index.php?title=Lossless-join_decomposition
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A multivalued dependency which involves all the attributes of a relation i.e. . A trivial
multivalued dependency implies, for tuples and , tuples and which are equal to and .

trivial multivalued dependency 2

A multivalued dependency for which .

References

External links
• Multivalued dependencies and a new Normal form for Relational Databases (http:/ / www. almaden. ibm. com/

cs/ people/ fagin/ tods77. pdf) (PDF) - Ronald Fagin, IBM Research Lab

Fourth normal form
Fourth normal form (4NF) is a normal form used in database normalization. Introduced by Ronald Fagin in 1977,
4NF is the next level of normalization after Boyce–Codd normal form (BCNF). Whereas the second, third, and
Boyce–Codd normal forms are concerned with functional dependencies, 4NF is concerned with a more general type
of dependency known as a multivalued dependency. A Table is in 4NF if and only if, for every one of its non-trivial
multivalued dependencies X  Y, X is a superkey—that is, X is either a candidate key or a superset thereof.[1]

Multivalued dependencies
If the column headings in a relational database table are divided into three disjoint groupings X, Y, and Z, then, in the
context of a particular row, we can refer to the data beneath each group of headings as x, y, and z respectively. A
multivalued dependency X  Y signifies that if we choose any x actually occurring in the table (call this choice xc),
and compile a list of all the xcyz combinations that occur in the table, we will find that xc is associated with the same
y entries regardless of z. So essentially the presence of z provides no useful information to constrain the possible
values of y.
A trivial multivalued dependency X  Y is one where either Y is a subset of X, or X and Y together form the
whole set of attributes of the relation.
A functional dependency is a special case of multivalued dependency. In a functional dependency X → Y, every x
determines exactly one y, never more than one.

Example
Consider the following example:
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Pizza Delivery Permutations

Restaurant Pizza Variety Delivery Area

A1 Pizza Thick Crust Springfield

A1 Pizza Thick Crust Shelbyville

A1 Pizza Thick Crust Capital City

A1 Pizza Stuffed Crust Springfield

A1 Pizza Stuffed Crust Shelbyville

A1 Pizza Stuffed Crust Capital City

Elite Pizza Thin Crust Capital City

Elite Pizza Stuffed Crust Capital City

Vincenzo's Pizza Thick Crust Springfield

Vincenzo's Pizza Thick Crust Shelbyville

Vincenzo's Pizza Thin Crust Springfield

Vincenzo's Pizza Thin Crust Shelbyville

Each row indicates that a given restaurant can deliver a given variety of pizza to a given area.
The table has no non-key attributes because its only key is {Restaurant, Pizza Variety, Delivery Area}. Therefore it
meets all normal forms up to BCNF. If we assume, however, that pizza varieties offered by a restaurant are not
affected by delivery area, then it does not meet 4NF. The problem is that the table features two non-trivial
multivalued dependencies on the {Restaurant} attribute (which is not a superkey). The dependencies are:
• {Restaurant} {Pizza Variety}
• {Restaurant} {Delivery Area}
These non-trivial multivalued dependencies on a non-superkey reflect the fact that the varieties of pizza a restaurant
offers are independent from the areas to which the restaurant delivers. This state of affairs leads to redundancy in the
table: for example, we are told three times that A1 Pizza offers Stuffed Crust, and if A1 Pizza starts producing
Cheese Crust pizzas then we will need to add multiple rows, one for each of A1 Pizza's delivery areas. There is,
moreover, nothing to prevent us from doing this incorrectly: we might add Cheese Crust rows for all but one of A1
Pizza's delivery areas, thereby failing to respect the multivalued dependency {Restaurant} {Pizza Variety}.
To eliminate the possibility of these anomalies, we must place the facts about varieties offered into a different table
from the facts about delivery areas, yielding two tables that are both in 4NF:

Varieties By Restaurant

Restaurant Pizza Variety

A1 Pizza Thick Crust

A1 Pizza Stuffed Crust

Elite Pizza Thin Crust

Elite Pizza Stuffed Crust

Vincenzo's Pizza Thick Crust

Vincenzo's Pizza Thin Crust
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Delivery Areas By Restaurant

Restaurant Delivery Area

A1 Pizza Springfield

A1 Pizza Shelbyville

A1 Pizza Capital City

Elite Pizza Capital City

Vincenzo's Pizza Springfield

Vincenzo's Pizza Shelbyville

In contrast, if the pizza varieties offered by a restaurant sometimes did legitimately vary from one delivery area to
another, the original three-column table would satisfy 4NF.
Ronald Fagin demonstrated that it is always possible to achieve 4NF.[2] Rissanen's theorem is also applicable on
multivalued dependencies.

4NF in practice
A 1992 paper by Margaret S. Wu notes that the teaching of database normalization typically stops short of 4NF,
perhaps because of a belief that tables violating 4NF (but meeting all lower normal forms) are rarely encountered in
business applications. This belief may not be accurate, however. Wu reports that in a study of forty organizational
databases, over 20% contained one or more tables that violated 4NF while meeting all lower normal forms.
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Fifth normal form
Fifth normal form (5NF), also known as project-join normal form (PJ/NF) is a level of database normalization
designed to reduce redundancy in relational databases recording multi-valued facts by isolating semantically related
multiple relationships. A table is said to be in the 5NF if and only if every non-trivial join dependency in it is implied
by the candidate keys.
A join dependency *{A, B, … Z} on R is implied by the candidate key(s) of R if and only if each of A, B, …, Z is a
superkey for R.[1]

Example
Consider the following example:

Traveling Salesman Product Availability By Brand

Traveling Salesman Brand Product Type

Jack Schneider Acme Vacuum Cleaner

Jack Schneider Acme Breadbox

Willy Loman Robusto Pruning Shears

Willy Loman Robusto Vacuum Cleaner

Willy Loman Robusto Breadbox

Willy Loman Robusto Umbrella Stand

Louis Ferguson Robusto Vacuum Cleaner

Louis Ferguson Robusto Telescope

Louis Ferguson Acme Vacuum Cleaner

Louis Ferguson Acme Lava Lamp

Louis Ferguson Nimbus Tie Rack

The table's predicate is: Products of the type designated by Product Type, made by the brand designated by Brand,
are available from the traveling salesman designated by Traveling Salesman.
In the absence of any rules restricting the valid possible combinations of Traveling Salesman, Brand, and Product
Type, the three-attribute table above is necessary in order to model the situation correctly.
Suppose, however, that the following rule applies: A Traveling Salesman has certain Brands and certain Product
Types in his repertoire. If Brand B1 and Brand B2 are in his repertoire, and Product Type P is in his repertoire, then
(assuming Brand B1 and Brand B2 both make Product Type P), the Traveling Salesman must offer products of
Product Type P those made by Brand B1 and those made by Brand B2.

In that case, it is possible to split the table into three:

http://en.wikipedia.org/w/index.php?title=Semantically
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Product Types By Traveling Salesman

Traveling Salesman Product Type

Jack Schneider Vacuum Cleaner

Jack Schneider Breadbox

Willy Loman Pruning Shears

Willy Loman Vacuum Cleaner

Willy Loman Breadbox

Willy Loman Umbrella Stand

Louis Ferguson Telescope

Louis Ferguson Vacuum Cleaner

Louis Ferguson Lava Lamp

Louis Ferguson Tie Rack

Brands By Traveling Salesman

Traveling Salesman Brand

Jack Schneider Acme

Willy Loman Robusto

Louis Ferguson Robusto

Louis Ferguson Acme

Louis Ferguson Nimbus

Product Types By Brand

Brand Product Type

Acme Vacuum Cleaner

Acme Breadbox

Acme Lava Lamp

Robusto Pruning Shears

Robusto Vacuum Cleaner

Robusto Breadbox

Robusto Umbrella Stand

Robusto Telescope

Nimbus Tie Rack

In this case, it's impossible for Louis Ferguson to refuse to offer Vacuum Cleaners made by ACME (assuming
ACME makes Vacuum Cleaners) if he sells anything else made by Acme (Lava Lamp) and he also sells Vacuum
Cleaners made by any other brand (Robusto).
Note how this setup helps to remove redundancy. Suppose that Jack Schneider starts selling Robusto's products
Breadboxes and Vacuum Cleaners. In the previous setup we would have to add two new entries one for each product
type (<Jack Schneider, Robusto, Breadboxes>, <Jack Schneider, Robusto, Vacuum Cleaners>). With the new setup
we need to add only a single entry (<Jack Schneider, Robusto>)in Brands By Traveling Salesman.
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Usage
Only in rare situations does a 4NF table not conform to 5NF. These are situations in which a complex real-world
constraint governing the valid combinations of attribute values in the 4NF table is not implicit in the structure of that
table. If such a table is not normalized to 5NF, the burden of maintaining the logical consistency of the data within
the table must be carried partly by the application responsible for insertions, deletions, and updates to it; and there is
a heightened risk that the data within the table will become inconsistent. In contrast, the 5NF design excludes the
possibility of such inconsistencies.
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Sixth normal form
Sixth normal form (6NF) is a term in relational database theory, used in two different ways.

6NF (C. Date's definition)
A book by Christopher J. Date and others on temporal databases,[1] defined sixth normal form as a normal form for
databases based on an extension of the relational algebra.
In this work, the relational operators, such as join, are generalized to support a natural treatment of interval data,
such as sequences of dates or moments in time.[2] Sixth normal form is then based on this generalized join, as
follows:

A relvar R [table] is in sixth normal form (abbreviated 6NF) if and only if it satisfies no nontrivial join
dependencies at all — where, as before, a join dependency is trivial if and only if at least one of the
projections (possibly U_projections) involved is taken over the set of all attributes of the relvar [table]
concerned.[Date et al.][3]

Any relation in 6NF is also in 5NF.
Sixth normal form is intended to decompose relation variables to irreducible components. Though this may be
relatively unimportant for non-temporal relation variables, it can be important when dealing with temporal variables
or other interval data. For instance, if a relation comprises a supplier's name, status, and city, we may also want to
add temporal data, such as the time during which these values are, or were, valid (e.g., for historical data) but the
three values may vary independently of each other and at different rates. We may, for instance, wish to trace the
history of changes to Status.
For further discussion on Temporal Aggregation in SQL, see also Zimanyi.[4] For a different approach, see
TSQL2.[5]
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DKNF
Some authors use the term sixth normal form differently, namely, as a synonym for Domain/key normal form
(DKNF). This usage predates Date et al.'s work.[6]

Usage
The sixth normal form is currently being used in some data warehouses where the benefits outweigh the
drawbacks,[7] for example using Anchor Modeling. Although using 6NF leads to an explosion of tables, modern
databases can prune the tables from select queries (using a process called 'table elimination') where they are not
required and thus speed up queries that only access several attributes.
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Denormalization
In computing, denormalization is the process of attempting to optimize the read performance of a database by
adding redundant data or by grouping data.[1][2] In some cases, denormalization is a means of addressing
performance or scalability in relational database software.
A normalized design will often store different but related pieces of information in separate logical tables (called
relations). If these relations are stored physically as separate disk files, completing a database query that draws
information from several relations (a join operation) can be slow. If many relations are joined, it may be
prohibitively slow. There are two strategies for dealing with this. The preferred method is to keep the logical design
normalized, but allow the database management system (DBMS) to store additional redundant information on disk to
optimise query response. In this case it is the DBMS software's responsibility to ensure that any redundant copies are
kept consistent. This method is often implemented in SQL as indexed views (Microsoft SQL Server) or materialised
views (Oracle). A view represents information in a format convenient for querying, and the index ensures that
queries against the view are optimised.
The more usual approach is to denormalize the logical data design. With care this can achieve a similar improvement
in query response, but at a cost—it is now the database designer's responsibility to ensure that the denormalized
database does not become inconsistent. This is done by creating rules in the database called constraints, that specify
how the redundant copies of information must be kept synchronised. It is the increase in logical complexity of the
database design and the added complexity of the additional constraints that make this approach hazardous.
Moreover, constraints introduce a trade-off, speeding up reads (SELECT in SQL) while slowing down writes
(INSERT, UPDATE, and DELETE). This means a denormalized database under heavy write load may actually offer
worse performance than its functionally equivalent normalized counterpart.
A denormalized data model is not the same as a data model that has not been normalized, and denormalization
should only take place after a satisfactory level of normalization has taken place and that any required constraints
and/or rules have been created to deal with the inherent anomalies in the design. For example, all the relations are in
third normal form and any relations with join and multi-valued dependencies are handled appropriately.
Examples of denormalization techniques include:
• Materialised views, which may implement the following:

•• Storing the count of the "many" objects in a one-to-many relationship as an attribute of the "one" relation
•• Adding attributes to a relation from another relation with which it will be joined

• Star schemas, which are also known as fact-dimension models and have been extended to snowflake schemas
• Prebuilt summarisation or OLAP cubes
Denormalization techniques are often used to improve the scalability of Web applications.[3]
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Domain/key normal form
Domain/key normal form (DKNF) is a normal form used in database normalization which requires that the
database contains no constraints other than domain constraints and key constraints.
A domain constraint specifies the permissible values for a given attribute, while a key constraint specifies the
attributes that uniquely identify a row in a given table.
The domain/key normal form is achieved when every constraint on the relation is a logical consequence of the
definition of keys and domains, and enforcing key and domain restraints and conditions causes all constraints to be
met. Thus, it avoids all non-temporal anomalies.
The reason to use domain/key normal form is to avoid having general constraints in the database that are not clear
domain or key constraints. Most databases can easily test domain and key constraints on attributes. General
constraints however would normally require special database programming in the form of stored procedures that are
expensive to maintain and expensive for the database to execute. Therefore general constraints are split into domain
and key constraints.
It's much easier to build a database in domain/key normal form than it is to convert lesser databases which may
contain numerous anomalies. However, successfully building a domain/key normal form database remains a difficult
task, even for experienced database programmers. Thus, while the domain/key normal form eliminates the problems
found in most databases, it tends to be the most costly normal form to achieve. However, failing to achieve the
domain/key normal form may carry long-term, hidden costs due to anomalies which appear in databases adhering
only to lower normal forms over time.
The third normal form, Boyce–Codd normal form, fourth normal form and fifth normal form are special cases of the
domain/key normal form. All have either functional, multi-valued or join dependencies that can be converted into
(super)keys. The domains on those normal forms were unconstrained so all domain constraints are satisfied.
However, transforming a higher normal form into domain/key normal form is not always a dependency-preserving
transformation and therefore not always possible.

Example
A violation of DKNF occurs in the following table:

Wealthy Person

Wealthy Person Wealthy Person Type Net Worth in Dollars

Steve Eccentric Millionaire 124,543,621

Roderick Evil Billionaire 6,553,228,893

Katrina Eccentric Billionaire 8,829,462,998

Gary Evil Millionaire 495,565,211

(Assume that the domain for Wealthy Person consists of the names of all wealthy people in a pre-defined sample of
wealthy people; the domain for Wealthy Person Type consists of the values 'Eccentric Millionaire', 'Eccentric
Billionaire', 'Evil Millionaire', and 'Evil Billionaire'; and the domain for Net Worth in Dollars consists of all integers
greater than or equal to 1,000,000.)
There is a constraint linking Wealthy Person Type to Net Worth in Dollars, even though we cannot deduce one from
the other. The constraint dictates that an Eccentric Millionaire or Evil Millionaire will have a net worth of 1,000,000
to 999,999,999 inclusive, while an Eccentric Billionaire or Evil Billionaire will have a net worth of 1,000,000,000 or
higher. This constraint is neither a domain constraint nor a key constraint; therefore we cannot rely on domain
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constraints and key constraints to guarantee that an inconsistent Wealthy Person Type / Net Worth in Dollars
combination does not make its way into the database.
The DKNF violation could be eliminated by altering the Wealthy Person Type domain to make it consist of just two
values, 'Evil' and 'Eccentric' (the wealthy person's status as a millionaire or billionaire is implicit in their Net Worth
in Dollars, so no useful information is lost).

Wealthy Person

Wealthy Person Wealthy Person Type Net Worth in Dollars

Steve Eccentric 124,543,621

Roderick Evil 6,553,228,893

Katrina Eccentric 8,829,462,998

Gary Evil 495,565,211

Wealthiness Status

Status Minimum Maximum

Millionaire 1,000,000 999,999,999

Billionaire 1,000,000,000 999,999,999,999

DKNF is frequently difficult to achieve in practice.[citation needed]
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Single Source of Truth
In Information Systems design and theory, as instantiated at the Enterprise Level, Single Source Of Truth (SSOT)
refers to the practice of structuring information models and associated schemata such that every data element is
stored exactly once (e.g., in no more than a single row of a single table). Any possible linkages to this data element
(possibly in other areas of the relational schema or even in distant federated databases) are by reference only. Thus,
when any such data element is updated, this update propagates to the enterprise at large, without the possibility of a
duplicate value somewhere in the distant enterprise not being updated (because there would be no duplicate values
that needed updating).[citation needed]

Deployment of an SSOT architecture is becoming increasingly important in enterprise settings where incorrectly
linked duplicate or de-normalized data elements (a direct consequence of intentional or unintentional
denormalization of any explicit data model) poses a risk for retrieval of outdated, and therefore incorrect,
information. A common example would be the electronic health record, where it is imperative to accurately validate
patient identity against a single referential repository, which serves as the SSOT. Duplicate representations of data
within the enterprise would be implemented by the use of pointers rather than duplicate database tables, rows, or
cells. This ensures that data updates to elements in the authoritative location are comprehensively distributed to all
federated database constituencies in the larger overall enterprise architecture.[citation needed]

SSOT systems provide data that is authentic, relevant, and referable.Wikipedia:Please clarify[citation needed]

Implementing a Single Source of Truth
The "ideal" implementation of SSOT as described above is rarely possible in most enterprises. This is because many
organisations have multiple information systems, each of which needs access to data relating to the same entities
(e.g., customer). Often these systems are purchased "off-the-shelf" from vendors and cannot be modified in
non-trivial ways. Each of these various systems therefore needs to store its own version of common data or entities,
and therefore each system must retain its own copy of a record (hence immediately violating the SSOT approach
defined above). For example, an ERP (Enterprise Resource Planning) system (such as SAP or Oracle e-Business
Suite) may store a customer record; the CRM (Customer Relationship Management) system also needs a copy of the
customer record (or part of it) and the warehouse despatch system might also need a copy of some or all of the
customer data (e.g., shipping address). In cases where vendors do not support such modifications, it is not always
possible to replace these records with pointers to the SSOT.
For organisations (with more than one information system) wishing to implement a Single Source of Truth (without
modifying all but one master system to store pointers to other systems for all entities), three supporting technologies
are commonly used:[citation needed]

• Enterprise Service Bus (ESB)
• Master Data Management (MDM)
• Data Warehouse (DW)

Enterprise Service Bus (ESB)
An Enterprise Service Bus (ESB) allows any number of systems in an organisation to receive updates of data that has
changed in another system. To implement a Single Source of Truth, a single source system of correct data for any
entity must be identified. Changes to this entity (creates, updates, and deletes) are then published via the ESB; other
systems which need to retain a copy of that data subscribe to this update, and update their own records accordingly.
For any given entity, the master source must be identified (sometimes called the Golden Record). It should be noted
that any given system could publish (be the source of truth for) information on a particular entity (e.g., customer) and
also subscribe to updates from another system for information on some other entity (e.g., product).[citation needed]
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An alternative approach is point-to-point data updates, but these become exponentially more expensive to maintain
as the number of systems increases, and this approach is increasingly out of favour as an IT architecture.[citation

needed]

Master Data Management (MDM)
An MDM system can act as the source of truth for any given entity that might not necessarily have an alternative
"source of truth" in another system. Typically the MDM acts as a hub for multiple systems, many of which could
allow (be the source of truth for) updates to different aspects of information on a given entity. For example, the CRM
system may be the "source of truth" for most aspects of the customer, and is updated by a call centre operator.
However, a customer may (for example) also update their address via a customer service web site, with a different
back-end database from the CRM system. The MDM application receives updates from multiple sources, acts as a
broker to determine which updates are to be regarded as authoritative (the Golden Record) and then syndicates this
updated data to all subscribing systems. The MDM application normally requires an ESB to syndicate its data to
multiple subscribing systems.[citation needed]

Customer Data Integration (CDI), as a common application of Master Data Management, is sometimes abbreviated
CDI-MDM.[citation needed]

Data Warehouse (DW)
While the primary purpose of a data warehouse is to support reporting and analysis of data that has been combined
from multiple sources, the fact that such data has been combined (according to business logic embedded in the data
transformation and integration processes) means that the data warehouse is often used as a de facto SSOT. Generally,
however, the data available from the data warehouse is not used to update other systems; rather the DW becomes the
"single source of truth" for reporting to multiple stakeholders. In this context, the Data Warehouse is more correctly
referred to as a "Single Version of the Truth" since other versions of the truth exist in its operational data sources (no
data originates in the DW; it is simply a reporting mechanism for data loaded from operational systems).[citation

needed]

References

http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Customer_Data_Integration
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Single_Version_of_the_Truth
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/wiki/Citation_needed


Single version of the truth 714

Single version of the truth
In computerized business management, SVOT, or Single Version of the Truth, is a technical concept describing the
data warehousing ideal of having either a single centralised database, or at least a distributed synchronised database,
which stores all of an organisation's data in a consistent and non-redundant form. This contrasts with the related
concept of Single Source of Truth (SSOT), which refers to is a data storage principle to always source a particular
piece of information from one place.[citation needed]

SVOT applied to message sequencing
In some systems and in the context of message processing systems (often realtime systems), this term also refers to
the goal of establishing a single agreed sequence of messages within a database formed by a particular but arbitrary
sequencing of records. The key concept is that data combined in a certain sequence is a "truth" which may be
analyzed and processed giving particular results, and that although the sequence is arbitrary (and thus another correct
but equally arbitrary sequencing would ultimately provide different results in any analysis), it is desirable to agree
that the sequence enshrined in the "single version of the truth" is the version that will be considered "the truth", and
that any conclusions drawn from analysis of the database are valid and unarguable, and (in a technical context) the
database may be duplicated to a backup environment to ensure a persistent record is kept of the "single version of the
truth".
The key point is when the database is created using an external data source (such as a sequence of trading messages
from a stock exchange) an arbitrary selection is made of one possibility from two or more equally valid
representations of the input data, but henceforth the decision sets "in stone" one and only one version of the truth.

Critique of SVOT as applied to message sequencing
Critics of "SVOT as applied to message sequencing" argue that this concept is not scalable. As the world moves
towards systems spread over many processing nodes, the effort involved in negotiating a single agreed-upon
sequence becomes prohibitive.
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Principle of Orthogonal Design
The Principle of Orthogonal Design (abbreviated POOD) was developed by database researchers David
McGoveran and Christopher J. Date in the early 1990s, and first published "A New Database Design Principle" in
the July 1994 issue of Database Programming and Design and reprinted several times. It is the second of the two
principles of database design, which seek to prevent databases from being too complicated or redundant, the first
principle being the Principle of Full Normalization (POFN).
Simply put, it says that no two relations in a relational database should be defined in such a way that they can
represent the same facts. As with database normalization, POOD serves to eliminate uncontrolled storage
redundancy and expressive ambiguity, especially useful for applying updates to virtual relations (e.g., view
(database)). Although simple in concept, POOD is frequently misunderstood and the formal expression of POOD
continues to be refined.
The principle is a restatement of the requirement that a database is a minimum cover set of the relational algebra.
The relational algebra allows data duplication in the relations that are the elements of the algebra. One of the
efficiency requirements of a database is that there be no data duplication. This requirement is met by the minimum
cover set of the relational algebra.

Sources
• Database Debunkings: The Principle of Orthogonal Design, Part I, by D. McGoveran and C. J. Date [1]
• Database Debunkings: The Principle of Orthogonal Design, Part II, by D. McGoveran and C. J. Date [2]
• David McGoveran (personal interview) [3]
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Transaction Management

Database transaction
A transaction comprises a unit of work performed within a database management system (or similar system) against
a database, and treated in a coherent and reliable way independent of other transactions. Transactions in a database
environment have two main purposes:
1.1. To provide reliable units of work that allow correct recovery from failures and keep a database consistent even in

cases of system failure, when execution stops (completely or partially) and many operations upon a database
remain uncompleted, with unclear status.

2.2. To provide isolation between programs accessing a database concurrently. If this isolation is not provided, the
program's outcome are possibly erroneous.

A database transaction, by definition, must be atomic, consistent, isolated and durable.[1] Database practitioners often
refer to these properties of database transactions using the acronym ACID.
Transactions provide an "all-or-nothing" proposition, stating that each work-unit performed in a database must either
complete in its entirety or have no effect whatsoever. Further, the system must isolate each transaction from other
transactions, results must conform to existing constraints in the database, and transactions that complete successfully
must get written to durable storage.

Purpose
Databases and other data stores which treat the integrity of data as paramount often include the ability to handle
transactions to maintain the integrity of data. A single transaction consists of one or more independent units of work,
each reading and/or writing information to a database or other data store. When this happens it is often important to
ensure that all such processing leaves the database or data store in a consistent state.
Examples from double-entry accounting systems often illustrate the concept of transactions. In double-entry
accounting every debit requires the recording of an associated credit. If one writes a check for $100 to buy groceries,
a transactional double-entry accounting system must record the following two entries to cover the single transaction:
1.1. Debit $100 to Groceries Expense Account
2.2. Credit $100 to Checking Account
A transactional system would make both entries pass or both entries would fail. By treating the recording of multiple
entries as an atomic transactional unit of work the system maintains the integrity of the data recorded. In other
words, nobody ends up with a situation in which a debit is recorded but no associated credit is recorded, or vice
versa.
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Transactional databases
A transactional database is a DBMS where write transactions on the database are able to be rolled back if they are
not completed properly (e.g. due to power or connectivity loss).
Most modern[2] relational database management systems fall into the category of databases that support
transactions.
In a database system a transaction might consist of one or more data-manipulation statements and queries, each
reading and/or writing information in the database. Users of database systems consider consistency and integrity of
data as highly important. A simple transaction is usually issued to the database system in a language like SQL
wrapped in a transaction, using a pattern similar to the following:
1.1. Begin the transaction
2.2. Execute a set of data manipulations and/or queries
3.3. If no errors occur then commit the transaction and end it
4.4. If errors occur then rollback the transaction and end it
If no errors occurred during the execution of the transaction then the system commits the transaction. A transaction
commit operation applies all data manipulations within the scope of the transaction and persists the results to the
database. If an error occurs during the transaction, or if the user specifies a rollback operation, the data manipulations
within the transaction are not persisted to the database. In no case can a partial transaction be committed to the
database since that would leave the database in an inconsistent state.
Internally, multi-user databases store and process transactions, often by using a transaction ID or XID.
There are multiple varying ways for transactions to be implemented other than the simple way documented above.
Nested transactions, for example, are transactions which contain statements within them that start new transactions
(i.e. sub-transactions). Multi-level transactions are a variant of nested transactions where the sub-transactions take
place at different levels of a layered system architecture (e.g., with one operation at the database-engine level, one
operation at the operating-system level) [2] Another type of transaction is the compensating transaction.

In SQL
Transactions are available in most SQL database implementations, though with varying levels of robustness.
(MySQL, for example, does not support transactions in the MyISAM storage engine, which was its default storage
engine before version 5.5.)
A transaction is typically started using the command BEGIN (although the SQL standard specifies START
TRANSACTION). When the system processes a COMMIT statement, the transaction ends with successful
completion. A ROLLBACK statement can also end the transaction, undoing any work performed since BEGIN
TRANSACTION. If autocommit was disabled using START TRANSACTION, autocommit will also be re-enabled at
the transaction's end.
One can set the isolation level for individual transactional operations as well as globally. At the READ
COMMITTED level, the result of any work done after a transaction has commenced, but before it has ended, will
remain invisible to other database-users until it has ended. At the lowest level (READ UNCOMMITTED), which
may occasionally be used to ensure high concurrency, such changes will be visible.
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Distributed transactions
Database systems implement distributed transactions as transactions against multiple applications or hosts. A
distributed transaction enforces the ACID properties over multiple systems or data stores, and might include systems
such as databases, file systems, messaging systems, and other applications. In a distributed transaction a coordinating
service ensures that all parts of the transaction are applied to all relevant systems. As with database and other
transactions, if any part of the transaction fails, the entire transaction is rolled back across all affected systems.

Transactional filesystems
The Namesys Reiser4 filesystem for Linux[3] supports transactions, and as of Microsoft Windows Vista, the
Microsoft NTFS filesystem[4] supports distributed transactions across networks.
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• Gerhard Weikum, Gottfried Vossen (2001), Transactional information systems: theory, algorithms, and the

practice of concurrency control and recovery, Morgan Kaufmann, ISBN 1-55860-508-8
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Transaction processing
In computer science, transaction processing is information processing that is divided into individual, indivisible
operations, called transactions. Each transaction must succeed or fail as a complete unit; it cannot be only partially
complete.
Since most, though not necessarily all, transaction processing today is interactive the term is often treated as
synonymous with online transaction processing.

Description
Transaction processing is designed to maintain a systems Integrity (typically a database or some modern filesystems)
in a known, consistent state, by ensuring that interdependent operations on the system are either all completed
successfully or all canceled successfully.
For example, consider a typical banking transaction that involves moving $700 from a customer's savings account to
a customer's checking account. This transaction involves at least two separate operations in computer terms: debiting
the savings account by $700, and crediting the checking account by $700. If one operation succeeds but the other
does not, the books of the bank will not balance at the end of the day. There must therefore be a way to ensure that
either both operations succeed or both fail, so that there is never any inconsistency in the bank's database as a whole.
Transaction processing links multiple individual operations in a single, indivisible transaction, and ensures that either
all operations in a transaction are completed without error, or none of them are. If some of the operations are
completed but errors occur when the others are attempted, the transaction-processing system "rolls back" all of the
operations of the transaction (including the successful ones), thereby erasing all traces of the transaction and
restoring the system to the consistent, known state that it was in before processing of the transaction began. If all
operations of a transaction are completed successfully, the transaction is committed by the system, and all changes to
the database are made permanent; the transaction cannot be rolled back once this is done.
Transaction processing guards against hardware and software errors that might leave a transaction partially
completed. If the computer system crashes in the middle of a transaction, the transaction processing system
guarantees that all operations in any uncommitted transactions are cancelled.
Generally, transactions are issued concurrently. If they overlap (i.e. need to touch the same portion of the database),
this can create conflicts. For example, if the customer mentioned in the example above has $150 in his savings
account and attempts to transfer $100 to a different person while at the same time moving $100 to the checking
account, only one of them can succeed. However, forcing transactions to be processed sequentially is inefficient.
Therefore, concurrent implementations of transaction processing is programmed to guarantee that the end result
reflects a conflict-free outcome, the same as could be reached if executing the transactions sequentially in any order
(a property called serializability). In our example, this means that no matter which transaction was issued first, either
the transfer to a different person or the move to the checking account succeeds, while the other one fails.
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Methodology
The basic principles of all transaction-processing systems are the same. However, the terminology may vary from
one transaction-processing system to another, and the terms used below are not necessarily universal.

Rollback
Transaction-processing systems ensure database integrity by recording intermediate states of the database as it is
modified, then using these records to restore the database to a known state if a transaction cannot be committed. For
example, copies of information on the database prior to its modification by a transaction are set aside by the system
before the transaction can make any modifications (this is sometimes called a before image). If any part of the
transaction fails before it is committed, these copies are used to restore the database to the state it was in before the
transaction began.

Rollforward
It is also possible to keep a separate journal of all modifications to a database (sometimes called after images). This
is not required for rollback of failed transactions but it is useful for updating the database in the event of a database
failure, so some transaction-processing systems provide it. If the database fails entirely, it must be restored from the
most recent back-up. The back-up will not reflect transactions committed since the back-up was made. However,
once the database is restored, the journal of after images can be applied to the database (rollforward) to bring the
database up to date. Any transactions in progress at the time of the failure can then be rolled back. The result is a
database in a consistent, known state that includes the results of all transactions committed up to the moment of
failure.

Deadlocks
In some cases, two transactions may, in the course of their processing, attempt to access the same portion of a
database at the same time, in a way that prevents them from proceeding. For example, transaction A may access
portion X of the database, and transaction B may access portion Y of the database. If, at that point, transaction A
then tries to access portion Y of the database while transaction B tries to access portion X, a deadlock occurs, and
neither transaction can move forward. Transaction-processing systems are designed to detect these deadlocks when
they occur. Typically both transactions will be cancelled and rolled back, and then they will be started again in a
different order, automatically, so that the deadlock doesn't occur again. Or sometimes, just one of the deadlocked
transactions will be cancelled, rolled back, and automatically restarted after a short delay.
Deadlocks can also occur between three or more transactions. The more transactions involved, the more difficult
they are to detect, to the point that transaction processing systems find there is a practical limit to the deadlocks they
can detect.

http://en.wikipedia.org/w/index.php?title=Journal_%28computing%29
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Compensating transaction
In systems where commit and rollback mechanisms are not available or undesirable, a compensating transaction is
often used to undo failed transactions and restore the system to a previous state.

ACID criteria
Jim Gray defined properties of a reliable transaction system in the late 1970s under the acronym ACID — atomicity,
consistency, isolation, and durability.

Atomicity
A transaction’s changes to the state are atomic: either all happen or none happen. These changes include database
changes, messages, and actions on transducers.

Consistency
Consistency: A transaction is a correct transformation of the state. The actions taken as a group do not violate any of
the integrity constraints associated with the state.

Isolation
Even though transactions execute concurrently, it appears to each transaction T, that others executed either before T
or after T, but not both.

Durability
Once a transaction completes successfully (commits), its changes to the state survive failures.

Benefits
Transaction processing has these benefits:
•• It allows sharing of computer resources among many users
•• It shifts the time of job processing to when the computing resources are less busy
•• It avoids idling the computing resources without minute-by-minute human interaction and supervision
•• It is used on expensive classes of computers to help amortize the cost by keeping high rates of utilization of those

expensive resources

Implementations
Standard transaction-processing software, notably IBM's Information Management System, was first developed in
the 1960s, and was often closely coupled to particular database management systems. Client–server computing
implemented similar principles in the 1980s with mixed success. However, in more recent years, the distributed
client–server model has become considerably more difficult to maintain. As the number of transactions grew in
response to various online services (especially the Web), a single distributed database was not a practical solution. In
addition, most online systems consist of a whole suite of programs operating together, as opposed to a strict
client–server model where the single server could handle the transaction processing. Today a number of transaction
processing systems are available that work at the inter-program level and which scale to large systems, including
mainframes.
One well-known[citation needed] (and open) industry standard is the X/Open Distributed Transaction Processing (DTP)
(see also JTA the Java Transaction API). However, proprietary transaction-processing environments such as IBM's
CICS are still very popular,[citation needed] although CICS has evolved to include open industry standards as well.
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The term 'Extreme Transaction Processing' (XTP) has been used to describe transaction processing systems with
uncommonly challenging requirements, particularly throughput requirements (transactions per second). Such
systems may be implemented via distributed or cluster style architectures.
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Concurrency control
In information technology and computer science, especially in the fields of computer programming, operating
systems, multiprocessors, and databases, concurrency control ensures that correct results for concurrent operations
are generated, while getting those results as quickly as possible.
Computer systems, both software and hardware, consist of modules, or components. Each component is designed to
operate correctly, i.e., to obey or to meet certain consistency rules. When components that operate concurrently
interact by messaging or by sharing accessed data (in memory or storage), a certain component's consistency may be
violated by another component. The general area of concurrency control provides rules, methods, design
methodologies, and theories to maintain the consistency of components operating concurrently while interacting, and
thus the consistency and correctness of the whole system. Introducing concurrency control into a system means
applying operation constraints which typically result in some performance reduction. Operation consistency and
correctness should be achieved with as good as possible efficiency, without reducing performance below reasonable
levels. Concurrency control can require significant additional complexity and overhead in a concurrent algorithm
compared to the simpler sequential algorithm.
For example, a failure in concurrency control can result in data corruption from torn read or write operations.
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Concurrency control in databases
Comments:

1. This section is applicable to all transactional systems, i.e., to all systems that use database transactions (atomic
transactions; e.g., transactional objects in Systems management and in networks of smartphones which typically
implement private, dedicated database systems), not only general-purpose database management systems
(DBMSs).

2. DBMSs need to deal also with concurrency control issues not typical just to database transactions but rather to
operating systems in general. These issues (e.g., see Concurrency control in operating systems below) are out of
the scope of this section.

Concurrency control in Database management systems (DBMS; e.g., Bernstein et al. 1987, Weikum and Vossen
2001), other transactional objects, and related distributed applications (e.g., Grid computing and Cloud computing)
ensures that database transactions are performed concurrently without violating the data integrity of the respective
databases. Thus concurrency control is an essential element for correctness in any system where two database
transactions or more, executed with time overlap, can access the same data, e.g., virtually in any general-purpose
database system. Consequently a vast body of related research has been accumulated since database systems
emerged in the early 1970s. A well established concurrency control theory for database systems is outlined in the
references mentioned above: serializability theory, which allows to effectively design and analyze concurrency
control methods and mechanisms. An alternative theory for concurrency control of atomic transactions over abstract
data types is presented in (Lynch et al. 1993), and not utilized below. This theory is more refined, complex, with a
wider scope, and has been less utilized in the Database literature than the classical theory above. Each theory has its
pros and cons, emphasis and insight. To some extent they are complementary, and their merging may be useful.
To ensure correctness, a DBMS usually guarantees that only serializable transaction schedules are generated, unless
serializability is intentionally relaxed to increase performance, but only in cases where application correctness is not
harmed. For maintaining correctness in cases of failed (aborted) transactions (which can always happen for many
reasons) schedules also need to have the recoverability (from abort) property. A DBMS also guarantees that no
effect of committed transactions is lost, and no effect of aborted (rolled back) transactions remains in the related
database. Overall transaction characterization is usually summarized by the ACID rules below. As databases have
become distributed, or needed to cooperate in distributed environments (e.g., Federated databases in the early 1990,
and Cloud computing currently), the effective distribution of concurrency control mechanisms has received special
attention.

Database transaction and the ACID rules
The concept of a database transaction (or atomic transaction) has evolved in order to enable both a well understood
database system behavior in a faulty environment where crashes can happen any time, and recovery from a crash to a
well understood database state. A database transaction is a unit of work, typically encapsulating a number of
operations over a database (e.g., reading a database object, writing, acquiring lock, etc.), an abstraction supported in
database and also other systems. Each transaction has well defined boundaries in terms of which program/code
executions are included in that transaction (determined by the transaction's programmer via special transaction
commands). Every database transaction obeys the following rules (by support in the database system; i.e., a database
system is designed to guarantee them for the transactions it runs):
• Atomicity - Either the effects of all or none of its operations remain ("all or nothing" semantics) when a

transaction is completed (committed or aborted respectively). In other words, to the outside world a committed
transaction appears (by its effects on the database) to be indivisible, atomic, and an aborted transaction does not
leave effects on the database at all, as if never existed.

• Consistency - Every transaction must leave the database in a consistent (correct) state, i.e., maintain the 
predetermined integrity rules of the database (constraints upon and among the database's objects). A transaction

http://en.wikipedia.org/w/index.php?title=Systems_management
http://en.wikipedia.org/w/index.php?title=Smartphone
http://en.wikipedia.org/w/index.php?title=Concurrency_control%23Concurrency_control_in_operating_systems
http://en.wikipedia.org/w/index.php?title=Grid_computing
http://en.wikipedia.org/w/index.php?title=Cloud_computing
http://en.wikipedia.org/w/index.php?title=Concurrency_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Scientific_theory
http://en.wikipedia.org/w/index.php?title=Abstract_data_type
http://en.wikipedia.org/w/index.php?title=Abstract_data_type
http://en.wikipedia.org/w/index.php?title=Insight
http://en.wikipedia.org/w/index.php?title=Serializability%23Relaxing_serializability
http://en.wikipedia.org/w/index.php?title=Serializability%23Correctness_-_recoverability
http://en.wikipedia.org/w/index.php?title=Rollback_%28data_management%29
http://en.wikipedia.org/w/index.php?title=Federated_database
http://en.wikipedia.org/w/index.php?title=Cloud_computing
http://en.wikipedia.org/w/index.php?title=Database_Consistency_%28computer_science%29


Concurrency control 724

must transform a database from one consistent state to another consistent state (however, it is the responsibility of
the transaction's programmer to make sure that the transaction itself is correct, i.e., performs correctly what it
intends to perform (from the application's point of view) while the predefined integrity rules are enforced by the
DBMS). Thus since a database can be normally changed only by transactions, all the database's states are
consistent. An aborted transaction does not change the database state it has started from, as if it never existed
(atomicity above).

• Isolation - Transactions cannot interfere with each other (as an end result of their executions). Moreover, usually
(depending on concurrency control method) the effects of an incomplete transaction are not even visible to
another transaction. Providing isolation is the main goal of concurrency control.

• Durability - Effects of successful (committed) transactions must persist through crashes (typically by recording
the transaction's effects and its commit event in a non-volatile memory).

The concept of atomic transaction has been extended during the years to what has become Business transactions
which actually implement types of Workflow and are not atomic. However also such enhanced transactions typically
utilize atomic transactions as components.

Why is concurrency control needed?
If transactions are executed serially, i.e., sequentially with no overlap in time, no transaction concurrency exists.
However, if concurrent transactions with interleaving operations are allowed in an uncontrolled manner, some
unexpected, undesirable result may occur. Here are some typical examples:
1.1. The lost update problem: A second transaction writes a second value of a data-item (datum) on top of a first value

written by a first concurrent transaction, and the first value is lost to other transactions running concurrently
which need, by their precedence, to read the first value. The transactions that have read the wrong value end with
incorrect results.

2.2. The dirty read problem: Transactions read a value written by a transaction that has been later aborted. This value
disappears from the database upon abort, and should not have been read by any transaction ("dirty read"). The
reading transactions end with incorrect results.

3.3. The incorrect summary problem: While one transaction takes a summary over the values of all the instances of a
repeated data-item, a second transaction updates some instances of that data-item. The resulting summary does
not reflect a correct result for any (usually needed for correctness) precedence order between the two transactions
(if one is executed before the other), but rather some random result, depending on the timing of the updates, and
whether certain update results have been included in the summary or not.

Most high-performance transactional systems need to run transactions concurrently to meet their performance
requirements. Thus, without concurrency control such systems can neither provide correct results nor maintain their
databases consistent.

Concurrency control mechanisms

Categories

The main categories of concurrency control mechanisms are:
• Optimistic - Delay the checking of whether a transaction meets the isolation and other integrity rules (e.g.,

serializability and recoverability) until its end, without blocking any of its (read, write) operations ("...and be
optimistic about the rules being met..."), and then abort a transaction to prevent the violation, if the desired rules
are to be violated upon its commit. An aborted transaction is immediately restarted and re-executed, which incurs
an obvious overhead (versus executing it to the end only once). If not too many transactions are aborted, then
being optimistic is usually a good strategy.
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• Pessimistic - Block an operation of a transaction, if it may cause violation of the rules, until the possibility of
violation disappears. Blocking operations is typically involved with performance reduction.

• Semi-optimistic - Block operations in some situations, if they may cause violation of some rules, and do not
block in other situations while delaying rules checking (if needed) to transaction's end, as done with optimistic.

Different categories provide different performance, i.e., different average transaction completion rates (throughput),
depending on transaction types mix, computing level of parallelism, and other factors. If selection and knowledge
about trade-offs are available, then category and method should be chosen to provide the highest performance.
The mutual blocking between two transactions (where each one blocks the other) or more results in a deadlock,
where the transactions involved are stalled and cannot reach completion. Most non-optimistic mechanisms (with
blocking) are prone to deadlocks which are resolved by an intentional abort of a stalled transaction (which releases
the other transactions in that deadlock), and its immediate restart and re-execution. The likelihood of a deadlock is
typically low.
Blocking, deadlocks, and aborts all result in performance reduction, and hence the trade-offs between the categories.

Methods

Many methods for concurrency control exist. Most of them can be implemented within either main category above.
The major methods,[1] which have each many variants, and in some cases may overlap or be combined, are:
1. Locking (e.g., Two-phase locking - 2PL) - Controlling access to data by locks assigned to the data. Access of a

transaction to a data item (database object) locked by another transaction may be blocked (depending on lock type
and access operation type) until lock release.

2. Serialization graph checking (also called Serializability, or Conflict, or Precedence graph checking) - Checking
for cycles in the schedule's graph and breaking them by aborts.

3. Timestamp ordering (TO) - Assigning timestamps to transactions, and controlling or checking access to data by
timestamp order.

4. Commitment ordering (or Commit ordering; CO) - Controlling or checking transactions' chronological order of
commit events to be compatible with their respective precedence order.

Other major concurrency control types that are utilized in conjunction with the methods above include:
• Multiversion concurrency control (MVCC) - Increasing concurrency and performance by generating a new

version of a database object each time the object is written, and allowing transactions' read operations of several
last relevant versions (of each object) depending on scheduling method.

• Index concurrency control - Synchronizing access operations to indexes, rather than to user data. Specialized
methods provide substantial performance gains.

• Private workspace model (Deferred update) - Each transaction maintains a private workspace for its accessed
data, and its changed data become visible outside the transaction only upon its commit (e.g., Weikum and Vossen
2001). This model provides a different concurrency control behavior with benefits in many cases.

The most common mechanism type in database systems since their early days in the 1970s has been Strong strict
Two-phase locking (SS2PL; also called Rigorous scheduling or Rigorous 2PL) which is a special case (variant) of
both Two-phase locking (2PL) and Commitment ordering (CO). It is pessimistic. In spite of its long name (for
historical reasons) the idea of the SS2PL mechanism is simple: "Release all locks applied by a transaction only after
the transaction has ended." SS2PL (or Rigorousness) is also the name of the set of all schedules that can be generated
by this mechanism, i.e., these are SS2PL (or Rigorous) schedules, have the SS2PL (or Rigorousness) property.
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Major goals of concurrency control mechanisms
Concurrency control mechanisms firstly need to operate correctly, i.e., to maintain each transaction's integrity rules
(as related to concurrency; application-specific integrity rule are out of the scope here) while transactions are running
concurrently, and thus the integrity of the entire transactional system. Correctness needs to be achieved with as good
performance as possible. In addition, increasingly a need exists to operate effectively while transactions are
distributed over processes, computers, and computer networks. Other subjects that may affect concurrency control
are recovery and replication.

Correctness

Serializability

For correctness, a common major goal of most concurrency control mechanisms is generating schedules with the
Serializability property. Without serializability undesirable phenomena may occur, e.g., money may disappear from
accounts, or be generated from nowhere. Serializability of a schedule means equivalence (in the resulting database
values) to some serial schedule with the same transactions (i.e., in which transactions are sequential with no overlap
in time, and thus completely isolated from each other: No concurrent access by any two transactions to the same data
is possible). Serializability is considered the highest level of isolation among database transactions, and the major
correctness criterion for concurrent transactions. In some cases compromised, relaxed forms of serializability are
allowed for better performance (e.g., the popular Snapshot isolation mechanism) or to meet availability requirements
in highly distributed systems (see Eventual consistency), but only if application's correctness is not violated by the
relaxation (e.g., no relaxation is allowed for money transactions, since by relaxation money can disappear, or appear
from nowhere).
Almost all implemented concurrency control mechanisms achieve serializability by providing Conflict serializablity,
a broad special case of serializability (i.e., it covers, enables most serializable schedules, and does not impose
significant additional delay-causing constraints) which can be implemented efficiently.

Recoverability

See Recoverability in Serializability

Comment: While in the general area of systems the term "recoverability" may refer to the ability of a system to
recover from failure or from an incorrect/forbidden state, within concurrency control of database systems this term
has received a specific meaning.
Concurrency control typically also ensures the Recoverability property of schedules for maintaining correctness in
cases of aborted transactions (which can always happen for many reasons). Recoverability (from abort) means that
no committed transaction in a schedule has read data written by an aborted transaction. Such data disappear from the
database (upon the abort) and are parts of an incorrect database state. Reading such data violates the consistency rule
of ACID. Unlike Serializability, Recoverability cannot be compromised, relaxed at any case, since any relaxation
results in quick database integrity violation upon aborts. The major methods listed above provide serializability
mechanisms. None of them in its general form automatically provides recoverability, and special considerations and
mechanism enhancements are needed to support recoverability. A commonly utilized special case of recoverability is
Strictness, which allows efficient database recovery from failure (but excludes optimistic implementations; e.g.,
Strict CO (SCO) cannot have an optimistic implementation, but has semi-optimistic ones).
Comment: Note that the Recoverability property is needed even if no database failure occurs and no database
recovery from failure is needed. It is rather needed to correctly automatically handle transaction aborts, which may
be unrelated to database failure and recovery from it.
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Distribution

With the fast technological development of computing the difference between local and distributed computing over
low latency networks or buses is blurring. Thus the quite effective utilization of local techniques in such distributed
environments is common, e.g., in computer clusters and multi-core processors. However the local techniques have
their limitations and use multi-processes (or threads) supported by multi-processors (or multi-cores) to scale. This
often turns transactions into distributed ones, if they themselves need to span multi-processes. In these cases most
local concurrency control techniques do not scale well.

Distributed serializability and Commitment ordering

See Distributed serializability in Serializability

As database systems have become distributed, or started to cooperate in distributed environments (e.g., Federated
databases in the early 1990s, and nowadays Grid computing, Cloud computing, and networks with smartphones),
some transactions have become distributed. A distributed transaction means that the transaction spans processes, and
may span computers and geographical sites. This generates a need in effective distributed concurrency control
mechanisms. Achieving the Serializability property of a distributed system's schedule (see Distributed serializability
and Global serializability (Modular serializability)) effectively poses special challenges typically not met by most of
the regular serializability mechanisms, originally designed to operate locally. This is especially due to a need in
costly distribution of concurrency control information amid communication and computer latency. The only known
general effective technique for distribution is Commitment ordering, which was disclosed publicly in 1991 (after
being patented). Commitment ordering (Commit ordering, CO; Raz 1992) means that transactions' chronological
order of commit events is kept compatible with their respective precedence order. CO does not require the
distribution of concurrency control information and provides a general effective solution (reliable, high-performance,
and scalable) for both distributed and global serializability, also in a heterogeneous environment with database
systems (or other transactional objects) with different (any) concurrency control mechanisms. CO is indifferent to
which mechanism is utilized, since it does not interfere with any transaction operation scheduling (which most
mechanisms control), and only determines the order of commit events. Thus, CO enables the efficient distribution of
all other mechanisms, and also the distribution of a mix of different (any) local mechanisms, for achieving
distributed and global serializability. The existence of such a solution has been considered "unlikely" until 1991, and
by many experts also later, due to misunderstanding of the CO solution (see Quotations in Global serializability). An
important side-benefit of CO is automatic distributed deadlock resolution. Contrary to CO, virtually all other
techniques (when not combined with CO) are prone to distributed deadlocks (also called global deadlocks) which
need special handling. CO is also the name of the resulting schedule property: A schedule has the CO property if the
chronological order of its transactions' commit events is compatible with the respective transactions' precedence
(partial) order.
SS2PL mentioned above is a variant (special case) of CO and thus also effective to achieve distributed and global
serializability. It also provides automatic distributed deadlock resolution (a fact overlooked in the research literature
even after CO's publication), as well as Strictness and thus Recoverability. Possessing these desired properties
together with known efficient locking based implementations explains SS2PL's popularity. SS2PL has been utilized
to efficiently achieve Distributed and Global serializability since the 1980, and has become the de facto standard for
it. However, SS2PL is blocking and constraining (pessimistic), and with the proliferation of distribution and
utilization of systems different from traditional database systems (e.g., as in Cloud computing), less constraining
types of CO (e.g., Optimistic CO) may be needed for better performance.
Comments:

1. The Distributed conflict serializability property in its general form is difficult to achieve efficiently, but it is 
achieved efficiently via its special case Distributed CO: Each local component (e.g., a local DBMS) needs both to 
provide some form of CO, and enforce a special vote ordering strategy for the Two-phase commit protocol (2PC:

http://en.wikipedia.org/w/index.php?title=Computer_network
http://en.wikipedia.org/w/index.php?title=Bus_%28computing%29
http://en.wikipedia.org/w/index.php?title=Computer_cluster
http://en.wikipedia.org/w/index.php?title=Multi-core_processor
http://en.wikipedia.org/w/index.php?title=Serializability%23Distributed_serializability
http://en.wikipedia.org/w/index.php?title=Federated_database
http://en.wikipedia.org/w/index.php?title=Federated_database
http://en.wikipedia.org/w/index.php?title=Grid_computing
http://en.wikipedia.org/w/index.php?title=Cloud_computing
http://en.wikipedia.org/w/index.php?title=Smartphone
http://en.wikipedia.org/w/index.php?title=Process_%28computing%29
http://en.wikipedia.org/w/index.php?title=Computer
http://en.wikipedia.org/w/index.php?title=Serializability%23Distributed_serializability
http://en.wikipedia.org/w/index.php?title=Latency_%28engineering%29
http://en.wikipedia.org/w/index.php?title=Patent
http://en.wikipedia.org/w/index.php?title=Serializability%23Testing_conflict_serializability
http://en.wikipedia.org/w/index.php?title=Reliability_engineering
http://en.wikipedia.org/w/index.php?title=Scalability
http://en.wikipedia.org/w/index.php?title=Commitment_ordering%23Summary
http://en.wikipedia.org/w/index.php?title=Global_serializability%23Quotations
http://en.wikipedia.org/w/index.php?title=Commitment_ordering%23Exact_characterization_of_voting-deadlocks_by_global_cycles
http://en.wikipedia.org/w/index.php?title=Deadlock%23Distributed_deadlock
http://en.wikipedia.org/w/index.php?title=Serializability%23Testing_conflict_serializability
http://en.wikipedia.org/w/index.php?title=Serializability%23Testing_conflict_serializability
http://en.wikipedia.org/w/index.php?title=De_facto_standard
http://en.wikipedia.org/w/index.php?title=Cloud_computing
http://en.wikipedia.org/w/index.php?title=Commitment_ordering%23Distributed_optimistic_CO_%28DOCO%29


Concurrency control 728

utilized to commit distributed transactions). Differently from the general Distributed CO, Distributed SS2PL
exists automatically when all local components are SS2PL based (in each component CO exists, implied, and the
vote ordering strategy is now met automatically). This fact has been known and utilized since the 1980s (i.e., that
SS2PL exists globally, without knowing about CO) for efficient Distributed SS2PL, which implies Distributed
serializability and strictness (e.g., see Raz 1992, page 293; it is also implied in Bernstein et al. 1987, page 78).
Less constrained Distributed serializability and strictness can be efficiently achieved by Distributed Strict CO
(SCO), or by a mix of SS2PL based and SCO based local components.

2. About the references and Commitment ordering: (Bernstein et al. 1987) was published before the discovery of
CO in 1990. The CO schedule property is called Dynamic atomicity in (Lynch et al. 1993, page 201). CO is
described in (Weikum and Vossen 2001, pages 102, 700), but the description is partial and misses CO's essence.
(Raz 1992) was the first refereed and accepted for publication article about CO algorithms (however, publications
about an equivalent Dynamic atomicity property can be traced to 1988). Other CO articles followed. (Bernstein
and Newcomer 2009) note CO as one of the four major concurrency control methods, and CO's ability to provide
interoperability among other methods.

Distributed recoverability

Unlike Serializability, Distributed recoverability and Distributed strictness can be achieved efficiently in a
straightforward way, similarly to the way Distributed CO is achieved: In each database system they have to be
applied locally, and employ a vote ordering strategy for the Two-phase commit protocol (2PC; Raz 1992, page 307).
As has been mentioned above, Distributed SS2PL, including Distributed strictness (recoverability) and Distributed
commitment ordering (serializability), automatically employs the needed vote ordering strategy, and is achieved
(globally) when employed locally in each (local) database system (as has been known and utilized for many years; as
a matter of fact locality is defined by the boundary of a 2PC participant (Raz 1992) ).

Other major subjects of attention

The design of concurrency control mechanisms is often influenced by the following subjects:

Recovery

All systems are prone to failures, and handling recovery from failure is a must. The properties of the generated
schedules, which are dictated by the concurrency control mechanism, may have an impact on the effectiveness and
efficiency of recovery. For example, the Strictness property (mentioned in the section Recoverability above) is often
desirable for an efficient recovery.

Replication

For high availability database objects are often replicated. Updates of replicas of a same database object need to be
kept synchronized. This may affect the way concurrency control is done (e.g., Gray et al. 1996).
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Proceedings of the Eighteenth International Conference on Very Large Data Bases (VLDB), pp. 292-312,
Vancouver, Canada, August 1992. (also DEC-TR 841, Digital Equipment Corporation, November 1990)

Footnotes
[1] Philip A. Bernstein, Eric Newcomer (2009): Principles of Transaction Processing, 2nd Edition (http:/ / www. elsevierdirect. com/ product.

jsp?isbn=9781558606234), Morgan Kaufmann (Elsevier), June 2009, ISBN 978-1-55860-623-4 (page 145)
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Concurrency control in operating systems
Multitasking operating systems, especially real-time operating systems, need to maintain the illusion that all tasks
running on top of them are all running at the same time, even though only one or a few tasks really are running at
any given moment due to the limitations of the hardware the operating system is running on. Such multitasking is
fairly simple when all tasks are independent from each other. However, when several tasks try to use the same
resource, or when tasks try to share information, it can lead to confusion and inconsistency. The task of concurrent
computing is to solve that problem. Some solutions involve "locks" similar to the locks used in databases, but they
risk causing problems of their own such as deadlock. Other solutions are Non-blocking algorithms and
Read-copy-update.
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Transaction Control Language
A Transaction Control Language (TCL) is a computer language and a subset of SQL, used to control transactional
processing in a database. A transaction is logical unit of work that comprises one or more SQL statements, usually a
group of Data Manipulation Language (DML) statements.
Examples of TCL commands include:
• COMMIT to apply the transaction by saving the database changes.
• ROLLBACK to undo all changes of a transaction.
• SAVEPOINT to divide the transaction into smaller sections. It defines breakpoints for a transaction to allow

partial rollbacks.

ACID
In computer science, ACID (Atomicity, Consistency, Isolation, Durability) is a set of properties that guarantee that
database transactions are processed reliably. In the context of databases, a single logical operation on the data is
called a transaction. For example, a transfer of funds from one bank account to another, even involving multiple
changes such as debiting one account and crediting another, is a single transaction.
Jim Gray defined these properties of a reliable transaction system in the late 1970s and developed technologies to
achieve them automatically.[1]

In 1983, Andreas Reuter and Theo Härder coined the acronym ACID to describe them.[2]

Characteristics

Atomicity
Atomicity requires that each transaction is "all or nothing": if one part of the transaction fails, the entire transaction
fails, and the database state is left unchanged. An atomic system must guarantee atomicity in each and every
situation, including power failures, errors, and crashes. To the outside world, a committed transaction appears (by its
effects on the database) to be indivisible ("atomic"), and an aborted transaction does not happen.

Consistency
The consistency property ensures that any transaction will bring the database from one valid state to another. Any
data written to the database must be valid according to all defined rules, including but not limited to constraints,
cascades, triggers, and any combination thereof. This does not guarantee correctness of the transaction in all ways
the application programmer might have wanted (that is the responsibility of application-level code) but merely that
any programming errors do not violate any defined rules.
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Isolation
The isolation property ensures that the concurrent execution of transactions results in a system state that would be
obtained if transactions were executed serially, i.e. one after the other. Providing isolation is the main goal of
concurrency control. Depending on concurrency control method, the effects of an incomplete transaction might not
even be visible to another transaction.[citation needed]

Durability
Durability means that once a transaction has been committed, it will remain so, even in the event of power loss,
crashes, or errors. In a relational database, for instance, once a group of SQL statements execute, the results need to
be stored permanently (even if the database crashes immediately thereafter). To defend against power loss,
transactions (or their effects) must be recorded in a non-volatile memory.

Examples
The following examples further illustrate the ACID properties. In these examples, the database table has two
columns, A and B. An integrity constraint requires that the value in A and the value in B must sum to 100. The
following SQL code creates a table as described above:

CREATE TABLE acidtest (A INTEGER, B INTEGER CHECK (A + B = 100));

Atomicity failure
Assume that a transaction attempts to subtract 10 from A and add 10 to B. This is a valid transaction, since the data
continue to satisfy the constraint after it has executed. However, assume that after removing 10 from A, the
transaction is unable to modify B. If the database retained A's new value, atomicity requires that both parts of this
transaction, or neither, be complete.

Consistency failure
Consistency is a very general term which demands that the data must meet all validation rules. In the previous
example, the validation is a requirement that A + B = 100. Also, it may be inferred that both A and B must be
integers. A valid range for A and B may also be inferred. All validation rules must be checked to ensure consistency.
Assume that a transaction attempts to subtract 10 from A without altering B. Because consistency is checked after
each transaction, it is known that A + B = 100 before the transaction begins. If the transaction removes 10 from A
successfully, atomicity will be achieved. However, a validation check will show that A + B = 90, which is
inconsistent with the rules of the database. The entire transaction must be cancelled and the affected rows rolled back
to their pre-transaction state. If there had been other constraints, triggers, or cascades, every single change operation
would have been checked in the same way as above before the transaction was committed.
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Isolation failure
To demonstrate isolation, we assume two transactions execute at the same time, each attempting to modify the same
data. One of the two must wait until the other completes in order to maintain isolation.
Consider two transactions. T1 transfers 10 from A to B. T2 transfers 10 from B to A. Combined, there are four
actions:
• T1 subtracts 10 from A.
• T1 adds 10 to B.
• T2 subtracts 10 from B.
• T2 adds 10 to A.
If these operations are performed in order, isolation is maintained, although T2 must wait. Consider what happens if
T1 fails half-way through. The database eliminates T1's effects, and T2 sees only valid data.
By interleaving the transactions, the actual order of actions might be:
• T1 subtracts 10 from A.
• T2 subtracts 10 from B.
• T2 adds 10 to A.
• T1 adds 10 to B.
Again, consider what happens if T1 fails halfway through. By the time T1 fails, T2 has already modified A; it cannot
be restored to the value it had before T1 without leaving an invalid database. This is known as a write-write
failure,[citation needed] because two transactions attempted to write to the same data field. In a typical system, the
problem would be resolved by reverting to the last known good state, canceling the failed transaction T1, and
restarting the interrupted transaction T2 from the good state.

Durability failure
Assume that a transaction transfers 10 from A to B. It removes 10 from A. It then adds 10 to B. At this point, a
"success" message is sent to the user. However, the changes are still queued in the disk buffer waiting to be
committed to the disk. Power fails and the changes are lost. The user assumes (understandably) that the changes have
been made.

Implementation
Processing a transaction often requires a sequence of operations that is subject to failure for a number of reasons. For
instance, the system may have no room left on its disk drives, or it may have used up its allocated CPU time.
There are two popular families of techniques: write ahead logging and shadow paging. In both cases, locks must be
acquired on all information that is updated, and depending on the level of isolation, possibly on all data that is read
as well. In write ahead logging, atomicity is guaranteed by copying the original (unchanged) data to a log before
changing the database.Wikipedia:Disputed statement That allows the database to return to a consistent state in the
event of a crash.
In shadowing, updates are applied to a partial copy of the database, and the new copy is activated when the
transaction commits.
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Locking vs multiversioning
Many databases rely upon locking to provide ACID capabilities. Locking means that the transaction marks the data
that it accesses so that the DBMS knows not to allow other transactions to modify it until the first transaction
succeeds or fails. The lock must always be acquired before processing data, including data that are read but not
modified. Non-trivial transactions typically require a large number of locks, resulting in substantial overhead as well
as blocking other transactions. For example, if user A is running a transaction that has to read a row of data that user
B wants to modify, user B must wait until user A's transaction completes. Two phase locking is often applied to
guarantee full isolation.[citation needed]

An alternative to locking is multiversion concurrency control, in which the database provides each reading
transaction the prior, unmodified version of data that is being modified by another active transaction. This allows
readers to operate without acquiring locks, i.e. writing transactions do not block reading transactions, and readers do
not block writers. Going back to the example, when user A's transaction requests data that user B is modifying, the
database provides A with the version of that data that existed when user B started his transaction. User A gets a
consistent view of the database even if other users are changing data. One implementation, namely snapshot
isolation, relaxes the isolation property.

Distributed transactions
Guaranteeing ACID properties in a distributed transaction across a distributed database where no single node is
responsible for all data affecting a transaction presents additional complications. Network connections might fail, or
one node might successfully complete its part of the transaction and then be required to roll back its changes,
because of a failure on another node. The two-phase commit protocol (not to be confused with two-phase locking)
provides atomicity for distributed transactions to ensure that each participant in the transaction agrees on whether the
transaction should be committed or not.[citation needed] Briefly, in the first phase, one node (the coordinator)
interrogates the other nodes (the participants) and only when all reply that they are prepared does the coordinator, in
the second phase, formalize the transaction.
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Atomicity (database systems)
In database systems, atomicity (or atomicness; from Greek a-tomos, undividable) is one of the ACID transaction
properties. In an atomic transaction, a series of database operations either all occur, or nothing occurs. A guarantee
of atomicity prevents updates to the database occurring only partially, which can cause greater problems than
rejecting the whole series outright. In other words, atomicity means indivisibility and irreducibility.
The etymology of the phrase originates in the Classical Greek concept of a fundamental and indivisible component;
see atom.
An example of atomicity is ordering an airline ticket where two actions are required: payment, and a seat reservation.
The potential passenger must either:
1.1. both pay for and reserve a seat; OR
2.2. neither pay for nor reserve a seat.
The booking system does not consider it acceptable for a customer to pay for a ticket without securing the seat, nor
to reserve the seat without payment succeeding.
Another example: If one wants to transfer some amount of money from one account to another, then he/she would
start a procedure to do it. However, if a failure occurs, then due to atomicity, the amount will either be transferred
completely or will not even start. Thus atomicity protects the user from losing money due to a failed transaction.

Orthogonality
Atomicity does not behave completely orthogonally with regard to the other ACID properties of the transactions.
For example, isolation relies on atomicity to roll back changes in the event of isolation failures such as deadlock;
consistency also relies on rollback in the event of a consistency-violation by an illegal transaction. Finally, atomicity
itself relies on durability to ensure the atomicity of transactions even in the face of external failures.
As a result of this, failure to detect errors and roll back the enclosing transaction may cause failures of isolation and
consistency.

Implementation
Typically, systems implement atomicity by providing some mechanism to indicate which transactions have started
and which finished; or by keeping a copy of the data before any changes occurred (read-copy-update). Several
filesystems have developed methods for avoiding the need to keep multiple copies of data, using journaling (see
journaling file system). Databases usually implement this using some form of logging/journaling to track changes.
The system synchronizes the logs (often the metadata) as necessary once the actual changes have successfully taken
place. Afterwards, crash recovery simply ignores incomplete entries. Although implementations vary depending on
factors such as concurrency issues, the principle of atomicity — i.e. complete success or complete failure — remain.
Ultimately, any application-level implementation relies on operating-system functionality. At the file-system level,
POSIX-compliant systems provide system calls such as open(2) and flock(2) that allow applications to
atomically open or lock a file. At the process level, POSIX Threads provide adequate synchronization primitives.
The hardware level requires atomic operations such as Test-and-set, Fetch-and-add, Compare-and-swap, or
Load-Link/Store-Conditional, together with memory barriers. Portable operating systems cannot simply block
interrupts to implement synchronization, since hardware that lacks actual concurrent execution such as
hyper-threading or multi-processing is now extremely rare.
In NoSQL data stores with eventual consistency, the atomicity is also weaker specified than in relational database
systems, and exists only in rows (i.e. column families).
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Isolation (database systems)
In database systems, isolation is a property that defines how/when the changes made by one operation become
visible to other concurrent operations. Isolation is one of the ACID (Atomicity, Consistency, Isolation, Durability)
properties.

Concurrency control
Concurrency control comprises the underlying mechanisms in a DBMS which handles isolation and guarantees
related correctness. It is heavily utilized by the database and storage engines (see above) both to guarantee the
correct execution of concurrent transactions, and (different mechanisms) the correctness of other DBMS processes.
The transaction-related mechanisms typically constrain the database data access operations' timing (transaction
schedules) to certain orders characterized as the serializability and recoverability schedule properties. Constraining
database access operation execution typically means reduced performance (rates of execution), and thus concurrency
control mechanisms are typically designed to provide the best performance possible under the constraints. Often,
when possible without harming correctness, the serializability property is compromised for better performance.
However, recoverability cannot be compromised, since such typically results in a quick database integrity violation.
Two-phase locking is the most common transaction concurrency control method in DBMSs, used to provide both
serializability and recoverability for correctness. In order to access a database object a transaction first needs to
acquire a lock for this object. Depending on the access operation type (e.g., reading or writing an object) and on the
lock type, acquiring the lock may be blocked and postponed, if another transaction is holding a lock for that object.

Isolation levels
Of the four ACID properties in a DBMS (Database Management System), the isolation property is the one most
often relaxed. When attempting to maintain the highest level of isolation, a DBMS usually acquires locks on data or
implements multiversion concurrency control, which may result in a loss of concurrency. This requires adding logic
for the application to function correctly.
Most DBMSs offer a number of transaction isolation levels, which control the degree of locking that occurs when
selecting data. For many database applications, the majority of database transactions can be constructed to avoid
requiring high isolation levels (e.g. SERIALIZABLE level), thus reducing the locking overhead for the system. The
programmer must carefully analyze database access code to ensure that any relaxation of isolation does not cause
software bugs that are difficult to find. Conversely, if higher isolation levels are used, the possibility of deadlock is
increased, which also requires careful analysis and programming techniques to avoid.
The isolation levels defined by the ANSI/ISO SQL standard are listed as follows.
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Serializable
This is the highest isolation level.
With a lock-based concurrency control DBMS implementation, serializability requires read and write locks (acquired
on selected data) to be released at the end of the transaction. Also range-locks must be acquired when a SELECT
query uses a ranged WHERE clause, especially to avoid the phantom reads phenomenon (see below).
When using non-lock based concurrency control, no locks are acquired; however, if the system detects a write
collision among several concurrent transactions, only one of them is allowed to commit. See snapshot isolation for
more details on this topic.

Repeatable reads
In this isolation level, a lock-based concurrency control DBMS implementation keeps read and write locks (acquired
on selected data) until the end of the transaction. However, range-locks are not managed, so the phantom reads
phenomenon can occur (see below).

Read committed
In this isolation level, a lock-based concurrency control DBMS implementation keeps write locks (acquired on
selected data) until the end of the transaction, but read locks are released as soon as the SELECT operation is
performed (so the non-repeatable reads phenomenon can occur in this isolation level, as discussed below). As in the
previous level, range-locks are not managed.
Putting it in simpler words, read committed is an isolation level that guarantees that any data read is committed at the
moment it is read. It simply restricts the reader from seeing any intermediate, uncommitted, 'dirty' read. It makes no
promise whatsoever that if the transaction re-issues the read, it will find the same data; data is free to change after it
is read.

Read uncommitted
This is the lowest isolation level. In this level, dirty reads are allowed (see below), so one transaction may see
not-yet-committed changes made by other transactions.
Since each isolation level is stronger than those below, in that no higher isolation level allows an action forbidden by
a lower one, the standard permits a DBMS to run a transaction at an isolation level stronger than that requested (e.g.,
a "Read committed" transaction may actually be performed at a "Repeatable read" isolation level).

Default isolation level
The default isolation level of different DBMS's varies quite widely. Most databases that feature transactions allow
the user to set any isolation level. Some DBMS's also require additional syntax when performing a SELECT
statement to acquire locks (e.g. SELECT ... FOR UPDATE to acquire exclusive write locks on accessed rows).
However, the definitions above have been criticised as being ambiguous, and as not accurately reflecting the
isolation provided by many databases:

This paper shows a number of weaknesses in the anomaly approach to defining isolation levels. The three
ANSI phenomena are ambiguous. Even their broadest interpretations do not exclude anomalous behavior. This
leads to some counter-intuitive results. In particular, lock-based isolation levels have different characteristics
than their ANSI equivalents. This is disconcerting because commercial database systems typically use locking.
Additionally, the ANSI phenomena do not distinguish among several isolation levels popular in commercial
systems.
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There are also other criticisms concerning ANSI SQL's isolation definition, in that it encourages implementors to do
"bad things":

... it relies in subtle ways on an assumption that a locking schema is used for concurrency control, as opposed
to an optimistic or multi-version concurrency scheme. This implies that the proposed semantics are ill-defined.

Read phenomena
The ANSI/ISO standard SQL 92 refers to three different read phenomena when Transaction 1 reads data that
Transaction 2 might have changed.
In the following examples, two transactions take place. In the first, Query 1 is performed. Then, in the second
transaction, Query 2 is performed and committed. Finally, in the first transaction, Query 1 is performed again.
The queries use the following data table:

users

id name age

1 Joe 20

2 Jill 25

Dirty reads (Uncommitted Dependency)
A dirty read occurs when a transaction is allowed to read data from a row that has been modified by another running
transaction and not yet committed.
Dirty reads work similarly to non-repeatable reads; however, the second transaction would not need to be committed
for the first query to return a different result. The only thing that may be prevented in the READ UNCOMMITTED
isolation level is updates appearing out of order in the results; that is, earlier updates will always appear in a result
set before later updates.
In our example, Transaction 2 changes a row, but does not commit the changes. Transaction 1 then reads the
uncommitted data. Now if Transaction 2 rolls back its changes (already read by Transaction 1) or updates different
changes to the database, then the view of the data may be wrong in the records of Transaction 1.

Transaction 1 Transaction 2

<font size="9.40">
/* Query 1 */
SELECT age FROM users WHERE id = 1;
/* will read 20 */
</font>

<font size="9.40">
/* Query 2 */
UPDATE users SET age = 21 WHERE id = 1;
/* No commit here */
</font>

<font size="9.40">
/* Query 1 */
SELECT age FROM users WHERE id = 1;
/* will read 21 */
</font>
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<font size="9.40">
ROLLBACK; /* lock-based DIRTY READ */
</font>

But in this case no row exists that has an id of 1 and an age of 21.

Non-repeatable reads
A non-repeatable read occurs, when during the course of a transaction, a row is retrieved twice and the values within
the row differ between reads.
Non-repeatable reads phenomenon may occur in a lock-based concurrency control method when read locks are not
acquired when performing a SELECT, or when the acquired locks on affected rows are released as soon as the
SELECT operation is performed. Under the multiversion concurrency control method, non-repeatable reads may
occur when the requirement that a transaction affected by a commit conflict must roll back is relaxed.

Transaction 1 Transaction 2

<font size="9.40">
/* Query 1 */
SELECT * FROM users WHERE id = 1;
</font>

<font size="9.40">
/* Query 2 */
UPDATE users SET age = 21 WHERE id = 1;
COMMIT; /* in multiversion concurrency
   control, or lock-based READ COMMITTED */
</font>

<font size="9.40">
/* Query 1 */
SELECT * FROM users WHERE id = 1;
COMMIT; /* lock-based REPEATABLE READ */
</font>

In this example, Transaction 2 commits successfully, which means that its changes to the row with id 1 should
become visible. However, Transaction 1 has already seen a different value for age in that row. At the
SERIALIZABLE and REPEATABLE READ isolation levels, the DBMS must return the old value for the second
SELECT. At READ COMMITTED and READ UNCOMMITTED, the DBMS may return the updated value; this is
a non-repeatable read.
There are two basic strategies used to prevent non-repeatable reads. The first is to delay the execution of Transaction
2 until Transaction 1 has committed or rolled back. This method is used when locking is used, and produces the
serial schedule T1, T2. A serial schedule exhibits repeatable reads behaviour.
In the other strategy, as used in multiversion concurrency control, Transaction 2 is permitted to commit first, which
provides for better concurrency. However, Transaction 1, which commenced prior to Transaction 2, must continue to
operate on a past version of the database — a snapshot of the moment it was started. When Transaction 1 eventually
tries to commit, the DBMS checks if the result of committing Transaction 1 would be equivalent to the schedule T1,
T2. If it is, then Transaction 1 can proceed. If it cannot be seen to be equivalent, however, Transaction 1 must roll
back with a serialization failure.
Using a lock-based concurrency control method, at the REPEATABLE READ isolation mode, the row with ID = 1
would be locked, thus blocking Query 2 until the first transaction was committed or rolled back. In READ
COMMITTED mode, the second time Query 1 was executed, the age would have changed.

http://en.wikipedia.org/w/index.php?title=Select_%28SQL%29
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Under multiversion concurrency control, at the SERIALIZABLE isolation level, both SELECT queries see a
snapshot of the database taken at the start of Transaction 1. Therefore, they return the same data. However, if
Transaction 1 then attempted to UPDATE that row as well, a serialization failure would occur and Transaction 1
would be forced to roll back.
At the READ COMMITTED isolation level, each query sees a snapshot of the database taken at the start of each
query. Therefore, they each see different data for the updated row. No serialization failure is possible in this mode
(because no promise of serializability is made), and Transaction 1 will not have to be retried.

Phantom reads
A phantom read occurs when, in the course of a transaction, two identical queries are executed, and the collection of
rows returned by the second query is different from the first.
This can occur when range locks are not acquired on performing a SELECT ... WHERE operation. The phantom
reads anomaly is a special case of Non-repeatable reads when Transaction 1 repeats a ranged SELECT ... WHERE
query and, between both operations, Transaction 2 creates (i.e. INSERT) new rows (in the target table) which fulfill
that WHERE clause.

Transaction 1 Transaction 2

<font size="9.50">
/* Query 1 */
SELECT * FROM users
WHERE age BETWEEN 10 AND 30;
</font>

<font size="9.50">
/* Query 2 */
INSERT INTO users VALUES ( 3, 'Bob', 27 );
COMMIT;
</font>

<font size="9.50">
/* Query 1 */
SELECT * FROM users
WHERE age BETWEEN 10 AND 30;
COMMIT;
</font>

Note that Transaction 1 executed the same query twice. If the highest level of isolation were maintained, the same set
of rows should be returned both times, and indeed that is what is mandated to occur in a database operating at the
SQL SERIALIZABLE isolation level. However, at the lesser isolation levels, a different set of rows may be returned
the second time.
In the SERIALIZABLE isolation mode, Query 1 would result in all records with age in the range 10 to 30 being
locked, thus Query 2 would block until the first transaction was committed. In REPEATABLE READ mode, the
range would not be locked, allowing the record to be inserted and the second execution of Query 1 to include the
new row in its results.

http://en.wikipedia.org/w/index.php?title=Range_locks
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Isolation Levels, Read Phenomena and Locks

Isolation Levels vs Read Phenomena

Isolation level Dirty reads Non-repeatable reads Phantoms

Read Uncommitted may occur may occur may occur

Read Committed - may occur may occur

Repeatable Read - - may occur

Serializable - - -

Anomaly Serializable is not the same as Serializable. That is, it is necessary, but not sufficient that a Serializable
schedule should be free of all three phenomena types. See [1] below.
"may occur" means that the isolation level suffers that phenomenon, while "-" means that it does not suffer it.

Isolation Levels vs Lock Duration
[citation needed]

In lock-based concurrency control, isolation level determines the duration that locks are held.
"C" - Denotes that locks are held until the transaction commits.
"S" - Denotes that the locks are held only during the currently executing statement. Note that if locks are released
after a statement, the underlying data could be changed by another transaction before the current transaction
commits, thus creating a violation.

Isolation level Write Operation Read Operation Range Operation (...where...)

Read Uncommitted S S S

Read Committed C S S

Repeatable Read C C S

Serializable C C C
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Durability (database systems)
In database systems, durability is the ACID property which guarantees that transactions that have committed will
survive permanently. For example, if a flight booking reports that a seat has successfully been booked, then the seat
will remain booked even if the system crashes.
Durability can be achieved by flushing the transaction's log records to non-volatile storage before acknowledging
commitment.
In distributed transactions, all participating servers must coordinate before commit can be acknowledged. This is
usually done by a two-phase commit protocol.
Many DBMSs implement durability by writing transactions into a transaction log that can be reprocessed to recreate
the system state right before any later failure. A transaction is deemed committed only after it is entered in the log.

Atomic commit
An atomic commit is an operation in which a set of distinct changes is applied as a single operation. If the changes
are applied then the atomic commit is said to have succeeded. If there is a failure before the atomic commit can be
completed then all of the changes completed in the atomic commit are reversed. This ensures that the system is
always left in a consistent state. The other key property of isolation comes from their nature as atomic operations.
Isolation ensures that only one atomic commit is processed at a time. The most common uses of atomic commits are
in database systems and revision control systems.
The problem with atomic commits is that they require coordination between multiple systems. As computer
networks are unreliable services this means no algorithm can coordinate with all systems as proven in the Two
Generals Problem. As databases become more and more distributed this coordination will increase the difficulty of
making truly atomic commits.

Necessity for Atomic Commits
Atomic commits are essential for multi-step updates to data. This can be clearly shown in a simple example of a
money transfer between two checking accounts.
This example is complicated by a transaction to check the balance of account Y during a transaction for transferring
100 dollars from account X to Y. To start, first 100 dollars is removed from account X. Second, 100 dollars is added
to account Y. If the entire operation is not completed as one atomic commit, then several problems could occur. If
the system fails in the middle of the operation, after removing the money from X and before adding into Y, then 100
dollars has just disappeared. Another issue is if the balance of Y is checked before the 100 dollars is added. The
wrong balance for Y will be reported.
With atomic commits neither of these cases can happen, in the first case of the system failure, the atomic commit
would be rolled back and the money returned to X. In the second case, the request of the balance of Y cannot occur
until the atomic commit is fully completed.

http://en.wikipedia.org/w/index.php?title=Non-volatile_storage
http://en.wikipedia.org/w/index.php?title=Database_systems
http://en.wikipedia.org/w/index.php?title=Revision_control
http://en.wikipedia.org/w/index.php?title=Two_Generals%27_Problem
http://en.wikipedia.org/w/index.php?title=Two_Generals%27_Problem


Atomic commit 742

Database System
Atomic commits in database systems fulfil two of the key properties of ACID, atomicity and consistency.
Consistency is only achieved if each change in the atomic commit is consistent.
As shown in the example atomic commits are critical to multistep operations in databases. Due to modern hardware
design the physical disk on which the database resides true atomic commits cannot exist. The smallest area that can
be written to on disk is known as a sector. A single database entry may span several different sectors. Only one
sector can be written at a time. This writing limit is why true atomic commits are not possible. After the database
entries in memory have been modified they are queued up to be written to disk. This means the same problems
identified in the example have reoccurred. Any algorithmic solution to this problem will still encounter the Two
Generals’ Problem. The two-phase commit protocol and three-phase commit protocol attempt to solve this and some
of the other problems associated with atomic commits.
The two-phase commit protocol requires a coordinator to maintain all the information needed to recover the original
state of the database if something goes wrong. As the name indicates there are two phases, voting and commit.
During the voting phase each node writes the changes in the atomic commit to its own disk. The nodes then report
their status to the coordinator. If any node does not report to the coordinator or their status message is lost the
coordinator assumes the node’s write failed. Once all of the nodes have reported to the coordinator the second phase
begins.
During the commit phase the coordinator sends a commit message to each of the nodes to record in their individual
logs. Until this message is added to a node's log, any changes made will be recorded as incomplete. If any of the
nodes reported a failure the coordinator will instead send a rollback message. This will remove any changes the
nodes have written to disk.
The three-phase commit protocol seeks to remove the main problem with the two phase commit protocol which
occurs if a coordinator and another node fail at the same time during the commit phase neither can tell what action
should occur. To solve this problem a third phase is added to the protocol. The prepare to commit phase occurs after
the voting phase and before the commit phase.
In the voting phase, similar to the two-phase commit, the coordinator requests that each node is ready to commit. If
any node fails the coordinator will timeout while waiting for the failed node. If this happens the coordinator sends an
abort message to every node. The same action will be undertaken if any of the nodes return a failure message.
Upon receiving success messages from each node in the voting phase the prepare to commit phase begins. During
this phase the coordinator sends a prepare message to each node. Each node must acknowledge the prepare message
and reply. If any reply is missed or any node return that they are not prepared then the coordinator sends an abort
message. Any node that does not receive a prepare message before the timeout expires aborts the commit.
After all nodes have replied to the prepare message then the commit phase begins. In this phase the coordinator
sends a commit message to each node. When each node receives this message it performs the actual commit. If the
commit message does not reach a node due to the message being lost or the coordinator fails they will perform the
commit if the timeout expires. If the coordinator fails upon recovery it will send a commit message to each node.
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Revision Control
The other area where atomic commits are employed is revision control systems. This allows multiple modified files
to be uploaded and merged into the source. Most revision control systems support atomic commits (CVS and VSS
are the major exceptions).
Like database systems commits may fail due to a problem in applying the changes on disk. Unlike a database system
which overwrites any existing data with the data from the changeset, revision control systems merge the
modification in the changeset into the existing data. If the system cannot complete the merge then the commit will be
rejected. If a merge cannot be resolved by the revision control software it is up to the user to merge the changes. For
revision control systems that support atomic commits, this failure in merging would result in a failed commit.
Atomic commits are crucial for maintaining a consistent state in the repository. Without atomic commits some
changes a developer has made may be applied but other changes may not. If these changes have any kind of coupling
this will result in errors. Atomic commits prevent this by not applying partial changes which would create these
errors. Note that if the changes already contain errors, atomic commits offer no fix.

Atomic Commit Convention
When using a revision control systems a common convention is to use small commits. These are sometimes referred
to as atomic commits as they (ideally) only affect a single aspect of the system. These atomic commits allow for
greater understandability, less effort to roll back changes, easier bug identification.
The greater understandability comes from the small size and focused nature of the commit. It is much easier to
understand what is changed and reasoning behind the changes if you are only looking for one kind of change. This
becomes especially important when making format changes to the source code. If format and functional changes are
combined it becomes very difficult to identify useful changes. Imagine if the spacing in a file is changed from using
tabs to three spaces every tab in the file will show as having been changed. This becomes critical if some functional
changes are also made as a reviewer may simply not see the functional changes.
If only atomic commits are made then commits that introduce errors become much simpler to identify. You are not
required to look though every commit to see if it was the cause of the error, only the commits dealing with that
functionality need to be examined. If the error is to be rolled back, atomic commits again make the job much
simpler. Instead of having to revert to the offending revision and remove the changes manually before integrating
any later changes; the developer can simply revert any changes in the identified commit. This also reduces the risk of
a developer accidentally removing unrelated changes that happened to be in the same commit.
Atomic commits also allow bug fixes to be easily reviewed if only a single bug fixes committed at a time. Instead of
having to check multiple potentially unrelated files the reviewer must only check files and changes that directly
impact the bug being fixed. This also means that bug fixes can be easily packaged for testing as only the changes that
fix the bug are in the commit.
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Schedule (computer science)
In the fields of databases and transaction processing (transaction management), a schedule (or history) of a system
is an abstract model to describe execution of transactions running in the system. Often it is a list of operations
(actions) ordered by time, performed by a set of transactions that are executed together in the system. If order in time
between certain operations is not determined by the system, then a partial order is used. Examples of such
operations are requesting a read operation, reading, writing, aborting, committing, requesting lock, locking, etc. Not
all transaction operation types should be included in a schedule, and typically only selected operation types (e.g.,
data access operations) are included, as needed to reason about and describe certain phenomena. Schedules and
schedule properties are fundamental concepts in database concurrency control theory.

Formal description
The following is an example of a schedule:

In this example, the horizontal axis represents the different transactions in the schedule D. The vertical axis
represents time order of operations. Schedule D consists of three transactions T1, T2, T3. The schedule describes the
actions of the transactions as seen by the DBMS. First T1 Reads and Writes to object X, and then Commits. Then T2
Reads and Writes to object Y and Commits, and finally T3 Reads and Writes to object Z and Commits. This is an
example of a serial schedule, i.e., sequential with no overlap in time, because the actions of in all three transactions
are sequential, and the transactions are not interleaved in time.
Representing the schedule D above by a table (rather than a list) is just for the convenience of identifying each
transaction's operations in a glance. This notation is used throughout the article below. A more common way in the
technical literature for representing such schedule is by a list:

D = R1(X) W1(X) Com1 R2(Y) W2(Y) Com2 R3(Z) W3(Z) Com3
Usually, for the purpose of reasoning about concurrency control in databases, an operation is modeled as atomic,
occurring at a point in time, without duration. When this is not satisfactory start and end time-points and possibly
other point events are specified (rarely). Real executed operations always have some duration and specified
respective times of occurrence of events within them (e.g., "exact" times of beginning and completion), but for
concurrency control reasoning usually only the precedence in time of the whole operations (without looking into the
quite complex details of each operation) matters, i.e., which operation is before, or after another operation.
Furthermore, in many cases the before/after relationships between two specific operations do not matter and should
not be specified, while being specified for other pairs of operations.
In general operations of transactions in a schedule can interleave (i.e., transactions can be executed concurrently), 
while time orders between operations in each transaction remain unchanged as implied by the transaction's program. 
Since not always time orders between all operations of all transactions matter and need to be specified, a schedule is, 
in general, a partial order between operations rather than a total order (where order for each pair is determined, as in
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a list of operations). Also in the general case each transaction may consist of several processes, and itself be properly
represented by a partial order of operations, rather than a total order. Thus in general a schedule is a partial order of
operations, containing (embedding) the partial orders of all its transactions.
Time-order between two operations can be represented by an ordered pair of these operations (e.g., the existence of
a pair (OP1,OP2) means that OP1 is always before OP2), and a schedule in the general case is a set of such ordered
pairs. Such a set, a schedule, is a partial order which can be represented by an acyclic directed graph (or directed
acyclic graph, DAG) with operations as nodes and time-order as a directed edge (no cycles are allowed since a cycle
means that a first (any) operation on a cycle can be both before and after (any) another second operation on the cycle,
which contradicts our perception of Time). In many cases a graphical representation of such graph is used to
demonstrate a schedule.
Comment: Since a list of operations (and the table notation used in this article) always represents a total order
between operations, schedules that are not a total order cannot be represented by a list (but always can be represented
by a DAG).

Types of schedule

Serial
The transactions are executed non-interleaved (see example above) i.e., a serial schedule is one in which no
transaction starts until a running transaction has ended.

Serializable
A schedule that is equivalent (in its outcome) to a serial schedule has the serializability property.
In schedule E, the order in which the actions of the transactions are executed is not the same as in D, but in the end,
E gives the same result as D.

Conflicting actions

Two actions are said to be in conflict (conflicting pair) if:
1.1. The actions belong to different transactions.
2.2. At least one of the actions is a write operation.
3.3. The actions access the same object (read or write).
The following set of actions is conflicting:
•• R1(X), W2(X), W3(X) (3 conflicting pairs)
While the following sets of actions are not:
•• R1(X), R2(X), R3(X)
•• R1(X), W2(Y), R3(X)

http://en.wikipedia.org/w/index.php?title=Embedding
http://en.wikipedia.org/w/index.php?title=Ordered_pair
http://en.wikipedia.org/w/index.php?title=Set_%28mathematics%29
http://en.wikipedia.org/w/index.php?title=Partial_order
http://en.wikipedia.org/w/index.php?title=Acyclic_directed_graph
http://en.wikipedia.org/w/index.php?title=Directed_edge
http://en.wikipedia.org/w/index.php?title=Time


Schedule (computer science) 746

Conflict equivalence

The schedules S1 and S2 are said to be conflict-equivalent if following two conditions are satisfied:
1.1. Both schedules S1 and S2 involve the same set of transactions (including ordering of actions within each

transaction).
2.2. The set of conflicting pairs in S1 is the same as in S2.

Conflict-serializable

A schedule is said to be conflict-serializable when the schedule is conflict-equivalent to one or more serial schedules.
Another definition for conflict-serializability is that a schedule is conflict-serializable if and only if its precedence
graph/serializability graph, when only committed transactions are considered, is acyclic (if the graph is defined to
include also uncommitted transactions, then cycles involving uncommitted transactions may occur without conflict
serializability violation).

Which is conflict-equivalent to the serial schedule <T1,T2>, but not <T2,T1>.

Commitment-ordered

A schedule is said to be commitment-ordered (commit-ordered), or commitment-order-serializable, if it obeys the
Commitment ordering (CO; also commit-ordering or commit-order-serializability) schedule property. This means
that the order in time of transactions' commitment events is compatible with the precedence (partial) order of the
respective transactions, as induced by their schedule's acyclic precedence graph (serializability graph, conflict
graph). This implies that it is also conflict-serializable. The CO property is especially effective for achieving Global
serializability in distributed systems.
Comment: Commitment ordering, which was discovered in 1990, is obviously not mentioned in (Bernstein et al.
1987). Its correct definition appears in (Weikum and Vossen 2001), however the description there of its related
techniques and theory is partial, inaccurate, and misleading.Wikipedia:Avoid weasel words For an extensive
coverage of commitment ordering and its sources see Commitment ordering and The History of Commitment
Ordering.

View equivalence

Two schedules S1 and S2 are said to be view-equivalent when the following conditions are satisfied:
1. If the transaction in S1 reads an initial value for object X, so does the transaction in S2.
2. If the transaction in S1 reads the value written by transaction in S1 for object X, so does the transaction

in S2.
3. If the transaction in S1 is the final transaction to write the value for an object X, so is the transaction in

S2.

http://en.wikipedia.org/wiki/Avoid_weasel_words
http://en.wikipedia.org/w/index.php?title=The_History_of_Commitment_Ordering
http://en.wikipedia.org/w/index.php?title=The_History_of_Commitment_Ordering


Schedule (computer science) 747

View-serializable

A schedule is said to be view-serializable if it is view-equivalent to some serial schedule. Note that by definition, all
conflict-serializable schedules are view-serializable.

Notice that the above example (which is the same as the example in the discussion of conflict-serializable) is both
view-serializable and conflict-serializable at the same time.) There are however view-serializable schedules that are
not conflict-serializable: those schedules with a transaction performing a blind write:

The above example is not conflict-serializable, but it is view-serializable since it has a view-equivalent serial
schedule <T1,&nbsp;T2,&nbsp;T3>.
Since determining whether a schedule is view-serializable is NP-complete, view-serializability has little practical
interest.

Recoverable
Transactions commit only after all transactions whose changes they read, commit.

These schedules are recoverable. F is recoverable because T1 commits before T2, that makes the value read by T2
correct. Then T2 can commit itself. In F2, if T1 aborted, T2 has to abort because the value of A it read is incorrect. In
both cases, the database is left in a consistent state.

http://en.wikipedia.org/w/index.php?title=NP-complete
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Unrecoverable

If a transaction T1 aborts, and a transaction T2 commits, but T2 relied on T1, we have an unrecoverable schedule.

In this example, G is unrecoverable, because T2 read the value of A written by T1, and committed. T1 later aborted,
therefore the value read by T2 is wrong, but since T2 committed, this schedule is unrecoverable.

Avoids cascading aborts (rollbacks)

Also named cascadeless. A single transaction abort leads to a series of transaction rollback. Strategy to prevent
cascading aborts is to disallow a transaction from reading uncommitted changes from another transaction in the same
schedule.
The following examples are the same as the one from the discussion on recoverable:

In this example, although F2 is recoverable, it does not avoid cascading aborts. It can be seen that if T1 aborts, T2
will have to be aborted too in order to maintain the correctness of the schedule as T2 has already read the
uncommitted value written by T1.
The following is a recoverable schedule which avoids cascading abort. Note, however, that the update of A by T1 is
always lost (since T1 is aborted).

Cascading aborts avoidance is sufficient but not necessary for a schedule to be recoverable.
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Strict

A schedule is strict - has the strictness property - if for any two transactions T1, T2, if a write operation of T1
precedes a conflicting operation of T2 (either read or write), then the commit event of T1 also precedes that
conflicting operation of T2.
Any strict schedule is cascadeless, but not the converse. Strictness allows efficient recovery of databases from
failure.

Hierarchical relationship between serializability classes
The following expressions illustrate the hierarachical (containment) relationships between serializability and
recoverability classes:
• Serial ⊂ commitment-ordered ⊂ conflict-serializable ⊂ view-serializable ⊂ all schedules
• Serial ⊂ strict ⊂ avoids cascading aborts ⊂ recoverable ⊂ all schedules
The Venn diagram (below) illustrates the above clauses graphically.

Venn diagram for serializability and
recoverability classes

Practical implementations
In practice, most general purpose database systems employ conflict-serializable and recoverable (primarily strict)
schedules.
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Serializability
In concurrency control of databases,[1][2] transaction processing (transaction management), and various transactional
applications (e.g., transactional memory[3] and software transactional memory), both centralized and distributed, a
transaction schedule is serializable if its outcome (e.g., the resulting database state) is equal to the outcome of its
transactions executed serially, i.e., sequentially without overlapping in time. Transactions are normally executed
concurrently (they overlap), since this is the most efficient way. Serializability is the major correctness criterion for
concurrent transactions' executions. It is considered the highest level of isolation between transactions, and plays an
essential role in concurrency control. As such it is supported in all general purpose database systems. Strong strict
two-phase locking (SS2PL) is a popular serializability mechanism utilized in most of the database systems (in
various variants) since their early days in the 1970s.
Serializability theory provides the formal framework to reason about and analyze serializability and its techniques.
Though it is mathematical in nature, its fundamentals are informally (without Mathematics notation) introduced
below.

Database transaction
For this discussion a database transaction is a specific intended run (with specific parameters, e.g., with transaction
identification, at least) of a computer program (or programs) that accesses a database (or databases). Such a program
is written with the assumption that it is running in isolation from other executing programs, i.e., when running, its
accessed data (after the access) are not changed by other running programs. Without this assumption the transaction's
results are unpredictable and can be wrong. The same transaction can be executed in different situations, e.g., in
different times and locations, in parallel with different programs. A live transaction (i.e., exists in a computing
environment with already allocated computing resources; to distinguish from a transaction request, waiting to get
execution resources) can be in one of three states, or phases:
1. Running - Its program(s) is (are) executing.
2. Ready - Its program's execution has ended, and it is waiting to be Ended (Completed).
3. Ended (or Completed) - It is either Committed or Aborted (Rolled-back), depending whether the execution is

considered a success or not, respectively . When committed, all its recoverable (i.e., with states that can be
controlled for this purpose), durable resources (typically database data) are put in their final states, states after
running. When aborted, all its recoverable resources are put back in their initial states, as before running.

A failure in transaction's computing environment before ending typically results in its abort. However, a transaction
may be aborted also for other reasons as well (e.g., see below).
Upon being ended (completed), transaction's allocated computing resources are released and the transaction
disappears from the computing environment. However, the effects of a committed transaction remain in the database,
while the effects of an aborted (rolled-back) transaction disappear from the database. The concept of atomic
transaction ("all or nothing" semantics) was designed to exactly achieve this behavior, in order to control correctness
in complex faulty systems.
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Correctness

Correctness - serializability
Serializability is a property of a transaction schedule (history). It relates to the isolation property of a database
transaction.

Serializability of a schedule means equivalence (in the outcome, the database state, data values) to a serial
schedule (i.e., sequential with no transaction overlap in time) with the same transactions. It is the major
criterion for the correctness of concurrent transactions' schedule, and thus supported in all general purpose
database systems.
The rationale behind serializability is the following:
If each transaction is correct by itself, i.e., meets certain integrity conditions, then a schedule that comprises
any serial execution of these transactions is correct (its transactions still meet their conditions): "Serial" means
that transactions do not overlap in time and cannot interfere with each other, i.e, complete isolation between
each other exists. Any order of the transactions is legitimate, if no dependencies among them exist, which is
assumed (see comment below). As a result, a schedule that comprises any execution (not necessarily serial)
that is equivalent (in its outcome) to any serial execution of these transactions, is correct.

Schedules that are not serializable are likely to generate erroneous outcomes. Well known examples are with
transactions that debit and credit accounts with money: If the related schedules are not serializable, then the total sum
of money may not be preserved. Money could disappear, or be generated from nowhere. This and violations of
possibly needed other invariant preservations are caused by one transaction writing, and "stepping on" and erasing
what has been written by another transaction before it has become permanent in the database. It does not happen if
serializability is maintained.
If any specific order between some transactions is requested by an application, then it is enforced independently of
the underlying serializability mechanisms. These mechanisms are typically indifferent to any specific order, and
generate some unpredictable partial order that is typically compatible with multiple serial orders of these
transactions. This partial order results from the scheduling orders of concurrent transactions' data access operations,
which depend on many factors.

Correctness - recoverability
A major characteristic of a database transaction is atomicity, which means that it either commits, i.e., all its
operations' results take effect in the database, or aborts (rolled-back), all its operations' results do not have any effect
on the database ("all or nothing" semantics of a transaction). In all real systems transactions can abort for many
reasons, and serializability by itself is not sufficient for correctness. Schedules also need to possess the recoverability
(from abort) property. Recoverability means that committed transactions have not read data written by aborted
transactions (whose effects do not exist in the resulting database states). While serializability is currently
compromised on purpose in many applications for better performance (only in cases when application's correctness
is not harmed), compromising recoverability would quickly violate the database's integrity, as well as that of
transactions' results external to the database. A schedule with the recoverability property (a recoverable schedule)
"recovers" from aborts by itself, i.e., aborts do not harm the integrity of its committed transactions and resulting
database. This is false without recoverability, where the likely integrity violations (resulting incorrect database data)
need special, typically manual, corrective actions in the database.
Implementing recoverability in its general form may result in cascading aborts: Aborting one transaction may result 
in a need to abort a second transaction, and then a third, and so on. This results in a waste of already partially 
executed transactions, and may result also in a performance penalty. Avoiding cascading aborts (ACA, or 
Cascadelessness) is a special case of recoverability that exactly prevents such phenomenon. Often in practice a

http://en.wikipedia.org/w/index.php?title=Invariant_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Partial_order
http://en.wikipedia.org/w/index.php?title=Schedule_%28computer_science%29%23Recoverable
http://en.wikipedia.org/w/index.php?title=Schedule_%28computer_science%29%23Avoids_cascading_aborts_%28rollbacks%29


Serializability 752

special case of ACA is utilized: Strictness. Strictness allows an efficient database recovery from failure.
Note that the recoverability property is needed even if no database failure occurs and no database recovery from
failure is needed. It is rather needed to correctly automatically handle aborts, which may be unrelated to database
failure and recovery from failure.

Relaxing serializability
In many applications, unlike with finances, absolute correctness is not needed. For example, when retrieving a list of
products according to specification, in most cases it does not matter much if a product, whose data was updated a
short time ago, does not appear in the list, even if it meets the specification. It will typically appear in such a list
when tried again a short time later. Commercial databases provide concurrency control with a whole range of
isolation levels which are in fact (controlled) serializability violations in order to achieve higher performance. Higher
performance means better transaction execution rate and shorter average transaction response time (transaction
duration). Snapshot isolation is an example of a popular, widely utilized efficient relaxed serializability method with
many characteristics of full serializability, but still short of some, and unfit in many situations.
Another common reason nowadays for distributed serializability relaxation (see below) is the requirement of
availability of internet products and services. This requirement is typically answered by large-scale data replication.
The straightforward solution for synchronizing replicas' updates of a same database object is including all these
updates in a single atomic distributed transaction. However, with many replicas such a transaction is very large, and
may span several computers and networks that some of them are likely to be unavailable. Thus such a transaction is
likely to end with abort and miss its purpose. Consequently Optimistic replication (Lazy replication) is often utilized
(e.g., in many products and services by Google, Amazon, Yahoo, and alike), while serializability is relaxed and
compromised for eventual consistency. Again in this case, relaxation is done only for applications that are not
expected to be harmed by this technique.
Classes of schedules defined by relaxed serializability properties either contain the serializability class, or are
incomparable with it.

View and conflict serializability
Mechanisms that enforce serializability need to execute in real time, or almost in real time, while transactions are
running at high rates. In order to meet this requirement special cases of serializability, sufficient conditions for
serializability which can be enforced effectively, are utilized.
Two major types of serializability exist: view-serializability, and conflict-serializability. View-serializability matches
the general definition of serializability given above. Conflict-serializability is a broad special case, i.e., any schedule
that is conflict-serializable is also view-serializable, but not necessarily the opposite. Conflict-serializability is
widely utilized because it is easier to determine and covers a substantial portion of the view-serializable schedules.
Determining view-serializability of a schedule is an NP-complete problem (a class of problems with only
difficult-to-compute, excessively time-consuming known solutions).

View-serializability of a schedule is defined by equivalence to a serial schedule (no overlapping transactions)
with the same transactions, such that respective transactions in the two schedules read and write the same data
values ("view" the same data values).
Conflict-serializability is defined by equivalence to a serial schedule (no overlapping transactions) with the
same transactions, such that both schedules have the same sets of respective chronologically ordered pairs of
conflicting operations (same precedence relations of respective conflicting operations).

Operations upon data are read or write (a write: either insert or modify or delete). Two operations are conflicting, if 
they are of different transactions, upon the same datum (data item), and at least one of them is write. Each such pair 
of conflicting operations has a conflict type: It is either a read-write, or write-read, or a write-write conflict. The
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transaction of the second operation in the pair is said to be in conflict with the transaction of the first operation. A
more general definition of conflicting operations (also for complex operations, which may consist each of several
"simple" read/write operations) requires that they are noncommutative (changing their order also changes their
combined result). Each such operation needs to be atomic by itself (by proper system support) in order to be
considered an operation for a commutativity check. For example, read-read operations are commutative (unlike
read-write and the other possibilities) and thus read-read is not a conflict. Another more complex example: the
operations increment and decrement of a counter are both write operations (both modify the counter), but do not
need to be considered conflicting (write-write conflict type) since they are commutative (thus increment-decrement
is not a conflict; e.g., already has been supported in the old IBM's IMS "fast path"). Only precedence (time order) in
pairs of conflicting (non-commutative) operations is important when checking equivalence to a serial schedule, since
different schedules consisting of the same transactions can be transformed from one to another by changing orders
between different transactions' operations (different transactions' interleaving), and since changing orders of
commutative operations (non-conflicting) does not change an overall operation sequence result, i.e., a schedule
outcome (the outcome is preserved through order change between non-conflicting operations, but typically not when
conflicting operations change order). This means that if a schedule can be transformed to any serial schedule without
changing orders of conflicting operations (but changing orders of non-conflicting, while preserving operation order
inside each transaction), then the outcome of both schedules is the same, and the schedule is conflict-serializable by
definition.
Conflicts are the reason for blocking transactions and delays (non-materialized conflicts), or for aborting transactions
due to serializability violations prevention. Both possibilities reduce performance. Thus reducing the number of
conflicts, e.g., by commutativity (when possible), is a way to increase performance.
A transaction can issue/request a conflicting operation and be in conflict with another transaction while its
conflicting operation is delayed and not executed (e.g., blocked by a lock). Only executed (materialized) conflicting
operations are relevant to conflict serializability (see more below).

Enforcing conflict serializability

Testing conflict serializability
Schedule compliance with conflict serializability can be tested with the precedence graph (serializability graph,
serialization graph, conflict graph) for committed transactions of the schedule. It is the directed graph representing
precedence of transactions in the schedule, as reflected by precedence of conflicting operations in the transactions.

In the precedence graph transactions are nodes and precedence relations are directed edges. There exists an
edge from a first transaction to a second transaction, if the second transaction is in conflict with the first (see
Conflict serializability above), and the conflict is materialized (i.e., if the requested conflicting operation is
actually executed: in many cases a requested/issued conflicting operation by a transaction is delayed and even
never executed, typically by a lock on the operation's object, held by another transaction, or when writing to a
transaction's temporary private workspace and materializing, copying to the database itself, upon commit; as
long as a requested/issued conflicting operation is not executed upon the database itself, the conflict is
non-materialized; non-materialized conflicts are not represented by an edge in the precedence graph).
Comment: In many text books only committed transactions are included in the precedence graph. Here all
transactions are included for convenience in later discussions.

The following observation is a key characterization of conflict serializability:
A schedule is conflict-serializable if and only if its precedence graph of committed transactions (when only
committed transactions are considered) is acyclic. This means that a cycle consisting of committed transactions
only is generated in the (general) precedence graph, if and only if conflict-serializability is violated.
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Cycles of committed transactions can be prevented by aborting an undecided (neither committed, nor aborted)
transaction on each cycle in the precedence graph of all the transactions, which can otherwise turn into a cycle of
committed transactions (and a committed transaction cannot be aborted). One transaction aborted per cycle is both
required and sufficient number to break and eliminate the cycle (more aborts are possible, and can happen in some
mechanisms, but unnecessary for serializability). The probability of cycle generation is typically low, but
nevertheless, such a situation is carefully handled, typically with a considerable overhead, since correctness is
involved. Transactions aborted due to serializability violation prevention are restarted and executed again
immediately.
Serializability enforcing mechanisms typically do not maintain a precedence graph as a data structure, but rather
prevent or break cycles implicitly (e.g., SS2PL below).

Common mechanism - SS2PL
Strong strict two phase locking (SS2PL) is a common mechanism utilized in database systems since their early days
in the 1970s (the "SS" in the name SS2PL is newer though) to enforce both conflict serializability and strictness (a
special case of recoverability which allows effective database recovery from failure) of a schedule. In this
mechanism each datum is locked by a transaction before accessing it (any read or write operation): The item is
marked by, associated with a lock of a certain type, depending on operation (and the specific implementation;
various models with different lock types exist; in some models locks may change type during the transaction's life).
As a result access by another transaction may be blocked, typically upon a conflict (the lock delays or completely
prevents the conflict from being materialized and be reflected in the precedence graph by blocking the conflicting
operation), depending on lock type and the other transaction's access operation type. Employing an SS2PL
mechanism means that all locks on data on behalf of a transaction are released only after the transaction has ended
(either committed or aborted).
SS2PL is the name of the resulting schedule property as well, which is also called rigorousness. SS2PL is a special
case (proper subset) of Two-phase locking (2PL)
Mutual blocking between transactions results in a deadlock, where execution of these transactions is stalled, and no
completion can be reached. Thus deadlocks need to be resolved to complete these transactions' execution and release
related computing resources. A deadlock is a reflection of a potential cycle in the precedence graph, that would occur
without the blocking when conflicts are materialized. A deadlock is resolved by aborting a transaction involved with
such potential cycle, and breaking the cycle. It is often detected using a wait-for graph (a graph of conflicts blocked
by locks from being materialized; it can be also defined as the graph of non-materialized conflicts; conflicts not
materialized are not reflected in the precedence graph and do not affect serializability), which indicates which
transaction is "waiting for" lock release by which transaction, and a cycle means a deadlock. Aborting one
transaction per cycle is sufficient to break the cycle. Transactions aborted due to deadlock resolution are restarted
and executed again immediately.

Other enforcing techniques
Other known mechanisms include:
• Precedence graph (or Serializability graph, Conflict graph) cycle elimination
• Two-phase locking (2PL)
• Timestamp ordering (TO)
• Serializable snapshot isolation[4] (SerializableSI)
The above (conflict) serializability techniques in their general form do not provide recoverability. Special
enhancements are needed for adding recoverability.
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Optimistic versus pessimistic techniques

Concurrency control techniques are of three major types:
1. Pessimistic: In Pessimistic concurrency control a transaction blocks data access operations of other transactions

upon conflicts, and conflicts are non-materialized until blocking is removed. This is done to ensure that
operations that may violate serializability (and in practice also recoverability) do not occur.

2. Optimistic: In Optimistic concurrency control data access operations of other transactions are not blocked upon
conflicts, and conflicts are immediately materialized. When the transaction reaches the ready state, i.e., its
running state has been completed, possible serializability (and in practice also recoverability) violation by the
transaction's operations (relatively to other running transactions) is checked: If violation has occurred, the
transaction is typically aborted (sometimes aborting another transaction to handle serializability violation is
preferred). Otherwise it is committed.

3. Semi-optimistic: Mechanisms that mix blocking in certain situations with not blocking in other situations and
employ both materialized and non-materialized conflicts

The main differences between the technique types is the conflict types that are generated by them. A pessimistic
method blocks a transaction operation upon conflict and generates a non-materialized conflict, while an optimistic
method does not block and generates a materialized conflict. A semi-optimistic method generates both conflict types.
Both conflict types are generated by the chronological orders in which transaction operations are invoked,
independently of the type of conflict. A cycle of committed transactions (with materialized conflicts) in the
precedence graph (conflict graph) represents a serializability violation, and should be avoided for maintaining
serializability. A cycle of (non-materialized) conflicts in the wait-for graph represents a deadlock situation, which
should be resolved by breaking the cycle. Both cycle types result from conflicts, and should be broken. At any
technique type conflicts should be detected and considered, with similar overhead for both materialized and
non-materialized conflicts (typically by using mechanisms like locking, while either blocking for locks, or not
blocking but recording conflict for materialized conflicts). In a blocking method typically a context switching occurs
upon conflict, with (additional) incurred overhead. Otherwise blocked transactions' related computing resources
remain idle, unutilized, which may be a worse alternative. When conflicts do not occur frequently, optimistic
methods typically have an advantage. With different transactions loads (mixes of transaction types) one technique
type (i.e., either optimistic or pessimistic) may provide better performance than the other.
Unless schedule classes are inherently blocking (i.e., they cannot be implemented without data-access operations
blocking; e.g., 2PL, SS2PL and SCO above; see chart), they can be implemented also using optimistic techniques
(e.g., Serializability, Recoverability).

Serializable multi-version concurrency control

See also Multiversion concurrency control (partial coverage)
and Serializable_Snapshot_Isolation in Snapshot isolation

Multi-version concurrency control (MVCC) is a common way today to increase concurrency and performance by
generating a new version of a database object each time the object is written, and allowing transactions' read
operations of several last relevant versions (of each object), depending on scheduling method. MVCC can be
combined with all the serializability techniques listed above (except SerializableSI which is originally MVCC
based). It is utilized in most general-purpose DBMS products.
MVCC is especially popular nowadays through the relaxed serializability (see above) method Snapshot isolation
(SI) which provides better performance than most known serializability mechanisms (at the cost of possible
serializability violation in certain cases). SerializableSI, which is an efficient enhancement of SI to make it
serializable, is intended to provide an efficient serializable solution. SerializableSI has been analyzed[5] via a general
theory of MVCC
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Distributed serializability

Overview
Distributed serializability is the serializability of a schedule of a transactional distributed system (e.g., a distributed
database system). Such system is characterized by distributed transactions (also called global transactions), i.e.,
transactions that span computer processes (a process abstraction in a general sense, depending on computing
environment; e.g., operating system's thread) and possibly network nodes. A distributed transaction comprises more
than one local sub-transactions that each has states as described above for a database transaction. A local
sub-transaction comprises a single process, or more processes that typically fail together (e.g., in a single processor
core). Distributed transactions imply a need in Atomic commit protocol to reach consensus among its local
sub-transactions on whether to commit or abort. Such protocols can vary from a simple (one-phase) hand-shake
among processes that fail together, to more sophisticated protocols, like Two-phase commit, to handle more
complicated cases of failure (e.g., process, node, communication, etc. failure). Distributed serializability is a major
goal of distributed concurrency control for correctness. With the proliferation of the Internet, Cloud computing, Grid
computing, and small, portable, powerful computing devices (e.g., smartphones) the need for effective distributed
serializability techniques to ensure correctness in and among distributed applications seems to increase.
Distributed serializability is achieved by implementing distributed versions of the known centralized techniques.
Typically all such distributed versions require utilizing conflict information (either of materialized or
non-materialized conflicts, or equivalently, transaction precedence or blocking information; conflict serializability is
usually utilized) that is not generated locally, but rather in different processes, and remote locations. Thus
information distribution is needed (e.g., precedence relations, lock information, timestamps, or tickets). When the
distributed system is of a relatively small scale, and message delays across the system are small, the centralized
concurrency control methods can be used unchanged, while certain processes or nodes in the system manage the
related algorithms. However, in a large-scale system (e.g., Grid and Cloud), due to the distribution of such
information, substantial performance penalty is typically incurred, even when distributed versions of the methods
(Vs. centralized) are used, primarily due to computer and communication latency. Also, when such information is
distributed, related techniques typically do not scale well. A well-known example with scalability problems is a
distributed lock manager, which distributes lock (non-materialized conflict) information across the distributed
system to implement locking techniques.

Notes
[1] Philip A. Bernstein, Vassos Hadzilacos, Nathan Goodman (1987): Concurrency Control and Recovery in Database Systems (http:/ / research.

microsoft. com/ en-us/ people/ philbe/ ccontrol. aspx) (free PDF download), Addison Wesley Publishing Company, ISBN 0-201-10715-5
[2] Gerhard Weikum, Gottfried Vossen (2001): Transactional Information Systems (http:/ / www. elsevier. com/ wps/ find/ bookdescription.

cws_home/ 677937/ description#description), Elsevier, ISBN 1-55860-508-8
[3] Maurice Herlihy and J. Eliot B. Moss. Transactional memory: architectural support for lock-free data structures. Proceedings of the 20th

annual international symposium on Computer architecture (ISCA '93). Volume 21, Issue 2, May 1993.
[4] Michael J. Cahill, Uwe Röhm, Alan D. Fekete (2008): "Serializable isolation for snapshot databases" (http:/ / portal. acm. org/ citation.

cfm?id=1376690), Proceedings of the 2008 ACM SIGMOD international conference on Management of data, pp. 729-738, Vancouver,
Canada, June 2008, ISBN 978-1-60558-102-6 (SIGMOD 2008 best paper award)

[5] Alan Fekete (2009), "Snapshot Isolation and Serializable Execution" (http:/ / www. it. usyd. edu. au/ ~fekete/ teaching/ serializableSI-Fekete.
pdf), Presentation, Page 4, 2009, The university of Sydney (Australia). Retrieved 16 September 2009
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Precedence graph
A precedence graph, also named conflict graph and serializability graph, is used in the context of concurrency
control in databases.
The precedence graph for a schedule S contains:
•• A node for each committed transaction in S
• An arc from Ti to Tj if an action of Ti precedes and conflicts with one of Tj's actions.

Precedence graph example

or

      
A precedence graph of the schedule D, with 3 transactions. As there is a cycle (of length 2; with two edges) through
the committed transactions T1 and T2, this schedule (history) is not Conflict serializable.
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Testing Serializability with Precedence Graph
The drawing sequence for the precedence graph:-
1. For each transaction Ti participating in schedule S, create a node labelled Ti in the precedence graph. So the

precedence graph contains T1, T2, T3
2. For each case in S where Ti executes a write_item(X) then Tj executes a read_item(X), create an edge (Ti --> Tj)

in the precedence graph. This occurs nowhere in the above example, as there is no read after write.
3. For each case in S where Ti executes a read_item(X) then Tj executes a write_item(X), create an edge (Ti --> Tj)

in the precedence graph. This will bring to front a directed graph from T1 to T2.
4. For each case in S where Ti executes a write_item(X) then Tj executes a write_item(X), create an edge (Ti --> Tj)

in the precedence graph. It creates a directed graph from T2 to T1, T1 to T3, and T2 to T3.
5. The schedule S is serializable if the precedence graph has no cycles. As T1 and T2 constitute a bicycle, then we

cannot declare S as serializable or not and serializability has to be checked using other methods.

External links
• The Fundamentals of Database Systems, 5th Edition [1] the use of precedence graphs is discussed in chapter 17, as

they relate to tests for conflict serializability.
• Abraham Silberschatz, Henry Korth, and S. Sudarshan. 2005. Database Systems Concepts (5 ed.), PP. 628–630.

McGraw-Hill, Inc., New York, NY, USA.
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Serializability theory
In concurrency control of databases,[1][2] transaction processing (transaction management), and various transactional
applications (e.g., transactional memory[3] and software transactional memory), both centralized and distributed, a
transaction schedule is serializable if its outcome (e.g., the resulting database state) is equal to the outcome of its
transactions executed serially, i.e., sequentially without overlapping in time. Transactions are normally executed
concurrently (they overlap), since this is the most efficient way. Serializability is the major correctness criterion for
concurrent transactions' executions. It is considered the highest level of isolation between transactions, and plays an
essential role in concurrency control. As such it is supported in all general purpose database systems. Strong strict
two-phase locking (SS2PL) is a popular serializability mechanism utilized in most of the database systems (in
various variants) since their early days in the 1970s.
Serializability theory provides the formal framework to reason about and analyze serializability and its techniques.
Though it is mathematical in nature, its fundamentals are informally (without Mathematics notation) introduced
below.

Database transaction
For this discussion a database transaction is a specific intended run (with specific parameters, e.g., with transaction 
identification, at least) of a computer program (or programs) that accesses a database (or databases). Such a program 
is written with the assumption that it is running in isolation from other executing programs, i.e., when running, its 
accessed data (after the access) are not changed by other running programs. Without this assumption the transaction's 
results are unpredictable and can be wrong. The same transaction can be executed in different situations, e.g., in 
different times and locations, in parallel with different programs. A live transaction (i.e., exists in a computing
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environment with already allocated computing resources; to distinguish from a transaction request, waiting to get
execution resources) can be in one of three states, or phases:
1. Running - Its program(s) is (are) executing.
2. Ready - Its program's execution has ended, and it is waiting to be Ended (Completed).
3. Ended (or Completed) - It is either Committed or Aborted (Rolled-back), depending whether the execution is

considered a success or not, respectively . When committed, all its recoverable (i.e., with states that can be
controlled for this purpose), durable resources (typically database data) are put in their final states, states after
running. When aborted, all its recoverable resources are put back in their initial states, as before running.

A failure in transaction's computing environment before ending typically results in its abort. However, a transaction
may be aborted also for other reasons as well (e.g., see below).
Upon being ended (completed), transaction's allocated computing resources are released and the transaction
disappears from the computing environment. However, the effects of a committed transaction remain in the database,
while the effects of an aborted (rolled-back) transaction disappear from the database. The concept of atomic
transaction ("all or nothing" semantics) was designed to exactly achieve this behavior, in order to control correctness
in complex faulty systems.

Correctness

Correctness - serializability
Serializability is a property of a transaction schedule (history). It relates to the isolation property of a database
transaction.

Serializability of a schedule means equivalence (in the outcome, the database state, data values) to a serial
schedule (i.e., sequential with no transaction overlap in time) with the same transactions. It is the major
criterion for the correctness of concurrent transactions' schedule, and thus supported in all general purpose
database systems.
The rationale behind serializability is the following:
If each transaction is correct by itself, i.e., meets certain integrity conditions, then a schedule that comprises
any serial execution of these transactions is correct (its transactions still meet their conditions): "Serial" means
that transactions do not overlap in time and cannot interfere with each other, i.e, complete isolation between
each other exists. Any order of the transactions is legitimate, if no dependencies among them exist, which is
assumed (see comment below). As a result, a schedule that comprises any execution (not necessarily serial)
that is equivalent (in its outcome) to any serial execution of these transactions, is correct.

Schedules that are not serializable are likely to generate erroneous outcomes. Well known examples are with
transactions that debit and credit accounts with money: If the related schedules are not serializable, then the total sum
of money may not be preserved. Money could disappear, or be generated from nowhere. This and violations of
possibly needed other invariant preservations are caused by one transaction writing, and "stepping on" and erasing
what has been written by another transaction before it has become permanent in the database. It does not happen if
serializability is maintained.
If any specific order between some transactions is requested by an application, then it is enforced independently of
the underlying serializability mechanisms. These mechanisms are typically indifferent to any specific order, and
generate some unpredictable partial order that is typically compatible with multiple serial orders of these
transactions. This partial order results from the scheduling orders of concurrent transactions' data access operations,
which depend on many factors.
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Correctness - recoverability
A major characteristic of a database transaction is atomicity, which means that it either commits, i.e., all its
operations' results take effect in the database, or aborts (rolled-back), all its operations' results do not have any effect
on the database ("all or nothing" semantics of a transaction). In all real systems transactions can abort for many
reasons, and serializability by itself is not sufficient for correctness. Schedules also need to possess the recoverability
(from abort) property. Recoverability means that committed transactions have not read data written by aborted
transactions (whose effects do not exist in the resulting database states). While serializability is currently
compromised on purpose in many applications for better performance (only in cases when application's correctness
is not harmed), compromising recoverability would quickly violate the database's integrity, as well as that of
transactions' results external to the database. A schedule with the recoverability property (a recoverable schedule)
"recovers" from aborts by itself, i.e., aborts do not harm the integrity of its committed transactions and resulting
database. This is false without recoverability, where the likely integrity violations (resulting incorrect database data)
need special, typically manual, corrective actions in the database.
Implementing recoverability in its general form may result in cascading aborts: Aborting one transaction may result
in a need to abort a second transaction, and then a third, and so on. This results in a waste of already partially
executed transactions, and may result also in a performance penalty. Avoiding cascading aborts (ACA, or
Cascadelessness) is a special case of recoverability that exactly prevents such phenomenon. Often in practice a
special case of ACA is utilized: Strictness. Strictness allows an efficient database recovery from failure.
Note that the recoverability property is needed even if no database failure occurs and no database recovery from
failure is needed. It is rather needed to correctly automatically handle aborts, which may be unrelated to database
failure and recovery from failure.

Relaxing serializability
In many applications, unlike with finances, absolute correctness is not needed. For example, when retrieving a list of
products according to specification, in most cases it does not matter much if a product, whose data was updated a
short time ago, does not appear in the list, even if it meets the specification. It will typically appear in such a list
when tried again a short time later. Commercial databases provide concurrency control with a whole range of
isolation levels which are in fact (controlled) serializability violations in order to achieve higher performance. Higher
performance means better transaction execution rate and shorter average transaction response time (transaction
duration). Snapshot isolation is an example of a popular, widely utilized efficient relaxed serializability method with
many characteristics of full serializability, but still short of some, and unfit in many situations.
Another common reason nowadays for distributed serializability relaxation (see below) is the requirement of
availability of internet products and services. This requirement is typically answered by large-scale data replication.
The straightforward solution for synchronizing replicas' updates of a same database object is including all these
updates in a single atomic distributed transaction. However, with many replicas such a transaction is very large, and
may span several computers and networks that some of them are likely to be unavailable. Thus such a transaction is
likely to end with abort and miss its purpose. Consequently Optimistic replication (Lazy replication) is often utilized
(e.g., in many products and services by Google, Amazon, Yahoo, and alike), while serializability is relaxed and
compromised for eventual consistency. Again in this case, relaxation is done only for applications that are not
expected to be harmed by this technique.
Classes of schedules defined by relaxed serializability properties either contain the serializability class, or are
incomparable with it.
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View and conflict serializability
Mechanisms that enforce serializability need to execute in real time, or almost in real time, while transactions are
running at high rates. In order to meet this requirement special cases of serializability, sufficient conditions for
serializability which can be enforced effectively, are utilized.
Two major types of serializability exist: view-serializability, and conflict-serializability. View-serializability matches
the general definition of serializability given above. Conflict-serializability is a broad special case, i.e., any schedule
that is conflict-serializable is also view-serializable, but not necessarily the opposite. Conflict-serializability is
widely utilized because it is easier to determine and covers a substantial portion of the view-serializable schedules.
Determining view-serializability of a schedule is an NP-complete problem (a class of problems with only
difficult-to-compute, excessively time-consuming known solutions).

View-serializability of a schedule is defined by equivalence to a serial schedule (no overlapping transactions)
with the same transactions, such that respective transactions in the two schedules read and write the same data
values ("view" the same data values).
Conflict-serializability is defined by equivalence to a serial schedule (no overlapping transactions) with the
same transactions, such that both schedules have the same sets of respective chronologically ordered pairs of
conflicting operations (same precedence relations of respective conflicting operations).

Operations upon data are read or write (a write: either insert or modify or delete). Two operations are conflicting, if
they are of different transactions, upon the same datum (data item), and at least one of them is write. Each such pair
of conflicting operations has a conflict type: It is either a read-write, or write-read, or a write-write conflict. The
transaction of the second operation in the pair is said to be in conflict with the transaction of the first operation. A
more general definition of conflicting operations (also for complex operations, which may consist each of several
"simple" read/write operations) requires that they are noncommutative (changing their order also changes their
combined result). Each such operation needs to be atomic by itself (by proper system support) in order to be
considered an operation for a commutativity check. For example, read-read operations are commutative (unlike
read-write and the other possibilities) and thus read-read is not a conflict. Another more complex example: the
operations increment and decrement of a counter are both write operations (both modify the counter), but do not
need to be considered conflicting (write-write conflict type) since they are commutative (thus increment-decrement
is not a conflict; e.g., already has been supported in the old IBM's IMS "fast path"). Only precedence (time order) in
pairs of conflicting (non-commutative) operations is important when checking equivalence to a serial schedule, since
different schedules consisting of the same transactions can be transformed from one to another by changing orders
between different transactions' operations (different transactions' interleaving), and since changing orders of
commutative operations (non-conflicting) does not change an overall operation sequence result, i.e., a schedule
outcome (the outcome is preserved through order change between non-conflicting operations, but typically not when
conflicting operations change order). This means that if a schedule can be transformed to any serial schedule without
changing orders of conflicting operations (but changing orders of non-conflicting, while preserving operation order
inside each transaction), then the outcome of both schedules is the same, and the schedule is conflict-serializable by
definition.
Conflicts are the reason for blocking transactions and delays (non-materialized conflicts), or for aborting transactions
due to serializability violations prevention. Both possibilities reduce performance. Thus reducing the number of
conflicts, e.g., by commutativity (when possible), is a way to increase performance.
A transaction can issue/request a conflicting operation and be in conflict with another transaction while its
conflicting operation is delayed and not executed (e.g., blocked by a lock). Only executed (materialized) conflicting
operations are relevant to conflict serializability (see more below).
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Enforcing conflict serializability

Testing conflict serializability
Schedule compliance with conflict serializability can be tested with the precedence graph (serializability graph,
serialization graph, conflict graph) for committed transactions of the schedule. It is the directed graph representing
precedence of transactions in the schedule, as reflected by precedence of conflicting operations in the transactions.

In the precedence graph transactions are nodes and precedence relations are directed edges. There exists an
edge from a first transaction to a second transaction, if the second transaction is in conflict with the first (see
Conflict serializability above), and the conflict is materialized (i.e., if the requested conflicting operation is
actually executed: in many cases a requested/issued conflicting operation by a transaction is delayed and even
never executed, typically by a lock on the operation's object, held by another transaction, or when writing to a
transaction's temporary private workspace and materializing, copying to the database itself, upon commit; as
long as a requested/issued conflicting operation is not executed upon the database itself, the conflict is
non-materialized; non-materialized conflicts are not represented by an edge in the precedence graph).
Comment: In many text books only committed transactions are included in the precedence graph. Here all
transactions are included for convenience in later discussions.

The following observation is a key characterization of conflict serializability:
A schedule is conflict-serializable if and only if its precedence graph of committed transactions (when only
committed transactions are considered) is acyclic. This means that a cycle consisting of committed transactions
only is generated in the (general) precedence graph, if and only if conflict-serializability is violated.

Cycles of committed transactions can be prevented by aborting an undecided (neither committed, nor aborted)
transaction on each cycle in the precedence graph of all the transactions, which can otherwise turn into a cycle of
committed transactions (and a committed transaction cannot be aborted). One transaction aborted per cycle is both
required and sufficient number to break and eliminate the cycle (more aborts are possible, and can happen in some
mechanisms, but unnecessary for serializability). The probability of cycle generation is typically low, but
nevertheless, such a situation is carefully handled, typically with a considerable overhead, since correctness is
involved. Transactions aborted due to serializability violation prevention are restarted and executed again
immediately.
Serializability enforcing mechanisms typically do not maintain a precedence graph as a data structure, but rather
prevent or break cycles implicitly (e.g., SS2PL below).

Common mechanism - SS2PL
Strong strict two phase locking (SS2PL) is a common mechanism utilized in database systems since their early days
in the 1970s (the "SS" in the name SS2PL is newer though) to enforce both conflict serializability and strictness (a
special case of recoverability which allows effective database recovery from failure) of a schedule. In this
mechanism each datum is locked by a transaction before accessing it (any read or write operation): The item is
marked by, associated with a lock of a certain type, depending on operation (and the specific implementation;
various models with different lock types exist; in some models locks may change type during the transaction's life).
As a result access by another transaction may be blocked, typically upon a conflict (the lock delays or completely
prevents the conflict from being materialized and be reflected in the precedence graph by blocking the conflicting
operation), depending on lock type and the other transaction's access operation type. Employing an SS2PL
mechanism means that all locks on data on behalf of a transaction are released only after the transaction has ended
(either committed or aborted).
SS2PL is the name of the resulting schedule property as well, which is also called rigorousness. SS2PL is a special
case (proper subset) of Two-phase locking (2PL)
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Mutual blocking between transactions results in a deadlock, where execution of these transactions is stalled, and no
completion can be reached. Thus deadlocks need to be resolved to complete these transactions' execution and release
related computing resources. A deadlock is a reflection of a potential cycle in the precedence graph, that would occur
without the blocking when conflicts are materialized. A deadlock is resolved by aborting a transaction involved with
such potential cycle, and breaking the cycle. It is often detected using a wait-for graph (a graph of conflicts blocked
by locks from being materialized; it can be also defined as the graph of non-materialized conflicts; conflicts not
materialized are not reflected in the precedence graph and do not affect serializability), which indicates which
transaction is "waiting for" lock release by which transaction, and a cycle means a deadlock. Aborting one
transaction per cycle is sufficient to break the cycle. Transactions aborted due to deadlock resolution are restarted
and executed again immediately.

Other enforcing techniques
Other known mechanisms include:
• Precedence graph (or Serializability graph, Conflict graph) cycle elimination
• Two-phase locking (2PL)
• Timestamp ordering (TO)
• Serializable snapshot isolation[4] (SerializableSI)
The above (conflict) serializability techniques in their general form do not provide recoverability. Special
enhancements are needed for adding recoverability.

Optimistic versus pessimistic techniques

Concurrency control techniques are of three major types:
1. Pessimistic: In Pessimistic concurrency control a transaction blocks data access operations of other transactions

upon conflicts, and conflicts are non-materialized until blocking is removed. This is done to ensure that
operations that may violate serializability (and in practice also recoverability) do not occur.

2. Optimistic: In Optimistic concurrency control data access operations of other transactions are not blocked upon
conflicts, and conflicts are immediately materialized. When the transaction reaches the ready state, i.e., its
running state has been completed, possible serializability (and in practice also recoverability) violation by the
transaction's operations (relatively to other running transactions) is checked: If violation has occurred, the
transaction is typically aborted (sometimes aborting another transaction to handle serializability violation is
preferred). Otherwise it is committed.

3. Semi-optimistic: Mechanisms that mix blocking in certain situations with not blocking in other situations and
employ both materialized and non-materialized conflicts

The main differences between the technique types is the conflict types that are generated by them. A pessimistic 
method blocks a transaction operation upon conflict and generates a non-materialized conflict, while an optimistic 
method does not block and generates a materialized conflict. A semi-optimistic method generates both conflict types. 
Both conflict types are generated by the chronological orders in which transaction operations are invoked, 
independently of the type of conflict. A cycle of committed transactions (with materialized conflicts) in the 
precedence graph (conflict graph) represents a serializability violation, and should be avoided for maintaining 
serializability. A cycle of (non-materialized) conflicts in the wait-for graph represents a deadlock situation, which 
should be resolved by breaking the cycle. Both cycle types result from conflicts, and should be broken. At any 
technique type conflicts should be detected and considered, with similar overhead for both materialized and 
non-materialized conflicts (typically by using mechanisms like locking, while either blocking for locks, or not 
blocking but recording conflict for materialized conflicts). In a blocking method typically a context switching occurs 
upon conflict, with (additional) incurred overhead. Otherwise blocked transactions' related computing resources 
remain idle, unutilized, which may be a worse alternative. When conflicts do not occur frequently, optimistic
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methods typically have an advantage. With different transactions loads (mixes of transaction types) one technique
type (i.e., either optimistic or pessimistic) may provide better performance than the other.
Unless schedule classes are inherently blocking (i.e., they cannot be implemented without data-access operations
blocking; e.g., 2PL, SS2PL and SCO above; see chart), they can be implemented also using optimistic techniques
(e.g., Serializability, Recoverability).

Serializable multi-version concurrency control

See also Multiversion concurrency control (partial coverage)
and Serializable_Snapshot_Isolation in Snapshot isolation

Multi-version concurrency control (MVCC) is a common way today to increase concurrency and performance by
generating a new version of a database object each time the object is written, and allowing transactions' read
operations of several last relevant versions (of each object), depending on scheduling method. MVCC can be
combined with all the serializability techniques listed above (except SerializableSI which is originally MVCC
based). It is utilized in most general-purpose DBMS products.
MVCC is especially popular nowadays through the relaxed serializability (see above) method Snapshot isolation
(SI) which provides better performance than most known serializability mechanisms (at the cost of possible
serializability violation in certain cases). SerializableSI, which is an efficient enhancement of SI to make it
serializable, is intended to provide an efficient serializable solution. SerializableSI has been analyzed[5] via a general
theory of MVCC

Distributed serializability

Overview
Distributed serializability is the serializability of a schedule of a transactional distributed system (e.g., a distributed
database system). Such system is characterized by distributed transactions (also called global transactions), i.e.,
transactions that span computer processes (a process abstraction in a general sense, depending on computing
environment; e.g., operating system's thread) and possibly network nodes. A distributed transaction comprises more
than one local sub-transactions that each has states as described above for a database transaction. A local
sub-transaction comprises a single process, or more processes that typically fail together (e.g., in a single processor
core). Distributed transactions imply a need in Atomic commit protocol to reach consensus among its local
sub-transactions on whether to commit or abort. Such protocols can vary from a simple (one-phase) hand-shake
among processes that fail together, to more sophisticated protocols, like Two-phase commit, to handle more
complicated cases of failure (e.g., process, node, communication, etc. failure). Distributed serializability is a major
goal of distributed concurrency control for correctness. With the proliferation of the Internet, Cloud computing, Grid
computing, and small, portable, powerful computing devices (e.g., smartphones) the need for effective distributed
serializability techniques to ensure correctness in and among distributed applications seems to increase.
Distributed serializability is achieved by implementing distributed versions of the known centralized techniques. 
Typically all such distributed versions require utilizing conflict information (either of materialized or 
non-materialized conflicts, or equivalently, transaction precedence or blocking information; conflict serializability is 
usually utilized) that is not generated locally, but rather in different processes, and remote locations. Thus 
information distribution is needed (e.g., precedence relations, lock information, timestamps, or tickets). When the 
distributed system is of a relatively small scale, and message delays across the system are small, the centralized 
concurrency control methods can be used unchanged, while certain processes or nodes in the system manage the 
related algorithms. However, in a large-scale system (e.g., Grid and Cloud), due to the distribution of such 
information, substantial performance penalty is typically incurred, even when distributed versions of the methods 
(Vs. centralized) are used, primarily due to computer and communication latency. Also, when such information is
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distributed, related techniques typically do not scale well. A well-known example with scalability problems is a
distributed lock manager, which distributes lock (non-materialized conflict) information across the distributed
system to implement locking techniques.

Notes
[1] Philip A. Bernstein, Vassos Hadzilacos, Nathan Goodman (1987): Concurrency Control and Recovery in Database Systems (http:/ / research.

microsoft. com/ en-us/ people/ philbe/ ccontrol. aspx) (free PDF download), Addison Wesley Publishing Company, ISBN 0-201-10715-5
[2] Gerhard Weikum, Gottfried Vossen (2001): Transactional Information Systems (http:/ / www. elsevier. com/ wps/ find/ bookdescription.

cws_home/ 677937/ description#description), Elsevier, ISBN 1-55860-508-8
[3] Maurice Herlihy and J. Eliot B. Moss. Transactional memory: architectural support for lock-free data structures. Proceedings of the 20th

annual international symposium on Computer architecture (ISCA '93). Volume 21, Issue 2, May 1993.
[4] Michael J. Cahill, Uwe Röhm, Alan D. Fekete (2008): "Serializable isolation for snapshot databases" (http:/ / portal. acm. org/ citation.

cfm?id=1376690), Proceedings of the 2008 ACM SIGMOD international conference on Management of data, pp. 729-738, Vancouver,
Canada, June 2008, ISBN 978-1-60558-102-6 (SIGMOD 2008 best paper award)

[5] Alan Fekete (2009), "Snapshot Isolation and Serializable Execution" (http:/ / www. it. usyd. edu. au/ ~fekete/ teaching/ serializableSI-Fekete.
pdf), Presentation, Page 4, 2009, The university of Sydney (Australia). Retrieved 16 September 2009
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Read–write conflict
In computer science, in the field of databases, Read-Write Conflict, also known as unrepeatable reads, is a
computational anomaly associated with interleaved execution of transactions.
Given a schedule S

In this example, T1 has read the original value of A, and is waiting for T2 to finish. T2 also reads the original value
of A, overwrites A, and commits.
However, when T1 reads to A, it discovers two different versions of A, and T1 would be forced to abort, because T1
would not know what to do. This is an unrepeatable read. This could never occur in a serial schedule. Strict
two-phase locking (Strict 2PL) prevents this conflict.
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Real world example
Alice and Bob are using Ticketmaster website to book tickets for a specific show. Only one ticket is left for the
specific show. Alice signs on to Ticketmaster first and finds one left, and finds it expensive. Alice takes time to
decide. Bob signs on and finds one ticket left, orders it instantly. Bob purchases and logs off. Alice decides to buy a
ticket, to find there are no tickets. This is a typical Read-Write Conflict situation.

Write–read conflict
In computer science, in the field of databases, Write-Read Conflict, also known as reading uncommitted data, is a
computational anomaly associated with interleaved execution of transactions.
Given a schedule S

T2 could read a database object A, modified by T1 which hasn't committed. This is a dirty read.
T1 may write some value into A which makes the database inconsistent. It is possible that interleaved execution can
expose this inconsistency and lead to inconsistent final database state, violating ACID rules.
Strict 2PL overcomes this inconsistency by locking T2 out from performing a Read/Write on A. Note however that
Strict 2PL can have a number of drawbacks, such as the possibility of deadlocks.

References

http://en.wikipedia.org/w/index.php?title=Alice_and_Bob
http://en.wikipedia.org/w/index.php?title=Computer_science
http://en.wikipedia.org/w/index.php?title=Strict_two-phase_locking
http://en.wikipedia.org/w/index.php?title=Strict_two-phase_locking
http://en.wikipedia.org/w/index.php?title=Deadlock


Writewrite conflict 767

Write–write conflict
In computer science, in the field of databases, Write-Write Conflict, also known as overwriting uncommitted
data is a computational anomaly associated with interleaved execution of transactions.
Given a schedule S

note that there is no read in this schedule. The writes are called blind writes.
We have a lost update. Any attempts to make this schedule serial would give off two different results (either T1's
version of A and B is shown, or T2's version of A and B is shown), and would not be the same as the above
schedule. This schedule would not be serializable.
Strict 2PL, overcomes this inconsistency by locking T1 out from B. Unfortunately, deadlocks are something Strict
2PL does not overcome all the time.
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Lock (database)
A lock, as a read lock or write lock, is used when multiple users need to access a database concurrently. This
prevents data from being corrupted or invalidated when multiple users try to read while others write to the database.
Any single user can only modify those database records (that is, items in the database) to which they have applied a
lock that gives them exclusive access to the record until the lock is released. Locking not only provides exclusivity to
writes but also prevents (or controls) reading of unfinished modifications (AKA uncommitted data).
A read lock can be used to prevent other users from reading a record (or page) which is being updated, so that others
will not act upon soon-to-be-outdated information.

Mechanisms for locking
There are two mechanisms for locking data in a database: pessimistic locking, and optimistic locking. In pessimistic
locking a record or page is locked immediately when the lock is requested, while in an optimistic lock the record or
page is only locked when the changes made to that record are updated. The latter situation is only appropriate when
there is less chance of someone needing to access the record while it is locked; otherwise it cannot be certain that the
update will succeed because the attempt to update the record will fail if another user updates the record first. With
pessimistic locking it is guaranteed that the record will be updated.
The degree of locking can be controlled by isolation level. Change of a lock is called lock conversion and the lock
may be upgraded (lock upgrade) or downgraded (lock downgrade).
Transactional isolation is usually implemented by locking whatever is accessed in a transaction. There are two
different approaches to transactional locking: Pessimistic locking and optimistic locking. The disadvantage of
pessimistic locking is that a resource is locked from the time it is first accessed in a transaction until the transaction
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is finished, making it inaccessible to other transactions during that time. If most transactions simply look at the
resource and never change it, an exclusive lock may be overkill as it may cause lock contention, and optimistic
locking may be a better approach. With pessimistic locking, locks are applied in a fail-safe way. In the banking
application example, an account is locked as soon as it is accessed in a transaction. Attempts to use the account in
other transactions while it is locked will either result in the other process being delayed until the account lock is
released, or that the process transaction will be rolled back. The lock exists until the transaction has either been
committed or rolled back. With optimistic locking, a resource is not actually locked when it is first is accessed by a
transaction. Instead, the state of the resource at the time when it would have been locked with the pessimistic locking
approach is saved. Other transactions are able to concurrently access to the resource and the possibility of conflicting
changes is possible. At commit time, when the resource is about to be updated in persistent storage, the state of the
resource is read from storage again and compared to the state that was saved when the resource was first accessed in
the transaction. If the two states differ, a conflicting update was made, and the transaction will be rolled back. In the
banking application example, the balance of an account is saved when the account is first accessed in a transaction. If
the transaction changes the account balance, the balance is read from the store again just before the balance is about
to be updated. If the balance has changed since the transaction began, the transaction will fail itself, otherwise the
new balance is written to persistent storage. A lock is used when multiple users need to access a database
concurrently. This prevents data from being corrupted or invalidated when multiple users try to write to the database.
Any single user can only modify those database records (that is, items in the database) to which they have applied a
lock that gives them exclusive access to the record until the lock is released. Locking not only provides exclusivity to
writes but also prevents (or controls) reading of unfinished modifications (AKA uncommitted data).
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Record locking
Record locking is the technique of preventing simultaneous access to data in a database, to prevent inconsistent
results.
The classic example is demonstrated by two bank clerks attempting to update the same bank account for two
different transactions. Clerks 1 and 2 both retrieve (i.e., copy) the account's record. Clerk 1 applies and saves a
transaction. Clerk 2 applies a different transaction to his saved copy, and saves the result, based on the original
record and his changes, overwriting the transaction entered by clerk 1. The record no longer reflects the first
transaction, as if it had never taken place.
A simple way to prevent this is to lock the file whenever a record is being modified by any user, so that no other user
can save data. This prevents records from being overwritten incorrectly, but allows only one record to be processed
at a time, locking out other users who need to edit records at the same time.
To allow several users to edit a database table at the same time and also prevent inconsistencies created by
unrestricted access, a single record can be locked when retrieved for editing or updating. Anyone attempting to
retrieve the same record for editing is denied write access because of the lock (although, depending on the
implementation, they may be able to view the record without editing it). Once the record is saved or edits are
canceled, the lock is released. Records can never be saved so as to overwrite other changes, preserving data integrity.
In database management theory, locking is used to implement isolation among multiple database users. This is the
"I" in the acronym ACID.
A thorough and authoritative description of locking was written by Jim Gray.

http://en.wikipedia.org/w/index.php?title=Banking
http://en.wikipedia.org/w/index.php?title=Bank_account
http://en.wikipedia.org/w/index.php?title=Record_%28database%29
http://en.wikipedia.org/w/index.php?title=File_locking
http://en.wikipedia.org/w/index.php?title=Jim_Gray_%28computer_scientist%29


Record locking 769

Granularity of locks
If the bank clerks (to follow the illustration above) are serving two customers, but their accounts are contained in one
ledger, then the entire ledger, or one or more database tables, would need to be made available for editing to the
clerks in order for each to complete a transaction, one at a time (file locking). While safe, this method can cause
unnecessary waiting.
If the clerks can remove one page from the ledger, containing the account of the current customer (plus several other
accounts), then multiple customers can be serviced concurrently, provided that each customer's account is found on a
different page than the others. If two customers have accounts on the same page, then only one may be serviced at a
time. This is analogous to a page level lock in a database.
A higher degree of granularity is achieved if each individual account may be taken by a clerk. This would allow any
customer to be serviced without waiting for another customer who is accessing a different account. This is analogous
to a record level lock and is normally the highest degree of locking granularity in a database management system.
In a SQL database, a record is typically called a "row."
The introduction of granular (subset) locks creates the possibility for a situation called deadlock. Deadlock is
possible when incremental locking (locking one entity, then locking one or more additional entities) is used. To
illustrate, if two bank customers asked two clerks to obtain their account information so they could transfer some
money into other accounts, the two accounts would essentially be locked. Then, if the customers told their clerks that
the money was to be transferred into each other's accounts, the clerks would search for the other accounts but find
them to be "in use" and wait for them to be returned. Unknowingly, the two clerks are waiting for each other, and
neither of them can complete their transaction until the other gives up and returns the account. Various techniques
are used to avoid such problems.

Use of locks
Record locks need to be managed between the entities requesting the records such that no entity is given too much
service via successive grants, and no other entity is effectively locked out. The entities that request a lock can be
either individual applications (programs) or an entire processor.
The application or system should be designed such that any lock is held for the shortest time possible. Data reading,
without editing facilities, does not require a lock, and reading locked records is usually permissible.
Two main types of locks can be requested:

Exclusive locks
Exclusive locks are, as the name implies, exclusively held by a single entity, usually for the purpose of writing to the
record. If the locking schema was represented by a list, the holder list would contain only one entry. Since this type
of lock effectively blocks any other entity that requires the lock from processing, care must be used to:
•• ensure the lock is held for the shortest time possible;
•• not hold the lock across system or function calls where the entity is no longer running on the processor - this can

lead to deadlock;
•• ensure that if the entity is unexpectedly exited for any reason, the lock is freed.
Non-holders of the lock (aka waiters) can be held in a list that is serviced in a round robin fashion, or in a FIFO
queue. This would ensure that any possible waiter would get equal chance to obtain the lock and not be locked out.
To further speed up the process, if an entity has gone to sleep waiting for a lock, performance is improved if the
entity is notified of the grant, instead of discovering it on some sort of system timeout driven wakeup.
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Shared locks
Shared locks differ from exclusive locks in that the holder list can contain multiple entries. Shared locks allow all
holders to read the contents of the record knowing that the record cannot be changed until after the lock has been
released by all holders. Exclusive locks cannot be obtained when a record is already locked (exclusively or shared)
by another entity.
If lock requests for the same entity are queued, then once a shared lock is granted, any queued shared locks may also
be granted. If an exclusive lock is found next on the queue, it must wait until all shared locks have been released. As
with exclusive locks, these shared locks should be held for the least time possible.

References

Multiple granularity locking
In computer science, multiple granularity locking (MGL) is a locking method used in database management
systems (DBMS) and relational databases.
In MGL, locks are set on objects that contain other objects. MGL exploits the hierarchical nature of the contains
relationship. For example, a database may have files, which contain pages, which further contain records. This can
be thought of as a tree of objects, where each node contains its children. A lock on such as a shared or exclusive lock
locks the targeted node as well as all of its descendants.
Multiple granularity locking is usually used with non-strict two-phase locking to guarantee serializability.

Lock Modes
In addition to shared (S) locks and exclusive (X) locks from other locking schemes, like strict two-phase locking,
MGL also uses intention shared and intention exclusive locks. IS locks conflict with X locks, while IX locks conflict
with S and X locks. The null lock (NL) is compatible with everything.
To lock a node in S (or X), MGL has the transaction lock on all of its ancestors with IS (or IX), so if a transaction
locks a node in S (or X), no other transaction can access its ancestors in X (or S and X). This protocol is shown in the
following table:

To Get Must Have on all Ancestors

IS or S IS or IX

IX, SIX or X IX or SIX

Determining what level of granularity to use for locking is done by locking the finest level possible (at the lowest
leaf level), and then escalating these locks to higher levels in the file hierarchy to cover more records or file elements
as needed. This process is known as Lock Escalation. MGL locking modes are compatible with each other as defined
in the following matrix.
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Mode NL IS IX S SIX X

NL Yes Yes Yes Yes Yes Yes

IS Yes Yes Yes Yes Yes No

IX Yes Yes Yes No No No

S Yes Yes No Yes No No

SIX Yes Yes No No No No

X Yes No No No No No

Following the locking protocol and the compatibility matrix, if one transaction holds a node in S mode, no other
transactions can have locked any ancestor in X mode.
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Granularity of Locks and Degrees of Consistency, J. Gray, R. Lorie, G.F. Putzolu, and I.L. Traiger, Modeling in
Data Base Management Systems, G.M. Nijssen ed., North Holland Pub., 1976, pp. 364-394.

Two-phase locking
In databases and transaction processing, two-phase locking (2PL) is a concurrency control method that guarantees
serializability.[1][2] It is also the name of the resulting set of database transaction schedules (histories). The protocol
utilizes locks, applied by a transaction to data, which may block (interpreted as signals to stop) other transactions
from accessing the same data during the transaction's life.
By the 2PL protocol locks are applied and removed in two phases:
1.1. Expanding phase: locks are acquired and no locks are released.
2.2. Shrinking phase: locks are released and no locks are acquired.
Two types of locks are utilized by the basic protocol: Shared and Exclusive locks. Refinements of the basic protocol
may utilize more lock types. Using locks that block processes, 2PL may be subject to deadlocks that result from the
mutual blocking of two or more transactions.
2PL is a superset of strong strict two-phase locking (SS2PL),[3] also called rigorousness,[4] which has been widely
utilized for concurrency control in general-purpose database systems since the 1970s. SS2PL implementations have
many variants. SS2PL was called strict 2PL but this name usage is not recommended now. Now strict 2PL (S2PL)
is the intersection of strictness and 2PL, which is different from SS2PL. SS2PL is also a special case of commitment
ordering, and inherits many of CO's useful properties. SS2PL actually comprises only one phase: phase-2 does not
exist, and all locks are released only after transaction end. Thus this useful 2PL type is not two-phased at all.
Neither 2PL nor S2PL in their general forms are known to be used in practice. Thus 2PL by itself does not seem to
have much practical importance, and whenever 2PL or S2PL utilization has been mentioned in the literature, the
intention has been SS2PL. What has made SS2PL so popular (probably the most utilized serializability mechanism)
is the effective and efficient locking-based combination of two ingredients (the first does not exist in both general
2PL and S2PL; the second does not exist in general 2PL):
1. Commitment ordering, which provides both serializability, and effective distributed serializability and global

serializability, and
2. Strictness, which provides cascadelessness (ACA, cascade-less recoverability) and (independently) allows

efficient database recovery from failure.
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Additionally SS2PL is easier, with less overhead to implement than both 2PL and S2PL, provides exactly the same
locking, but sometimes releases locks later. However, practically (though not simplistically theoretically) such later
lock release occurs only slightly later, and this apparent disadvantage is insignificant and disappears next to the
advantages of SS2PL.
Thus, the importance of the general Two-phase locking (2PL) is historic only, while Strong strict two-phase locking
(SS2PL) is practically the important mechanism and resulting schedule property.

Data-access locks
A lock is a system object associated with a shared resource such as a data item of an elementary type, a row in a
database, or a page of memory. In a database, a lock on a database object (a data-access lock) may need to be
acquired by a transaction before accessing the object. Correct use of locks prevents undesired, incorrect or
inconsistent operations on shared resources by other concurrent transactions. When a database object with an
existing lock acquired by one transaction needs to be accessed by another transaction, the existing lock for the object
and the type of the intended access are checked by the system. If the existing lock type does not allow this specific
attempted concurrent access type, the transaction attempting access is blocked (according to a predefined
agreement/scheme). In practice a lock on an object does not directly block a transaction's operation upon the object,
but rather blocks that transaction from acquiring another lock on the same object, needed to be held/owned by the
transaction before performing this operation. Thus, with a locking mechanism, needed operation blocking is
controlled by a proper lock blocking scheme, which indicates which lock type blocks which lock type.
Two major types of locks are utilized:
• Write-lock (exclusive lock) is associated with a database object by a transaction (Terminology: "the transaction

locks the object," or "acquires lock for it") before writing (inserting/modifying/deleting) this object.
• Read-lock (shared lock) is associated with a database object by a transaction before reading (retrieving the state

of) this object.
The common interactions between these lock types are defined by blocking behavior as follows:
• An existing write-lock on a database object blocks an intended write upon the same object (already

requested/issued) by another transaction by blocking a respective write-lock from being acquired by the other
transaction. The second write-lock will be acquired and the requested write of the object will take place
(materialize) after the existing write-lock is released.

• A write-lock blocks an intended (already requested/issued) read by another transaction by blocking the respective
read-lock .

• A read-lock blocks an intended write by another transaction by blocking the respective write-lock .
• A read-lock does not block an intended read by another transaction. The respective read-lock for the intended

read is acquired (shared with the previous read) immediately after the intended read is requested, and then the
intended read itself takes place.

Several variations and refinements of these major lock types exist, with respective variations of blocking behavior. If
a first lock blocks another lock, the two locks are called incompatible; otherwise the locks are compatible. Often lock
types blocking interactions are presented in the technical literature by a Lock compatibility table. The following is an
example with the common, major lock types:

http://en.wikipedia.org/w/index.php?title=Lock_%28computer_science%29
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Lock compatibility table

Lock type read-lock write-lock

read-lock X

write-lock X X

X indicates incompatibility, i.e, a case when a lock of the first type (in left column) on an object blocks a lock
of the second type (in top row) from being acquired on the same object (by another transaction). An object
typically has a queue of waiting requested (by transactions) operations with respective locks. The first blocked
lock for operation in the queue is acquired as soon as the existing blocking lock is removed from the object,
and then its respective operation is executed. If a lock for operation in the queue is not blocked by any existing
lock (existence of multiple compatible locks on a same object is possible concurrently) it is acquired
immediately.
Comment: In some publications the table entries are simply marked "compatible" or "incompatible", or
respectively "yes" or "no".

Two-phase locking and its special cases

Two-phase locking
According to the two-phase locking protocol a transaction handles its locks in two distinct, consecutive phases
during the transaction's execution:
1. Expanding phase (aka Growing phase): locks are acquired and no locks are released (the number of locks can

only increase).
2. Shrinking phase: locks are released and no locks are acquired.
The serializability property is guaranteed for a schedule with transactions that obey the protocol. The 2PL schedule
class is defined as the class of all the schedules comprising transactions with data access orders that could be
generated by the 2PL protocol (or in other words, all the schedules that the 2PL protocol can generate).
Typically, without explicit knowledge in a transaction on end of phase-1, it is safely determined only when a
transaction has entered its ready state in all its processes (processing has ended, and it is ready to be committed; no
additional data access and locking are needed and can happen). In this case phase-2 can end immediately (no
additional processing is needed), and actually no phase-2 is needed. Also, if several processes (two or more) are
involved, then a synchronization point (similar to atomic commitment) among them is needed to determine end of
phase-1 for all of them (i.e., in the entire distributed transaction), to start releasing locks in phase-2 (otherwise it is
very likely that both 2PL and Serializability are quickly violated). Such synchronization point is usually too costly
(involving a distributed protocol similar to atomic commitment), and end of phase-1 is usually postponed to be
merged with transaction end (atomic commitment protocol for a multi-process transaction), and again phase-2 is not
needed. This turns 2PL to SS2PL (see below). All known implementations of 2PL in products are SS2PL based, and
whenever 2PL (or Strict 2PL, S2PL) practical utilization has been mentioned in the professional literature, the
intention has been SS2PL.

http://en.wikipedia.org/w/index.php?title=Synchronization_%28computer_science%29%23Process_synchronization
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Strict two-phase locking
The strict two-phase locking (S2PL) class of schedules is the intersection of the 2PL class with the class of
schedules possessing the Strictness property.
To comply with the S2PL protocol a transaction needs to comply with 2PL, and release its write (exclusive) locks
only after it has ended, i.e., being either committed or aborted. On the other hand, read (shared) locks are released
regularly during phase 2. Implementing general S2PL requires explicit support of phase-1 end, separate from
transaction end, and no such widely utilized product implementation is known.
S2PL is a special case of 2PL, i.e., the S2PL class is a proper subclass of 2PL

Strong strict two-phase locking
or Rigorousness, or Rigorous scheduling, or Rigorous two-phase locking

To comply with strong strict two-phase locking (SS2PL) the locking protocol releases both write (exclusive) and
read (shared) locks applied by a transaction only after the transaction has ended, i.e., only after both completing
executing (being ready) and becoming either committed or aborted. This protocol also complies with the S2PL rules.
A transaction obeying SS2PL can be viewed as having phase-1 that lasts the transaction's entire execution duration,
and no phase-2 (or a degenerate phase-2). Thus, only one phase is actually left, and "two-phase" in the name seems
to be still utilized due to the historical development of the concept from 2PL, and 2PL being a super-class. The
SS2PL property of a schedule is also called Rigorousness. It is also the name of the class of schedules having this
property, and an SS2PL schedule is also called a "rigorous schedule". The term "Rigorousness" is free of the
unnecessary legacy of "two-phase," as well as being independent of any (locking) mechanism (in principle other
blocking mechanisms can be utilized). The property's respective locking mechanism is sometimes referred to as
Rigorous 2PL.
SS2PL is a special case of S2PL, i.e., the SS2PL class of schedules is a proper subclass of S2PL (every SS2PL
schedule is also an S2PL schedule, but S2PL schedules exist that are not SS2PL).
SS2PL has been the concurrency control protocol of choice for most database systems and utilized since their early
days in the 1970s. It is proven to be an effective mechanism in many situations, and provides besides Serializability
also Strictness (a special case of cascadeless Recoverability), which is instrumental for efficient database recovery,
and also Commitment ordering (CO) for participating in distributed environments where a CO based distributed
serializability and global serializability solutions are employed. Being a subset of CO, an efficient implementation of
distributed SS2PL exists without a distributed lock manager (DLM), while distributed deadlocks (see below) are
resolved automatically. The fact that SS2PL employed in multi database systems ensures global serializability has
been known for years before the discovery of CO, but only with CO came the understanding of the role of an atomic
commitment protocol in maintaining global serializability, as well as the observation of automatic distributed
deadlock resolution (see a detailed example of Distributed SS2PL). As a matter of fact, SS2PL inheriting properties
of Recoverability and CO is more significant than being a subset of 2PL, which by itself in its general form, besides
comprising a simple serializability mechanism (however serializability is also implied by CO), in not known to
provide SS2PL with any other significant qualities. 2PL in its general form, as well as when combined with
Strictness, i.e., Strict 2PL (S2PL), are not known to be utilized in practice. The popular SS2PL does not require to
mark "end of phase-1" as 2PL and S2PL do, and thus is simpler to implement. Also unlike the general 2PL, SS2PL
provides, as mentioned above, the useful Strictness and Commitment ordering properties.
Many variants of SS2PL exist that utilize various lock types with various semantics in different situations, including
cases of lock-type change during a transaction. Notable are variants that use Multiple granularity locking.
Comments:

1. SS2PL Vs. S2PL: Both provide Serializability and Strictness. Since S2PL is a super class of SS2PL it may, in 
principle, provide more concurrency. However no concurrency advantage is typically practically noticed (exactly
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same locking exists for both, with practically not much earlier lock release for S2PL), and the overhead of dealing
with an end-of-phase-1 mechanism in S2PL, separate from transaction-end, is not justified. Also, while SS2PL
provides Commitment ordering, S2PL does not. This explains the preference of SS2PL over S2PL.

2.2. Especially before 1990, but also after, in many articles and books, e.g., (Bernstein et al. 1987, p. 59), the term
"Strict 2PL" (S2PL) has been frequently defined by the locking protocol "Release all locks only after transaction
end," which is the protocol of SS2PL. Thus, "Strict 2PL" could not be there the name of the intersection of
Strictness and 2PL, which is larger than the class generated by the SS2PL protocol. This has caused confusion.
With an explicit definition of S2PL as the intersection of Strictness and 2PL, a new name for SS2PL, and an
explicit distinction between the classes S2PL and SS2PL, the articles (Breitbart et al. 1991) and (Raz 1992) have
intended to clear the confusion: The first using the name "Rigorousness," and the second "SS2PL."

3. A more general property than SS2PL exists (a schedule super-class), Strict commitment ordering (Strict CO, or
SCO), which as well provides both serializability, strictness, and CO, and has similar locking overhead. Unlike
SS2PL, SCO does not block upon a read-write conflict (a read-lock does not block acquiring a write-lock; both
SCO and SS2PL have the same behavior for write-read and write-write conflicts) at the cost of a possible delayed
commit, and upon such conflict type SCO has shorter average transaction completion time and better performance
than SS2PL.[5] While SS2PL obeys the lock compatibility table above, SCO has the following table:

Lock compatibility for SCO

Lock type read-lock write-lock

read-lock

write-lock X X

Note that though SCO releases all locks at transaction end and complies with the 2PL locking rules,
SCO is not a subset of 2PL because of its different lock compatibility table. SCO allows materialized
read-write conflicts between two transactions in their phases 1, which 2PL does not allow in phase-1
(see about materialized conflicts in Serializability). On the other hand 2PL allows other materialized
conflict types in phase-2 that SCO does not allow at all. Together this implies that the schedule classes
2PL and SCO are incomparable (i.e., no class contains the other class).

http://en.wikipedia.org/w/index.php?title=Commitment_ordering%23Strict_CO_%28SCO%29
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Summary - Relationships among classes

Schedule classes containment: An arrow from class A to class B indicates that
class A strictly contains B; a lack of a directed path between classes means that

the classes are incomparable.A property is inherently blocking, if it can be
enforced only by blocking transaction’s data access operations until certain events

occur in other transactions. (#Raz1992Raz 1992)

Between any two schedule classes (define by
their schedules' respective properties) that
have common schedules, either one contains
the other (strictly contains if they are not
equal), or they are incomparable. The
containment relationships among the 2PL
classes and other major schedule classes are
summarized in the following diagram. 2PL
and its subclasses are inherently blocking,
which means that no optimistic
implementations for them exist (and
whenever "Optimistic 2PL" is mentioned it
refers to a different mechanism with a class
that includes also schedules not in the 2PL
class).

Deadlocks in 2PL

Locks block data-access operations. Mutual
blocking between transactions results in a
deadlock, where execution of these
transactions is stalled, and no completion can
be reached. Thus deadlocks need to be
resolved to complete these transactions'
executions and release related computing
resources. A deadlock is a reflection of a
potential cycle in the precedence graph, that
would occur without the blocking. A
deadlock is resolved by aborting a transaction involved with such potential cycle, and breaking the cycle. It is often
detected using a wait-for graph (a graph of conflicts blocked by locks from being materialized; conflicts not
materialized in the database due to blocked operations are not reflected in the precedence graph and do not affect
serializability), which indicates which transaction is "waiting for" lock release by which transaction, and a cycle
means a deadlock. Aborting one transaction per cycle is sufficient to break the cycle. Transactions aborted due to
deadlock resolution are executed again immediately.

In a distributed environment an atomic commitment protocol, typically the Two-phase commit (2PC) protocol, is
utilized for atomicity. When recoverable data (data under transaction control) are partitioned among 2PC participants
(i.e., each data object is controlled by a single 2PC participant), then distributed (global) deadlocks, deadlocks
involving two or more participants in 2PC, are resolved automatically as follows:
When SS2PL is effectively utilized in a distributed environment, then global deadlocks due to locking generate 
voting-deadlocks in 2PC, and are resolved automatically by 2PC (see Commitment ordering (CO), in Exact 
characterization of voting-deadlocks by global cycles; No reference except the CO articles is known to notice this). 
For the general case of 2PL, global deadlocks are similarly resolved automatically by the synchronization point 
protocol of phase-1 end in a distributed transaction (synchronization point is achieved by "voting" (notifying local 
phase-1 end), and being propagated to the participants in a distributed transaction the same way as a decision point in 
atomic commitment; in analogy to decision point in CO, a conflicting operation in 2PL cannot happen before
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phase-1 end synchronization point, with the same resulting voting-deadlock in the case of a global data-access
deadlock; the voting-deadlock (which is also a locking based global deadlock) is automatically resolved by the
protocol aborting some transaction involved, with a missing vote, typically using a timeout).
Comment:

When data are partitioned among the atomic commitment protocol (e.g., 2PC) participants, automatic global
deadlock resolution has been overlooked in the database research literature, though deadlocks in such systems
has been a quite intensive research area:
• For CO and its special case SS2PL, the automatic resolution by the atomic commitment protocol has been

noticed only in the CO articles. However, it has been noticed in practice that in many cases global
deadlocks are very infrequently detected by the dedicated resolution mechanisms, less than could be
expected ("Why do we see so few global deadlocks?"). The reason is probably the deadlocks that are
automatically resolved and thus not handled and uncounted by the mechanisms;

• For 2PL in general, the automatic resolution by the (mandatory) end-of-phase-one synchronization point
protocol (which has same voting mechanism as atomic commitment protocol, and same missing vote
handling upon voting deadlock, resulting in global deadlock resolution) has not been mentioned until today
(2009). Practically only the special case SS2PL is utilized, where no end-of-phase-one synchronization is
needed in addition to atomic commit protocol.

In a distributed environment where recoverable data are not partitioned among atomic commitment protocol
participants, no such automatic resolution exists, and distributed deadlocks need to be resolved by dedicated
techniques.
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Readers–writer lock
In computer science, a readers-writer or shared-exclusive lock (also known as the multiple readers /
single-writer lock or the multi-reader lock,[1] or by typographical variants such as readers/writers lock) is a
synchronization primitive that solves one of the readers-writers problems. A readers-writer lock is like a mutex, in
that it controls access to a shared resource, allowing concurrent access to multiple threads for reading but restricting
access to a single thread for writes (or other changes) to the resource. A common use might be to control access to a
data structure in memory that can't be updated atomically and isn't valid (and shouldn't be read by another thread)
until the update is complete.
One potential problem with a conventional RW lock is that it can lead to write-starvation if contention is high
enough, meaning that as long as at least one reading thread holds the lock, no writer thread will be able to acquire it.
Since multiple reader threads may hold the lock at once, this means that a writer thread may continue waiting for the
lock while new reader threads are able to acquire the lock, even to the point where the writer may still be waiting
after all of the readers which were holding the lock when it first attempted to acquire it have released the lock. To
avoid writer starvation, a variant on a readers-writer lock can be constructed which prevents any new readers from
acquiring the lock if there is a writer queued and waiting for the lock, so that the writer will acquire the lock as soon
as the readers which were already holding the lock are finished with it. The downside is that it's less performant
because each operation, taking or releasing the lock for either read or write, is more complex, internally requiring
taking and releasing two mutexes instead of one. This variation is sometimes known as a "write-preferring" or
"write-biased" readers-writer lock.[2][3]

A solution to this problem by Brandenburg and Anderson introduces the phase fair reader-writer lock The releasing
of the lock alternates between readers and writers. When no writer is requesting a lock, readers are allowed through.
After a writer shows up, new readers are queued until existing readers and then the new writer finish with the lock, at
which time the backlogged queued readers are released en masse. A C language phase fair implementation that
requires 8 bytes per lock:
Readers–writer locks are usually constructed on top of mutexes and condition variables, or on top of semaphores.
The read-copy-update (RCU) algorithm is one solution to the readers-writers problem. RCU is wait-free for readers.
The Linux-Kernel implements a special solution for few writers called seqlock.
A read/write lock pattern or simply RWL is a software design pattern that allows concurrent read access to an
object but requires exclusive access for write operations. In this pattern, multiple readers can read the data in parallel
but an exclusive lock is needed while writing the data. When a writer is writing the data, readers will be blocked
until the writer is finished writing.

Implementations
• The POSIX standard pthread_rwlock_t and associated operations.
• The C language Win32 multiple-reader/single-writer lock used in Hamilton C shell. The Hamilton lock presumes

contention is low enough that writers are unlikely to be starved, prompting Jordan Zimmerman to suggest a
modified version to avoid starvation.

• The ReadWriteLock interface and the ReentrantReadWriteLock locks in Java version 5 or above.
• A simple Windows API implementation by Glenn Slayden.
• The Microsoft System.Threading.ReaderWriterLockSlim lock for C# and other .NET languages.
• The boost::shared_mutex read/write lock in the Boost C++ Libraries.
• A pseudo-code implementation in the Readers-writers problem article.

http://en.wikipedia.org/w/index.php?title=Computer_science
http://en.wikipedia.org/w/index.php?title=Synchronization_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Readers-writers_problem
http://en.wikipedia.org/w/index.php?title=Mutex
http://en.wikipedia.org/w/index.php?title=Thread_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Atomicity_%28programming%29
http://en.wikipedia.org/w/index.php?title=Mutex
http://en.wikipedia.org/w/index.php?title=Condition_variable
http://en.wikipedia.org/w/index.php?title=Semaphore_%28programming%29
http://en.wikipedia.org/w/index.php?title=Read-copy-update
http://en.wikipedia.org/w/index.php?title=Lock-free_and_wait-free_algorithms
http://en.wikipedia.org/w/index.php?title=Seqlock
http://en.wikipedia.org/w/index.php?title=Software_design_pattern
http://en.wikipedia.org/w/index.php?title=Object_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Lock_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=POSIX
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Hamilton_C_shell
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Win32
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=.NET_Framework
http://en.wikipedia.org/w/index.php?title=Boost_C%2B%2B_Libraries
http://en.wikipedia.org/w/index.php?title=Readers-writers_problem


Readerswriter lock 779

References
[1] "Practical lock-freedom" (http:/ / www. cl. cam. ac. uk/ TechReports/ UCAM-CL-TR-579. pdf) by Keir Fraser 2004
[2] "ReaderWriterLock Alternative" (http:/ / www. codeplex. com/ ReaderWriterLockAlt) an open source C# implementation of a write-biased

readers-writer lock
[3][3] Java readers-writer lock implementation offers a "fair" mode

Blind write
In computing, a blind write occurs when a transaction writes a value without reading it. Any view serializable
schedule that is not conflict serializable must contain a blind write.

Conservative two-phase locking
In computer science, conservative two-phase locking (C2PL) is a locking method used in DBMS and relational
databases.
Conservative 2PL prevents deadlocks.
The difference between 2PL and C2PL is that C2PL's transactions obtain all the locks they need before the
transactions begin. This is to ensure that a transaction that already holds some locks will not block waiting for other
locks.
In heavy lock contention, C2PL reduces the time locks are held on average, relative to 2PL and Strict 2PL, because
transactions that hold locks are never blocked.
In light lock contention, C2PL holds more locks than is necessary, because it is hard to tell what locks will be needed
in the future, thus leads to higher overhead.
Also, a transaction will not even obtain any locks if it cannot obtain all the locks it needs in its initial request.
Furthermore, each transaction needs to declare its read and write set (data items to be read/written during
transaction), which is not always possible. Because of these limitations, C2PL is not used very frequently.
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Strong strict two-phase locking
In databases and transaction processing, two-phase locking (2PL) is a concurrency control method that guarantees
serializability.[1][2] It is also the name of the resulting set of database transaction schedules (histories). The protocol
utilizes locks, applied by a transaction to data, which may block (interpreted as signals to stop) other transactions
from accessing the same data during the transaction's life.
By the 2PL protocol locks are applied and removed in two phases:
1.1. Expanding phase: locks are acquired and no locks are released.
2.2. Shrinking phase: locks are released and no locks are acquired.
Two types of locks are utilized by the basic protocol: Shared and Exclusive locks. Refinements of the basic protocol
may utilize more lock types. Using locks that block processes, 2PL may be subject to deadlocks that result from the
mutual blocking of two or more transactions.
2PL is a superset of strong strict two-phase locking (SS2PL),[3] also called rigorousness,[4] which has been widely
utilized for concurrency control in general-purpose database systems since the 1970s. SS2PL implementations have
many variants. SS2PL was called strict 2PL but this name usage is not recommended now. Now strict 2PL (S2PL)
is the intersection of strictness and 2PL, which is different from SS2PL. SS2PL is also a special case of commitment
ordering, and inherits many of CO's useful properties. SS2PL actually comprises only one phase: phase-2 does not
exist, and all locks are released only after transaction end. Thus this useful 2PL type is not two-phased at all.
Neither 2PL nor S2PL in their general forms are known to be used in practice. Thus 2PL by itself does not seem to
have much practical importance, and whenever 2PL or S2PL utilization has been mentioned in the literature, the
intention has been SS2PL. What has made SS2PL so popular (probably the most utilized serializability mechanism)
is the effective and efficient locking-based combination of two ingredients (the first does not exist in both general
2PL and S2PL; the second does not exist in general 2PL):
1. Commitment ordering, which provides both serializability, and effective distributed serializability and global

serializability, and
2. Strictness, which provides cascadelessness (ACA, cascade-less recoverability) and (independently) allows

efficient database recovery from failure.
Additionally SS2PL is easier, with less overhead to implement than both 2PL and S2PL, provides exactly the same
locking, but sometimes releases locks later. However, practically (though not simplistically theoretically) such later
lock release occurs only slightly later, and this apparent disadvantage is insignificant and disappears next to the
advantages of SS2PL.
Thus, the importance of the general Two-phase locking (2PL) is historic only, while Strong strict two-phase locking
(SS2PL) is practically the important mechanism and resulting schedule property.

Data-access locks
A lock is a system object associated with a shared resource such as a data item of an elementary type, a row in a 
database, or a page of memory. In a database, a lock on a database object (a data-access lock) may need to be 
acquired by a transaction before accessing the object. Correct use of locks prevents undesired, incorrect or 
inconsistent operations on shared resources by other concurrent transactions. When a database object with an 
existing lock acquired by one transaction needs to be accessed by another transaction, the existing lock for the object 
and the type of the intended access are checked by the system. If the existing lock type does not allow this specific 
attempted concurrent access type, the transaction attempting access is blocked (according to a predefined 
agreement/scheme). In practice a lock on an object does not directly block a transaction's operation upon the object, 
but rather blocks that transaction from acquiring another lock on the same object, needed to be held/owned by the 
transaction before performing this operation. Thus, with a locking mechanism, needed operation blocking is
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controlled by a proper lock blocking scheme, which indicates which lock type blocks which lock type.
Two major types of locks are utilized:
• Write-lock (exclusive lock) is associated with a database object by a transaction (Terminology: "the transaction

locks the object," or "acquires lock for it") before writing (inserting/modifying/deleting) this object.
• Read-lock (shared lock) is associated with a database object by a transaction before reading (retrieving the state

of) this object.
The common interactions between these lock types are defined by blocking behavior as follows:
• An existing write-lock on a database object blocks an intended write upon the same object (already

requested/issued) by another transaction by blocking a respective write-lock from being acquired by the other
transaction. The second write-lock will be acquired and the requested write of the object will take place
(materialize) after the existing write-lock is released.

• A write-lock blocks an intended (already requested/issued) read by another transaction by blocking the respective
read-lock .

• A read-lock blocks an intended write by another transaction by blocking the respective write-lock .
• A read-lock does not block an intended read by another transaction. The respective read-lock for the intended

read is acquired (shared with the previous read) immediately after the intended read is requested, and then the
intended read itself takes place.

Several variations and refinements of these major lock types exist, with respective variations of blocking behavior. If
a first lock blocks another lock, the two locks are called incompatible; otherwise the locks are compatible. Often lock
types blocking interactions are presented in the technical literature by a Lock compatibility table. The following is an
example with the common, major lock types:

Lock compatibility table

Lock type read-lock write-lock

read-lock X

write-lock X X

X indicates incompatibility, i.e, a case when a lock of the first type (in left column) on an object blocks a lock
of the second type (in top row) from being acquired on the same object (by another transaction). An object
typically has a queue of waiting requested (by transactions) operations with respective locks. The first blocked
lock for operation in the queue is acquired as soon as the existing blocking lock is removed from the object,
and then its respective operation is executed. If a lock for operation in the queue is not blocked by any existing
lock (existence of multiple compatible locks on a same object is possible concurrently) it is acquired
immediately.
Comment: In some publications the table entries are simply marked "compatible" or "incompatible", or
respectively "yes" or "no".
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Two-phase locking and its special cases

Two-phase locking
According to the two-phase locking protocol a transaction handles its locks in two distinct, consecutive phases
during the transaction's execution:
1. Expanding phase (aka Growing phase): locks are acquired and no locks are released (the number of locks can

only increase).
2. Shrinking phase: locks are released and no locks are acquired.
The serializability property is guaranteed for a schedule with transactions that obey the protocol. The 2PL schedule
class is defined as the class of all the schedules comprising transactions with data access orders that could be
generated by the 2PL protocol (or in other words, all the schedules that the 2PL protocol can generate).
Typically, without explicit knowledge in a transaction on end of phase-1, it is safely determined only when a
transaction has entered its ready state in all its processes (processing has ended, and it is ready to be committed; no
additional data access and locking are needed and can happen). In this case phase-2 can end immediately (no
additional processing is needed), and actually no phase-2 is needed. Also, if several processes (two or more) are
involved, then a synchronization point (similar to atomic commitment) among them is needed to determine end of
phase-1 for all of them (i.e., in the entire distributed transaction), to start releasing locks in phase-2 (otherwise it is
very likely that both 2PL and Serializability are quickly violated). Such synchronization point is usually too costly
(involving a distributed protocol similar to atomic commitment), and end of phase-1 is usually postponed to be
merged with transaction end (atomic commitment protocol for a multi-process transaction), and again phase-2 is not
needed. This turns 2PL to SS2PL (see below). All known implementations of 2PL in products are SS2PL based, and
whenever 2PL (or Strict 2PL, S2PL) practical utilization has been mentioned in the professional literature, the
intention has been SS2PL.

Strict two-phase locking
The strict two-phase locking (S2PL) class of schedules is the intersection of the 2PL class with the class of
schedules possessing the Strictness property.
To comply with the S2PL protocol a transaction needs to comply with 2PL, and release its write (exclusive) locks
only after it has ended, i.e., being either committed or aborted. On the other hand, read (shared) locks are released
regularly during phase 2. Implementing general S2PL requires explicit support of phase-1 end, separate from
transaction end, and no such widely utilized product implementation is known.
S2PL is a special case of 2PL, i.e., the S2PL class is a proper subclass of 2PL

Strong strict two-phase locking
or Rigorousness, or Rigorous scheduling, or Rigorous two-phase locking

To comply with strong strict two-phase locking (SS2PL) the locking protocol releases both write (exclusive) and 
read (shared) locks applied by a transaction only after the transaction has ended, i.e., only after both completing 
executing (being ready) and becoming either committed or aborted. This protocol also complies with the S2PL rules. 
A transaction obeying SS2PL can be viewed as having phase-1 that lasts the transaction's entire execution duration, 
and no phase-2 (or a degenerate phase-2). Thus, only one phase is actually left, and "two-phase" in the name seems 
to be still utilized due to the historical development of the concept from 2PL, and 2PL being a super-class. The 
SS2PL property of a schedule is also called Rigorousness. It is also the name of the class of schedules having this 
property, and an SS2PL schedule is also called a "rigorous schedule". The term "Rigorousness" is free of the 
unnecessary legacy of "two-phase," as well as being independent of any (locking) mechanism (in principle other 
blocking mechanisms can be utilized). The property's respective locking mechanism is sometimes referred to as
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Rigorous 2PL.
SS2PL is a special case of S2PL, i.e., the SS2PL class of schedules is a proper subclass of S2PL (every SS2PL
schedule is also an S2PL schedule, but S2PL schedules exist that are not SS2PL).
SS2PL has been the concurrency control protocol of choice for most database systems and utilized since their early
days in the 1970s. It is proven to be an effective mechanism in many situations, and provides besides Serializability
also Strictness (a special case of cascadeless Recoverability), which is instrumental for efficient database recovery,
and also Commitment ordering (CO) for participating in distributed environments where a CO based distributed
serializability and global serializability solutions are employed. Being a subset of CO, an efficient implementation of
distributed SS2PL exists without a distributed lock manager (DLM), while distributed deadlocks (see below) are
resolved automatically. The fact that SS2PL employed in multi database systems ensures global serializability has
been known for years before the discovery of CO, but only with CO came the understanding of the role of an atomic
commitment protocol in maintaining global serializability, as well as the observation of automatic distributed
deadlock resolution (see a detailed example of Distributed SS2PL). As a matter of fact, SS2PL inheriting properties
of Recoverability and CO is more significant than being a subset of 2PL, which by itself in its general form, besides
comprising a simple serializability mechanism (however serializability is also implied by CO), in not known to
provide SS2PL with any other significant qualities. 2PL in its general form, as well as when combined with
Strictness, i.e., Strict 2PL (S2PL), are not known to be utilized in practice. The popular SS2PL does not require to
mark "end of phase-1" as 2PL and S2PL do, and thus is simpler to implement. Also unlike the general 2PL, SS2PL
provides, as mentioned above, the useful Strictness and Commitment ordering properties.
Many variants of SS2PL exist that utilize various lock types with various semantics in different situations, including
cases of lock-type change during a transaction. Notable are variants that use Multiple granularity locking.
Comments:

1. SS2PL Vs. S2PL: Both provide Serializability and Strictness. Since S2PL is a super class of SS2PL it may, in
principle, provide more concurrency. However no concurrency advantage is typically practically noticed (exactly
same locking exists for both, with practically not much earlier lock release for S2PL), and the overhead of dealing
with an end-of-phase-1 mechanism in S2PL, separate from transaction-end, is not justified. Also, while SS2PL
provides Commitment ordering, S2PL does not. This explains the preference of SS2PL over S2PL.

2.2. Especially before 1990, but also after, in many articles and books, e.g., (Bernstein et al. 1987, p. 59), the term
"Strict 2PL" (S2PL) has been frequently defined by the locking protocol "Release all locks only after transaction
end," which is the protocol of SS2PL. Thus, "Strict 2PL" could not be there the name of the intersection of
Strictness and 2PL, which is larger than the class generated by the SS2PL protocol. This has caused confusion.
With an explicit definition of S2PL as the intersection of Strictness and 2PL, a new name for SS2PL, and an
explicit distinction between the classes S2PL and SS2PL, the articles (Breitbart et al. 1991) and (Raz 1992) have
intended to clear the confusion: The first using the name "Rigorousness," and the second "SS2PL."

3. A more general property than SS2PL exists (a schedule super-class), Strict commitment ordering (Strict CO, or
SCO), which as well provides both serializability, strictness, and CO, and has similar locking overhead. Unlike
SS2PL, SCO does not block upon a read-write conflict (a read-lock does not block acquiring a write-lock; both
SCO and SS2PL have the same behavior for write-read and write-write conflicts) at the cost of a possible delayed
commit, and upon such conflict type SCO has shorter average transaction completion time and better performance
than SS2PL.[5] While SS2PL obeys the lock compatibility table above, SCO has the following table:
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Lock compatibility for SCO

Lock type read-lock write-lock

read-lock

write-lock X X

Note that though SCO releases all locks at transaction end and complies with the 2PL locking rules,
SCO is not a subset of 2PL because of its different lock compatibility table. SCO allows materialized
read-write conflicts between two transactions in their phases 1, which 2PL does not allow in phase-1
(see about materialized conflicts in Serializability). On the other hand 2PL allows other materialized
conflict types in phase-2 that SCO does not allow at all. Together this implies that the schedule classes
2PL and SCO are incomparable (i.e., no class contains the other class).

Summary - Relationships among classes

Schedule classes containment: An arrow from class A to class B indicates that
class A strictly contains B; a lack of a directed path between classes means that

the classes are incomparable.A property is inherently blocking, if it can be
enforced only by blocking transaction’s data access operations until certain events

occur in other transactions. (#Raz1992Raz 1992)

Between any two schedule classes (define by
their schedules' respective properties) that
have common schedules, either one contains
the other (strictly contains if they are not
equal), or they are incomparable. The
containment relationships among the 2PL
classes and other major schedule classes are
summarized in the following diagram. 2PL
and its subclasses are inherently blocking,
which means that no optimistic
implementations for them exist (and
whenever "Optimistic 2PL" is mentioned it
refers to a different mechanism with a class
that includes also schedules not in the 2PL
class).

Deadlocks in 2PL

Locks block data-access operations. Mutual
blocking between transactions results in a
deadlock, where execution of these
transactions is stalled, and no completion can
be reached. Thus deadlocks need to be
resolved to complete these transactions'
executions and release related computing
resources. A deadlock is a reflection of a
potential cycle in the precedence graph, that
would occur without the blocking. A
deadlock is resolved by aborting a transaction involved with such potential cycle, and breaking the cycle. It is often
detected using a wait-for graph (a graph of conflicts blocked by locks from being materialized; conflicts not
materialized in the database due to blocked operations are not reflected in the precedence graph and do not affect
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serializability), which indicates which transaction is "waiting for" lock release by which transaction, and a cycle
means a deadlock. Aborting one transaction per cycle is sufficient to break the cycle. Transactions aborted due to
deadlock resolution are executed again immediately.
In a distributed environment an atomic commitment protocol, typically the Two-phase commit (2PC) protocol, is
utilized for atomicity. When recoverable data (data under transaction control) are partitioned among 2PC participants
(i.e., each data object is controlled by a single 2PC participant), then distributed (global) deadlocks, deadlocks
involving two or more participants in 2PC, are resolved automatically as follows:
When SS2PL is effectively utilized in a distributed environment, then global deadlocks due to locking generate
voting-deadlocks in 2PC, and are resolved automatically by 2PC (see Commitment ordering (CO), in Exact
characterization of voting-deadlocks by global cycles; No reference except the CO articles is known to notice this).
For the general case of 2PL, global deadlocks are similarly resolved automatically by the synchronization point
protocol of phase-1 end in a distributed transaction (synchronization point is achieved by "voting" (notifying local
phase-1 end), and being propagated to the participants in a distributed transaction the same way as a decision point in
atomic commitment; in analogy to decision point in CO, a conflicting operation in 2PL cannot happen before
phase-1 end synchronization point, with the same resulting voting-deadlock in the case of a global data-access
deadlock; the voting-deadlock (which is also a locking based global deadlock) is automatically resolved by the
protocol aborting some transaction involved, with a missing vote, typically using a timeout).
Comment:

When data are partitioned among the atomic commitment protocol (e.g., 2PC) participants, automatic global
deadlock resolution has been overlooked in the database research literature, though deadlocks in such systems
has been a quite intensive research area:
• For CO and its special case SS2PL, the automatic resolution by the atomic commitment protocol has been

noticed only in the CO articles. However, it has been noticed in practice that in many cases global
deadlocks are very infrequently detected by the dedicated resolution mechanisms, less than could be
expected ("Why do we see so few global deadlocks?"). The reason is probably the deadlocks that are
automatically resolved and thus not handled and uncounted by the mechanisms;

• For 2PL in general, the automatic resolution by the (mandatory) end-of-phase-one synchronization point
protocol (which has same voting mechanism as atomic commitment protocol, and same missing vote
handling upon voting deadlock, resulting in global deadlock resolution) has not been mentioned until today
(2009). Practically only the special case SS2PL is utilized, where no end-of-phase-one synchronization is
needed in addition to atomic commit protocol.

In a distributed environment where recoverable data are not partitioned among atomic commitment protocol
participants, no such automatic resolution exists, and distributed deadlocks need to be resolved by dedicated
techniques.
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Index locking
In databases an index is a data structure, part of the database, used by a database system to effectively navigate
access to user data. Index data are system data distinct from user data, and consist primarily of pointers. Changes in
a database (by insert, delete, or modify operations), may require indexes to be updated to maintain accurate user data
accesses.[1] Index locking is a technique used to maintain index integrity. A portion of an index is locked during a
database transaction when this portion is being accessed by the transaction as a result of attempt to access related
user data. Additionally, special database system transactions (not user-invoked transactions) may be invoked to
maintain and modify an index, as part of a system's self-maintenance activities. When a portion of an index is locked
by a transaction, other transactions may be blocked from accessing this index portion (blocked from modifying, and
even from reading it, depending on lock type and needed operation).
Specialized concurrency control techniques exist for accessing indexes. These techniques depend on the index type,
and take advantage of its structure. They are typically much more effective than applying to indexes common
concurrency control methods applied to user data. Notable and widely researched are specialized techniques for
B-trees (B-Tree concurrency control[2]) which are regularly used as database indexes.
Index locks are used to coordinate threads accessing indexes concurrently, and typically shorter-lived than the
common transaction locks on user data. In professional literature, they are often called latches.
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Snapshot isolation
In databases, and transaction processing (transaction management), snapshot isolation is a guarantee that all reads
made in a transaction will see a consistent snapshot of the database (in practice it reads the last committed values that
existed at the time it started), and the transaction itself will successfully commit only if no updates it has made
conflict with any concurrent updates made since that snapshot.
Snapshot isolation has been adopted by several major database management systems, such as SQL Anywhere,
InterBase, Firebird, Oracle, PostgreSQL and Microsoft SQL Server (2005 and later). The main reason for its
adoption is that it allows better performance than serializability, yet still avoids most of the concurrency anomalies
that serializability avoids (but not always all). In practice snapshot isolation is implemented within multiversion
concurrency control (MVCC), where generational values of each data item (versions) are maintained: MVCC is a
common way to increase concurrency and performance by generating a new version of a database object each time
the object is written, and allowing transactions' read operations of several last relevant versions (of each object).
Snapshot isolation has also been used to critique the ANSI SQL-92 standard's definition of isolation levels, as it
exhibits none of the "anomalies" that the SQL standard prohibited, yet is not serializable (the anomaly-free isolation
level defined by ANSI).
Snapshot isolation is called "serializable" mode in Oracle[1][2][3] and PostgreSQL versions prior to 9.1,[4][5] which
may cause confusion with the "real serializability" mode. There are arguments both for and against this decision;
what is clear is that users must be aware of the distinction to avoid possible undesired anomalous behavior in their
database system logic.

Definition
A transaction executing under snapshot isolation appears to operate on a personal snapshot of the database, taken at
the start of the transaction. When the transaction concludes, it will successfully commit only if the values updated by
the transaction have not been changed externally since the snapshot was taken. Such a write-write conflict will cause
the transaction to abort.
In a write skew anomaly, two transactions (T1 and T2) concurrently read an overlapping data set (e.g. values V1 and
V2), concurrently make disjoint updates (e.g. T1 updates V1, T2 updates V2), and finally concurrently commit,
neither having seen the update performed by the other. Were the system serializable, such an anomaly would be
impossible, as either T1 or T2 would have to occur "first", and be visible to the other. In contrast, snapshot isolation
permits write skew anomalies.
As a concrete example, imagine V1 and V2 are two balances held by a single person, Phil. The bank will allow
either V1 or V2 to run a deficit, provided the total held in both is never negative (i.e. V1 + V2 ≥ 0). Both balances
are currently $100. Phil initiates two transactions concurrently, T1 withdrawing $200 from V1, and T2 withdrawing
$200 from V2.
If the database guaranteed serializable transactions, the simplest way of coding T1 is to deduct $200 from V1, and
then verify that V1 + V2 ≥ 0 still holds, aborting if not. T2 similarly deducts $200 from V2 and then verifies V1 +
V2 ≥ 0. Since the transactions must serialize, either T1 happens first, leaving V1 = -$100, V2 = $100, and preventing
T2 from succeeding (since V1 + (V2 - $200) is now -$200), or T2 happens first and similarly prevents T1 from
committing.
Under snapshot isolation, however, T1 and T2 operate on private snapshots of the database: each deducts $200 from
an account, and then verifies that the new total is zero, using the other account value that held when the snapshot was
taken. Since neither update conflicts, both commit successfully, leaving V1 = V2 = -$100, and V1 + V2 = -$200.
If built on multiversion concurrency control, snapshot isolation allows transactions to proceed without worrying 
about concurrent operations, and more importantly without needing to re-verify all read operations when the
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transaction finally commits. The only information that must be stored during the transaction is a list of updates made,
which can be scanned for conflicts fairly easily before being committed.

Serializable Snapshot Isolation
Potential inconsistency problems arising from write skew anomalies can be fixed by adding (otherwise unnecessary)
updates to the transactions in order to enforce the serializability property.
• Materialize the conflict: Add a special conflict table, which both transactions update in order to create a direct

write-write conflict.
• Promotion: Have one transaction "update" a read-only location (replacing a value with the same value) in order

to create a direct write-write conflict (or use an equivalent promotion, e.g. Oracle's SELECT FOR UPDATE).
In the example above, we can materialize the conflict by adding a new table which makes the hidden constraint
explicit, mapping each person to their total balance. Phil would start off with a total balance of $200, and each
transaction would attempt to subtract $200 from this, creating a write-write conflict that would prevent the two from
succeeding concurrently. This approach violates the normal form.[citation needed]

Alternatively, we can promote one of the transaction's reads to a write. For instance, T2 could set V1 = V1, creating
an artificial write-write conflict with T1 and, again, preventing the two from succeeding concurrently. This solution
may not always be possible.
In general, therefore, snapshot isolation puts some of the problem of maintaining non-trivial constraints onto the
user, who may not appreciate either the potential pitfalls or the possible solutions. The upside to this transfer is better
performance.
With additional communication between transactions, the anomalies that snapshot isolation normally allows can be
blocked by aborting one of the transactions involved, turning a snapshot isolation implementation into a full
serializability guarantee.[6] This implementation of serializability is well-suited to multiversion concurrency control
databases, and has been adopted in PostgreSQL 9.1, where it is referred to as "Serializable Snapshot Isolation",
abbreviated to SSI. When used consistently, this eliminates the need for the above workarounds. The downside over
snapshot isolation is an increase in aborted transactions. This can perform better or worse than snapshot isolation
with the above workarounds, depending on workload.

History
Snapshot isolation arose from work on multiversion concurrency control databases, where multiple versions of the
database are maintained concurrently to allow readers to execute without colliding with writers. Such a system
allows a natural definition and implementation of such an isolation level. InterBase later owned by Borland provided
SI as far back as 1984[citation needed].
Unfortunately, the ANSI SQL-92 standard was written with a lock-based database in mind, and hence is rather vague
when applied to MVCC systems. Berenson et al. wrote a paper in 1995 critiquing the SQL standard, and cited
snapshot isolation as an example of an isolation level that did not exhibit the standard anomalies described in the
ANSI SQL-92 standard, yet still had anomalous behaviour when compared with serializable transactions.
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Non-lock concurrency control
In Computer Science, in the field of databases, non-lock concurrency control is a concurrency control method used
in relational databases without using locking.
There are several non-lock concurrency control methods, which involve the use of timestamps on transaction to
determine transaction priority:
•• Optimistic concurrency control
•• Timestamp-based concurrency control
•• Multiversion concurrency control
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Commitment ordering
Commitment ordering (CO) is a class of interoperable serializability techniques in concurrency control of
databases, transaction processing, and related applications. It allows optimistic (non-blocking) implementations.
With the proliferation of multi-core processors, CO has been also increasingly utilized in concurrent programming,
transactional memory, and especially in software transactional memory (STM) for achieving serializability
optimistically. CO is also the name of the resulting transaction schedule (history) property, which was originally
defined in 1988 with the name dynamic atomicity.[1] In a CO compliant schedule the chronological order of
commitment events of transactions is compatible with the precedence order of the respective transactions. CO is a
broad special case of conflict serializability, and effective means (reliable, high-performance, distributed, and
scalable) to achieve global serializability (modular serializability) across any collection of database systems that
possibly use different concurrency control mechanisms (CO also makes each system serializability compliant, if not
already).
Each not-CO-compliant database system is augmented with a CO component (the commitment order
coordinator—COCO) which orders the commitment events for CO compliance, with neither data-access nor any
other transaction operation interference. As such CO provides a low overhead, general solution for global
serializability (and distributed serializability), instrumental for global concurrency control (and distributed
concurrency control) of multi database systems and other transactional objects, possibly highly distributed (e.g.,
within cloud computing, grid computing, and networks of smartphones). An atomic commitment protocol (ACP; of
any type) is a fundamental part of the solution, utilized to break global cycles in the conflict (precedence,
serializability) graph. CO is the most general property (a necessary condition) that guarantees global serializability, if
the database systems involved do not share concurrency control information beyond atomic commitment protocol
(unmodified) messages, and have no knowledge whether transactions are global or local (the database systems are
autonomous). Thus CO (with its variants) is the only general technique that does not require the typically costly
distribution of local concurrency control information (e.g., local precedence relations, locks, timestamps, or tickets).
It generalizes the popular strong strict two-phase locking (SS2PL) property, which in conjunction with the two-phase
commit protocol (2PC) is the de facto standard to achieve global serializability across (SS2PL based) database
systems. As a result CO compliant database systems (with any, different concurrency control types) can
transparently join such SS2PL based solutions for global serializability.
In addition, locking based global deadlocks are resolved automatically in a CO based multi-database environment,
an important side-benefit (including the special case of a completely SS2PL based environment; a previously
unnoticed fact for SS2PL).
Furthermore, strict commitment ordering (SCO; Raz 1991c), the intersection of Strictness and CO, provides better
performance (shorter average transaction completion time and resulting better transaction throughput) than SS2PL
whenever read-write conflicts are present (identical blocking behavior for write-read and write-write conflicts;
comparable locking overhead). The advantage of SCO is especially significant during lock contention. Strictness
allows both SS2PL and SCO to use the same effective database recovery mechanisms.
Two major generalizing variants of CO exist, extended CO (ECO; Raz 1993a) and multi-version CO (MVCO; Raz
1993b). They as well provide global serializability without local concurrency control information distribution, can be
combined with any relevant concurrency control, and allow optimistic (non-blocking) implementations. Both use
additional information for relaxing CO constraints and achieving better concurrency and performance. Vote
ordering (VO or Generalized CO (GCO); Raz 2009) is a container schedule set (property) and technique for CO and
all its variants. Local VO is a necessary condition for guaranteeing global serializability, if the atomic commitment
protocol (ACP) participants do not share concurrency control information (have the generalized autonomy property).
CO and its variants inter-operate transparently, guaranteeing global serializability and automatic global deadlock
resolution also together in a mixed, heterogeneous environment with different variants.
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Overview
The Commitment ordering (CO; Raz 1990, 1992, 1994, 2009) schedule property has been referred to also as
Dynamic atomicity (since 1988), commit ordering, commit order serializability, and strong recoverability (since
1991). The latter is a misleading name since CO is incomparable with recoverability, and the term "strong" implies a
special case. This means that a schedule with a strong recoverability property does not necessarily have the CO
property, and vice versa.
In 2009 CO has been characterized as a major concurrency control method, together with the previously known
(since the 1980s) three major methods: Locking, Time-stamp ordering, and Serialization graph testing, and as an
enabler for the interoperability of systems using different concurrency control mechanisms.[2]

In a federated database system or any other more loosely defined multidatabase system, which are typically
distributed in a communication network, transactions span multiple and possibly Distributed databases. Enforcing
global serializability in such system is problematic. Even if every local schedule of a single database is serializable,
still, the global schedule of a whole system is not necessarily serializable. The massive communication exchanges of
conflict information needed between databases to reach conflict serializability would lead to unacceptable
performance, primarily due to computer and communication latency. The problem of achieving global serializability
effectively had been characterized as open until the public disclosure of CO in 1991 by its inventor Yoav Raz (Raz
1991a; see also Global serializability).
Enforcing CO is an effective way to enforce conflict serializability globally in a distributed system, since enforcing
CO locally in each database (or other transactional object) also enforces it globally. Each database may use any,
possibly different, type of concurrency control mechanism. With a local mechanism that already provides conflict
serializability, enforcing CO locally does not cause any additional aborts, since enforcing CO locally does not affect
the data access scheduling strategy of the mechanism (this scheduling determines the serializability related aborts;
such a mechanism typically does not consider the commitment events or their order). The CO solution requires no
communication overhead, since it uses (unmodified) atomic commitment protocol messages only, already needed by
each distributed transaction to reach atomicity. An atomic commitment protocol plays a central role in the distributed
CO algorithm, which enforces CO globally, by breaking global cycles (cycles that span two or more databases) in
the global conflict graph. CO, its special cases, and its generalizations are interoperable, and achieve global
serializability while transparently being utilized together in a single heterogeneous distributed environment
comprising objects with possibly different concurrency control mechanisms. As such, Commitment ordering,
including its special cases, and together with its generalizations (see CO variants below), provides a general, high
performance, fully distributed solution (no central processing component or central data structure are needed) for
guaranteeing global serializability in heterogeneous environments of multidatabase systems and other multiple
transactional objects (objects with states accessed and modified only by transactions; e.g., in the framework of
transactional processes, and within Cloud computing and Grid computing). The CO solution scales up with network
size and the number of databases without any negative impact on performance (assuming the statistics of a single
distributed transaction, e.g., the average number of databases involved with a single transaction, are unchanged).
With the proliferation of Multi-core processors, Optimistic CO (OCO) has been also increasingly utilized to achieve
serializability in software transactional memory, and numerous STM articles and patents utilizing "commit order"
have already been published (e.g., Zhang et al. 2006).
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The commitment ordering solution for global serializability

General characterization of CO
Commitment ordering (CO) is a special case of conflict serializability. CO can be enforced with non-blocking
mechanisms (each transaction can complete its task without having its data-access blocked, which allows optimistic
concurrency control; however, commitment could be blocked). In a CO schedule the commitment events' (partial)
precedence order of the transactions corresponds to the precedence (partial) order of the respective transactions in the
(directed) conflict graph (precedence graph, serializability graph), as induced by their conflicting access operations
(usually read and write (insert/modify/delete) operations; CO also applies to higher level operations, where they are
conflicting if noncommutative, as well as to conflicts between operations upon multi-version data).
•• Definition: commitment ordering

Let be two committed transactions in a schedule, such that is in a conflict with (  precedes

). The schedule has the Commitment ordering (CO) property, if for every two such transactions 
commits before commits.

The commitment decision events are generated by either a local commitment mechanism, or an atomic commitment
protocol, if different processes need to reach consensus on whether to commit or abort. The protocol may be
distributed or centralized. Transactions may be committed concurrently, if the commit partial order allows (if they do
not have conflicting operations). If different conflicting operations induce different partial orders of same
transactions, then the conflict graph has cycles, and the schedule will violate serializability when all the transactions
on a cycle are committed. In this case no partial order for commitment events can be found. Thus, cycles in the
conflict graph need to be broken by aborting transactions. However, any conflict serializable schedule can be made
CO without aborting any transaction, by properly delaying commit events to comply with the transactions'
precedence partial order.
CO enforcement by itself is not sufficient as a concurrency control mechanism, since CO lacks the recoverability
property, which should be supported as well.

The distributed CO algorithm
A fully distributed Global commitment ordering enforcement algorithm exists, that uses local CO of each
participating database, and needs only (unmodified) Atomic commitment protocol messages with no further
communication. The distributed algorithm is the combination of local (to each database) CO algorithm processes,
and an atomic commitment protocol (which can be fully distributed). Atomic commitment protocol is essential to
enforce atomicity of each distributed transaction (to decide whether to commit or abort it; this procedure is always
carried out for distributed transactions, independently of concurrency control and CO). A common example of an
atomic commitment protocol is the two-phase commit protocol, which is resilient to many types of system failure. In
a reliable environment, or when processes usually fail together (e.g., in the same integrated circuit), a simpler
protocol for atomic commitment may be used (e.g., a simple handshake of distributed transaction's participating
processes with some arbitrary but known special participant, the transaction's coordinator, i.e., a type of one-phase
commit protocol). An atomic commitment protocol reaches consensus among participants on whether to commit or
abort a distributed (global) transaction that spans these participants. An essential stage in each such protocol is the
YES vote (either explicit, or implicit) by each participant, which means an obligation of the voting participant to
obey the decision of the protocol, either commit or abort. Otherwise a participant can unilaterally abort the
transaction by an explicit NO vote. The protocol commits the transaction only if YES votes have been received from
all participants, and thus typically a missing YES vote of a participant is considered a NO vote by this participant.
Otherwise the protocol aborts the transaction. The various atomic commit protocols only differ in their abilities to
handle different computing environment failure situations, and the amounts of work and other computing resources
needed in different situations.
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The entire CO solution for global serializability is based on the fact that in case of a missing vote for a distributed
transaction, the atomic commitment protocol eventually aborts this transaction.

Enforcing global CO

In each database system a local CO algorithm determines the needed commitment order for that database. By the
characterization of CO above, this order depends on the local precedence order of transactions, which results from
the local data access scheduling mechanisms. Accordingly YES votes in the atomic commitment protocol are
scheduled for each (unaborted) distributed transaction (in what follows "a vote" means a YES vote). If a precedence
relation (conflict) exists between two transactions, then the second will not be voted on before the first is completed
(either committed or aborted), to prevent possible commit order violation by the atomic commitment protocol. Such
can happen since the commit order by the protocol is not necessarily the same as the voting order. If no precedence
relation exists, both can be voted on concurrently. This vote ordering strategy ensures that also the atomic
commitment protocol maintains commitment order, and it is a necessary condition for guaranteeing Global CO (and
the local CO of a database; without it both Global CO and Local CO (a property meaning that each database is CO
compliant) may be violated).
However, since database systems schedule their transactions independently, it is possible that the transactions'
precedence orders in two databases or more are not compatible (no global partial order exists that can embed the
respective local partial orders together). With CO precedence orders are also the commitment orders. When
participating databases in a same distributed transaction do not have compatible local precedence orders for that
transaction (without "knowing" it; typically no coordination between database systems exists on conflicts, since the
needed communication is massive and unacceptably degrades performance) it means that the transaction resides on a
global cycle (involving two or more databases) in the global conflict graph. In this case the atomic commitment
protocol will fail to collect all the votes needed to commit that transaction: By the vote ordering strategy above at
least one database will delay its vote for that transaction indefinitely, to comply with its own commitment
(precedence) order, since it will be waiting to the completion of another, preceding transaction on that global cycle,
delayed indefinitely by another database with a different order. This means a voting-deadlock situation involving the
databases on that cycle. As a result the protocol will eventually abort some deadlocked transaction on this global
cycle, since each such transaction is missing at least one participant's vote. Selection of the specific transaction on
the cycle to be aborted depends on the atomic commitment protocol's abort policies (a timeout mechanism is
common, but it may result in more than one needed abort per cycle; both preventing unnecessary aborts and abort
time shortening can be achieved by a dedicated abort mechanism for CO). Such abort will break the global cycle
involving that distributed transaction. Both deadlocked transactions and possibly other in conflict with the
deadlocked (and thus blocked) will be free to be voted on. It is worthwhile noting that each database involved with
the voting-deadlock continues to vote regularly on transactions that are not in conflict with its deadlocked
transaction, typically almost all the outstanding transactions. Thus, in case of incompatible local (partial)
commitment orders, no action is needed since the atomic commitment protocol resolves it automatically by aborting
a transaction that is a cause of incompatibility. This means that the above vote ordering strategy is also a sufficient
condition for guaranteeing Global CO.
The following is concluded:
• The Vote ordering strategy for Global CO Enforcing Theorem

Let be undecided (neither committed nor aborted) transactions in a database system that enforces CO
for local transactions, such that is global and in conflict with (  precedes ). Then, having 
ended (either committed or aborted) before is voted on to be committed (the vote ordering strategy), in
each such database system in a multidatabase environment, is a necessary and sufficient condition for
guaranteeing Global CO (the condition guarantees Global CO, which may be violated without it).
Comments:
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1. The vote ordering strategy that enforces global CO is referred to as in (Raz 1992).
2. The Local CO property of a global schedule means that each database is CO compliant. From the necessity

discussion part above it directly follows that the theorem is true also when replacing "Global CO" with "Local
CO" when global transactions are present. Together it means that Global CO is guaranteed if and only if Local
CO is guaranteed (which is untrue for Global conflict serializability and Local conflict serializability: Global
implies Local, but not the opposite).

Global CO implies Global serializability.
The Global CO algorithm comprises enforcing (local) CO in each participating database system by ordering
commits of local transactions (see Enforcing CO locally below) and enforcing the vote ordering strategy in the
theorem above (for global transactions).

Exact characterization of voting-deadlocks by global cycles

The above global cycle elimination process by a voting deadlock can be explained in detail by the following
observation:
First it is assumed, for simplicity, that every transaction reaches the ready-to-commit state and is voted on by at least
one database (this implies that no blocking by locks occurs). Define a "wait for vote to commit" graph as a directed
graph with transactions as nodes, and a directed edge from any first transaction to a second transaction if the first
transaction blocks the vote to commit of the second transaction (opposite to conventional edge direction in a wait-for
graph). Such blocking happens only if the second transaction is in a conflict with the first transaction (see above).
Thus this "wait for vote to commit" graph is identical to the global conflict graph. A cycle in the "wait for vote to
commit" graph means a deadlock in voting. Hence there is a deadlock in voting if and only if there is a cycle in the
conflict graph. Local cycles (confined to a single database) are eliminated by the local serializability mechanisms.
Consequently only global cycles are left, which are then eliminated by the atomic commitment protocol when it
aborts deadlocked transactions with missing (blocked) respective votes.
Secondly, also local commits are dealt with: Note that when enforcing CO also waiting for a regular local commit of
a local transaction can block local commits and votes of other transactions upon conflicts, and the situation for global
transactions does not change also without the simplifying assumption above: The final result is the same also with
local commitment for local transactions, without voting in atomic commitment for them.
Finally, blocking by a lock (which has been excluded so far) needs to be considered: A lock blocks a conflicting
operation and prevents a conflict from being materialized. If the lock is released only after transaction end, it may
block indirectly either a vote or a local commit of another transaction (which now cannot get to ready state), with the
same effect as of a direct blocking of a vote or a local commit. In this case a cycle is generated in the conflict graph
only if such a blocking by a lock is also represented by an edge. With such added edges representing events of
blocking-by-a-lock, the conflict graph is becoming an augmented conflict graph.
•• Definition: augmented conflict graph

An augmented conflict graph is a conflict graph with added edges: In addition to the original edges a
directed edge exists from transaction to transaction if two conditions are met:

1. is blocked by a data-access lock applied by (the blocking prevents the conflict of with from being
materialized and have an edge in the regular conflict graph), and

2. This blocking will not stop before ends (commits or aborts; true for any locking-based CO)
The graph can also be defined as the union of the (regular) conflict graph with the (reversed edge, regular)
wait-for graph

Comments:

1.1. Here, unlike the regular conflict graph, which has edges only for materialized conflicts, all conflicts, both
materialized and non-materialized, are represented by edges.
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2. Note that all the new edges are all the (reversed to the conventional) edges of the wait-for graph. The wait-for
graph can be defined also as the graph of non-materialized conflicts. By the common conventions edge direction
in a conflict graph defines time order between conflicting operations which is opposite to the time order defined
by an edge in a wait-for graph.

3. Note that such global graph contains (has embedded) all the (reversed edge) regular local wait-for graphs, and
also may include locking based global cycles (which cannot exist in the local graphs). For example, if all the
databases on a global cycle are SS2PL based, then all the related vote blocking situations are caused by locks (this
is the classical, and probably the only global deadlock situation dealt with in the database research literature).
This is a global deadlock case where each related database creates a portion of the cycle, but the complete cycle
does not reside in any local wait-for graph.

In the presence of CO the augmented conflict graph is in fact a (reversed edge) local-commit and voting wait-for
graph: An edge exists from a first transaction, either local or global, to a second, if the second is waiting for the first
to end in order to be either voted on (if global), or locally committed (if local). All global cycles (across two or more
databases) in this graph generate voting-deadlocks. The graph's global cycles provide complete characterization for
voting deadlocks and may include any combination of materialized and non-materialized conflicts. Only cycles of
(only) materialized conflicts are also cycles of the regular conflict graph and affect serializability. One or more (lock
related) non-materialized conflicts on a cycle prevent it from being a cycle in the regular conflict graph, and make it
a locking related deadlock. All the global cycles (voting-deadlocks) need to be broken (resolved) to both maintain
global serializability and resolve global deadlocks involving data access locking, and indeed they are all broken by
the atomic commitment protocol due to missing votes upon a voting deadlock.
Comment: This observation also explains the correctness of Extended CO (ECO) below: Global transactions' voting
order must follow the conflict graph order with vote blocking when order relation (graph path) exists between two
global transactions. Local transactions are not voted on, and their (local) commits are not blocked upon conflicts.
This results in same voting-deadlock situations and resulting global cycle elimination process for ECO.
The voting-deadlock situation can be summarized as follows:
•• The CO Voting-Deadlock Theorem

Let a multidatabase environment comprise CO compliant (which eliminates local cycles) database systems that
enforce, each, Global CO (using the condition in the theorem above). Then a voting-deadlock occurs if and
only if a global cycle (spans two or more databases) exists in the Global augmented conflict graph (also
blocking by a data-access lock is represented by an edge). If the cycle does not break by any abort, then all the
global transactions on it are involved with the respective voting-deadlock, and eventually each has its vote
blocked (either directly, or indirectly by a data-access lock); if a local transaction resides on the cycle,
eventually it has its (local) commit blocked.
Comment: A rare situation of a voting deadlock (by missing blocked votes) can happen, with no voting for
any transaction on the related cycle by any of the database systems involved with these transactions. This can
occur when local sub-transactions are multi-threaded. The highest probability instance of such rare event
involves two transactions on two simultaneous opposite cycles. Such global cycles (deadlocks) overlap with
local cycles which are resolved locally, and thus typically resolved by local mechanisms without involving
atomic commitment. Formally it is also a global cycle, but practically it is local (portions of local cycles
generate a global one; to see this, split each global transaction (node) to local sub-transactions (its portions
confined each to a single database); a directed edge exists between transactions if an edge exists between any
respective local sub-transactions; a cycle is local if all its edges originate from a cycle among sub-transactions
of the same database, and global if not; global and local can overlap: a same cycle among transactions can
result from several different cycles among sub-transactions, and be both local and global).

Also the following locking based special case is concluded:
•• The CO Locking-based Global-Deadlock Theorem
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In a CO compliant multidatabase system a locking-based global-deadlock, involving at least one data-access
lock (non-materialized conflict), and two or more database systems, is a reflection of a global cycle in the
Global augmented conflict graph, which results in a voting-deadlock. Such cycle is not a cycle in the (regular)
Global conflict graph (which reflects only materialized conflicts, and thus such cycle does not affect
serializability).
Comments:

1. Any blocking (edge) in the cycle that is not by a data-access lock is a direct blocking of either voting or local
commit. All voting-deadlocks are resolved (almost all by Atomic commitment; see comment above), including this
locking-based type.

2. Locking-based global-deadlocks can be generated also in a completely SS2PL-based distributed environment
(special case of CO based), where all the vote blocking (and voting-deadlocks) are caused by data-access locks.
Many research articles have dealt for years with resolving such global deadlocks, but none (except the CO
articles) is known (as of 2009) to notice that atomic commitment automatically resolves them. Such automatic
resolutions are regularly occurring unnoticed in all existing SS2PL based multidatabase systems, often bypassing
dedicated resolution mechanisms.

Voting-deadlocks are the key for the operation of distributed CO.
Global cycle elimination (here voting-deadlock resolution by atomic commitment) and resulting aborted transactions'
re-executions are time consuming, regardless of concurrency control used. If databases schedule transactions
independently, global cycles are unavoidable (in a complete analogy to cycles/deadlocks generated in local SS2PL;
with distribution, any transaction or operation scheduling coordination results in autonomy violation, and typically
also in substantial performance penalty). However, in many cases their likelihood can be made very low by
implementing database and transaction design guidelines that reduce the number of conflicts involving a global
transaction. This, primarily by properly handling hot spots (database objects with frequent access), and avoiding
conflicts by using commutativity when possible (e.g., when extensively using counters, as in finances, and especially
multi-transaction accumulation counters, which are typically hot spots).
Atomic commitment protocols are intended and designed to achieve atomicity without considering database
concurrency control. They abort upon detecting or heuristically finding (e.g., by timeout; sometimes mistakenly,
unnecessarily) missing votes, and typically unaware of global cycles. These protocols can be specially enhanced for
CO (including CO's variants below) both to prevent unnecessary aborts, and to accelerate aborts used for breaking
global cycles in the global augmented conflict graph (for better performance by earlier release upon transaction-end
of computing resources and typically locked data). For example, existing locking based global deadlock detection
methods, other than timeout, can be generalized to consider also local commit and vote direct blocking, besides data
access blocking. A possible compromise in such mechanisms is effectively detecting and breaking the most frequent
and relatively simple to handle length-2 global cycles, and using timeout for undetected, much less frequent, longer
cycles.

Enforcing CO locally
Commitment ordering can be enforced locally (in a single database) by a dedicated CO algorithm, or by any
algorithm/protocol that provides any special case of CO. An important such protocol, being utilized extensively in
database systems, which generates a CO schedule, is the strong strict two phase locking protocol (SS2PL: "release
transaction's locks only after the transaction has been either committed or aborted"; see below). SS2PL is a proper
subset of the intersection of 2PL and strictness.
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A generic local CO algorithm

A generic local CO algorithm (Raz 1992; Algorithm 4.1) is an algorithm independent of implementation details,
that enforces exactly the CO property. It does not block data access (nonblocking), and consists of aborting a certain
set of transactions (only if needed) upon committing a transaction. It aborts a (uniquely determined at any given
time) minimal set of other undecided (neither committed, nor aborted) transactions that run locally and can cause
serializability violation in the future (can later generate cycles of committed transactions in the conflict graph; this is
the ABORT set of a committed transaction T; after committing T no transaction in ABORT at commit time can be
committed, and all of them are doomed to be aborted). This set consists of all undecided transactions with directed
edges in the conflict graph to the committed transaction. The size of this set cannot increase when that transaction is
waiting to be committed (in ready state: processing has ended), and typically decreases in time as its transactions are
being decided. Thus, unless real-time constraints exist to complete that transaction, it is preferred to wait with
committing that transaction and let this set decrease in size. If another serializability mechanism exists locally (which
eliminates cycles in the local conflict graph), or if no cycle involving that transaction exists, the set will be empty
eventually, and no abort of set member is needed. Otherwise the set will stabilize with transactions on local cycles,
and aborting set members will have to occur to break the cycles. Since in the case of CO conflicts generate blocking
on commit, local cycles in the augments conflict graph (see above) indicate local commit-deadlocks, and deadlock
resolution techniques as in SS2PL can be used (e.g., like timeout and wait-for graph). A local cycle in the augmented
conflict graph with at least one non-materialized conflict reflects a locking-based deadlock. The local algorithm
above, applied to the local augmented conflict graph rather than the regular local conflict graph, comprises the
generic enhanced local CO algorithm, a single local cycle elimination mechanism, for both guaranteeing local
serializability and handling locking based local deadlocks. Practically an additional concurrency control mechanism
is always utilized, even solely to enforce recoverability. The generic CO algorithm does not affect local data access
scheduling strategy, when it runs alongside of any other local concurrency control mechanism. It affects only the
commit order, and for this reason it does not need to abort more transactions than those needed to be aborted for
serializability violation prevention by any combined local concurrency control mechanism. The net effect of CO may
be, at most, a delay of commit events (or voting in a distributed environment), to comply with the needed commit
order (but not more delay than its special cases, for example, SS2PL, and on the average significantly less).
The following theorem is concluded:
•• The Generic Local CO Algorithm Theorem

When running alone or alongside any concurrency control mechanism in a database system then
1. The Generic local CO algorithm guarantees (local) CO (a CO compliant schedule).
2. The Generic enhanced local CO algorithm guarantees both (local) CO and (local) locking based deadlock

resolution.
and (when not using timeout, and no real-time transaction completion constraints are applied) neither
algorithm aborts more transactions than the minimum needed (which is determined by the transactions'
operations scheduling, out of the scope of the algorithms).

Example: Concurrent programming and Transactional memory

See also Concurrent programming and Transactional memory

With the proliferation of Multi-core processors, variants of the Generic local CO algorithm have been also
increasingly utilized in Concurrent programming, Transactional memory, and especially in Software transactional
memory for achieving serializability optimistically by "commit order" (e.g., Ramadan et al. 2009,[3] Zhang et al.
2006,[] von Parun et al. 2007[4]). Numerous related articles and patents utilizing CO have already been published.
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Implementation considerations: The Commitment Order Coordinator (COCO)

A database system in a multidatabase environment is assumed. From a software architecture point of view a CO
component that implements the generic CO algorithm locally, the Commitment Order Coordinator (COCO), can be
designed in a straightforward way as a mediator between a (single) database system and an atomic commitment
protocol component (Raz 1991b). However, the COCO is typically an integral part of the database system. The
COCO's functions are to vote to commit on ready global transactions (processing has ended) according to the local
commitment order, to vote to abort on transactions for which the database system has initiated an abort (the database
system can initiate abort for any transaction, for many reasons), and to pass the atomic commitment decision to the
database system. For local transactions (when can be identified) no voting is needed. For determining the
commitment order the COCO maintains an updated representation of the local conflict graph (or local augmented
conflict graph for capturing also locking deadlocks) of the undecided (neither committed nor aborted) transactions as
a data structure (e.g., utilizing mechanisms similar to locking for capturing conflicts, but with no data-access
blocking). The COCO component has an interface with its database system to receive "conflict," "ready" (processing
has ended; readiness to vote on a global transaction or commit a local one), and "abort" notifications from the
database system. It also interfaces with the atomic commitment protocol to vote and to receive the atomic
commitment protocol's decision on each global transaction. The decisions are delivered from the COCO to the
database system through their interface, as well as local transactions' commit notifications, at a proper commit order.
The COCO, including its interfaces, can be enhanced, if it implements another variant of CO (see below), or plays a
role in the database's concurrency control mechanism beyond voting in atomic commitment.
The COCO also guarantees CO locally in a single, isolated database system with no interface with an atomic
commitment protocol.

CO is a necessary condition for global serializability across autonomous database systems
If the databases that participate in distributed transactions (i.e., transactions that span more than a single database) do
not use any shared concurrency control information and use unmodified atomic commitment protocol messages (for
reaching atomicity), then maintaining (local) commitment ordering or one of its generalizing variants (see below) is a
necessary condition for guaranteeing global serializability (a proof technique can be found in (Raz 1992), and a
different proof method for this in (Raz 1993a)); it is also a sufficient condition. This is a mathematical fact derived
from the definitions of serializability and a transaction. It means that if not complying with CO, then global
serializability cannot be guaranteed under this condition (the condition of no local concurrency control information
sharing between databases beyond atomic commit protocol messages). Atomic commitment is a minimal
requirement for a distributed transaction since it is always needed, which is implied by the definition of transaction.
(Raz 1992) defines database autonomy and independence as complying with this requirement without using any
additional local knowledge:
• Definition: (concurrency control based) autonomous database system

A database system is Autonomous, if it does not share with any other entity any concurrency control
information beyond unmodified atomic commitment protocol messages. In addition it does not use for
concurrency control any additional local information beyond conflicts (the last sentence does not appear
explicitly but rather implied by further discussion in Raz 1992).

Using this definition the following is concluded:
•• The CO and Global serializability Theorem

1. CO compliance of every autonomous database system (or transactional object) in a multidatabase environment is
a necessary condition for guaranteeing Global serializability (without CO Global serializability may be violated).

2. CO compliance of every database system is a sufficient condition for guaranteeing Global serializability.
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However, the definition of autonomy above implies, for example, that transactions are scheduled in a way that local
transactions (confined to a single database) cannot be identified as such by an autonomous database system. This is
realistic for some transactional objects, but too restrictive and less realistic for general purpose database systems. If
autonomy is augmented with the ability to identify local transactions, then compliance with a more general property,
Extended commitment ordering (ECO, see below), makes ECO the necessary condition.
Only in (Raz 2009) the notion of Generalized autonomy captures the intended notion of autonomy:
•• Definition: generalized autonomy

A database system has the Generalized autonomy property, if it does not share with any other database system
any local concurrency information beyond (unmodified) atomic commit protocol messages (however any local
information can be utilized).

This definition is probably the broadest such definition possible in the context of database concurrency control, and
it makes CO together with any of its (useful: No concurrency control information distribution) generalizing variants
(Vote ordering (VO); see CO variants below) the necessary condition for Global serializability (i.e., the union of CO
and its generalizing variants is the necessary set VO, which may include also new unknown useful generalizing
variants).

Summary
The Commitment ordering (CO) solution (technique) for global serializability can be summarized as follows:
If each database (or any other transactional object) in a multidatabase environment complies with CO, i.e., arranges
its local transactions' commitments and its votes on (global, distributed) transactions to the atomic commitment
protocol according to the local (to the database) partial order induced by the local conflict graph (serializability
graph) for the respective transactions, then Global CO and Global serializability are guaranteed. A database's CO
compliance can be achieved effectively with any local conflict serializability based concurrency control mechanism,
with neither affecting any transaction's execution process or scheduling, nor aborting it. Also the database's
autonomy is not violated. The only low overhead incurred is detecting conflicts (e.g., as with locking, but with no
data-access blocking; if not already detected for other purposes), and ordering votes and local transactions' commits
according to the conflicts.
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Schedule classes containment: An arrow from class A to class B indicates that
class A strictly contains B; a lack of a directed path between classes means that

the classes are incomparable.A property is inherently blocking, if it can be
enforced only by blocking transaction’s data access operations until certain events

occur in other transactions. (#Raz1992Raz 1992)

In case of incompatible partial orders of two
or more databases (no global partial order
can embed the respective local partial orders
together), a global cycle (spans two databases
or more) in the global conflict graph is
generated. This, together with CO, results in
a cycle of blocked votes, and a
voting-deadlock occurs for the databases on
that cycle (however, allowed concurrent
voting in each database, typically for almost
all the outstanding votes, continue to
execute). In this case the atomic commitment
protocol fails to collect all the votes needed
for the blocked transactions on that global
cycle, and consequently the protocol aborts
some transaction with a missing vote. This
breaks the global cycle, the voting-deadlock
is resolved, and the related blocked votes are
free to be executed. Breaking the global cycle
in the global conflict graph ensures that both
global CO and global serializability are
maintained. Thus, in case of incompatible
local (partial) commitment orders no action is
needed since the atomic commitment
protocol resolves it automatically by aborting
a transaction that is a cause for the
incompatibility. Furthermore, also global
deadlocks due to locking (global cycles in the
augmented conflict graph with at least one data access blocking) result in voting deadlocks and are resolved
automatically by the same mechanism.

Local CO is a necessary condition for guaranteeing Global serializability, if the databases involved do not share any
concurrency control information beyond (unmodified) atomic commitment protocol messages, i.e., if the databases
are autonomous in the context of concurrency control. This means that every global serializability solution for
autonomous databases must comply with CO. Otherwise global serializability may be violated (and thus, is likely to
be violated very quickly in a high-performance environment).

The CO solution scales up with network size and the number of databases without performance penalty when it
utilizes common distributed atomic commitment architecture.
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Distributed serializability and CO

Distributed CO
A distinguishing characteristic of the CO solution to distributed serializability from other techniques is the fact that it
requires no conflict information distributed (e.g., local precedence relations, locks, timestamps, tickets), which
makes it uniquely effective. It utilizes (unmodified) atomic commitment protocol messages (which are already used)
instead.
A common way to achieve distributed serializability in a (distributed) system is by a distributed lock manager
(DLM). DLMs, which communicate lock (non-materialized conflict) information in a distributed environment,
typically suffer from computer and communication latency, which reduces the performance of the system. CO allows
to achieve distributed serializability under very general conditions, without a distributed lock manager, exhibiting the
benefits already explored above for multidatabase environments; in particular: reliability, high performance,
scalability, possibility of using optimistic concurrency control when desired, no conflict information related
communications over the network (which have incurred overhead and delays), and automatic distributed deadlock
resolution.
All distributed transactional systems rely on some atomic commitment protocol to coordinate atomicity (whether to
commit or abort) among processes in a distributed transaction. Also, typically recoverable data (i.e., data under
transactions' control, e.g., database data; not to be confused with the recoverability property of a schedule) are
directly accessed by a single transactional data manager component (also referred to as a resource manager) that
handles local sub-transactions (the distributed transaction's portion in a single location, e.g., network node), even if
these data are accessed indirectly by other entities in the distributed system during a transaction (i.e., indirect access
requires a direct access through a local sub-transaction). Thus recoverable data in a distributed transactional system
are typically partitioned among transactional data managers. In such system these transactional data managers
typically comprise the participants in the system's atomic commitment protocol. If each participant complies with
CO (e.g., by using SS2PL, or COCOs, or a combination; see above), then the entire distributed system provides CO
(by the theorems above; each participant can be considered a separate transactional object), and thus (distributed)
serializability. Furthermore: When CO is utilized together with an atomic commitment protocol also distributed
deadlocks (i.e., deadlocks that span two or more data managers) caused by data-access locking are resolved
automatically. Thus the following corollary is concluded:
•• The CO Based Distributed Serializability Theorem

Let a distributed transactional system (e.g., a distributed database system) comprise transactional data
managers (also called resource managers) that manage all the system's recoverable data. The data managers
meet three conditions:

1. Data partition: Recoverable data are partitioned among the data managers, i.e., each recoverable datum (data
item) is controlled by a single data manager (e.g., as common in a Shared nothing architecture; even copies of a
same datum under different data managers are physically distinct, replicated).

2. Participants in atomic commitment protocol: These data managers are the participants in the system's atomic
commitment protocol for coordinating distributed transactions' atomicity.

3. CO compliance: Each such data manager is CO compliant (or some CO variant compliant; see below).
Then

1. The entire distributed system guarantees (distributed CO and) serializability, and
2. Data-access based distributed deadlocks (deadlocks involving two or more data managers with at least one

non-materialized conflict) are resolved automatically.
Furthermore: The data managers being CO compliant is a necessary condition for (distributed) serializability 
in a system meeting conditions 1, 2 above, when the data managers are autonomous, i.e., do not share
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concurrency control information beyond unmodified messages of atomic commitment protocol.
This theorem also means that when SS2PL (or any other CO variant) is used locally in each transactional data
manager, and each data manager has exclusive control of its data, no distributed lock manager (which is often
utilized to enforce distributed SS2PL) is needed for distributed SS2PL and serializability. It is relevant to a wide
range of distributed transactional applications, which can be easily designed to meet the theorem's conditions.

Distributed optimistic CO (DOCO)
For implementing Distributed Optimistic CO (DOCO) the generic local CO algorithm is utilized in all the atomic
commitment protocol participants in the system with no data access blocking and thus with no local deadlocks. The
previous theorem has the following corollary:
•• The Distributed optimistic CO (DOCO) Theorem

If DOCO is utilized, then:
1.1. No local deadlocks occur, and
2.2. Global (voting) deadlocks are resolved automatically (and all are serializability related (with non-blocking

conflicts) rather than locking related (with blocking and possibly also non-blocking conflicts)).
Thus, no deadlock handling is needed.

Examples

Distributed SS2PL

A distributed database system that utilizes SS2PL resides on two remote nodes, A and B. The database system has
two transactional data managers (resource managers), one on each node, and the database data are partitioned
between the two data managers in a way that each has an exclusive control of its own (local to the node) portion of
data: Each handles its own data and locks without any knowledge on the other manager's. For each distributed
transaction such data managers need to execute the available atomic commitment protocol.
Two distributed transactions, and , are running concurrently, and both access data x and y. x is under the
exclusive control of the data manager on A (B's manager cannot access x), and y under that on B.

reads x on A and writes y on B, i.e.,  when using notation common for
concurrency control.

reads y on B and writes x on A, i.e.,  
The respective local sub-transactions on A and B (the portions of and on each of the nodes) are the
following:

Local sub-transactions

Transaction \ Node A B

The database system's schedule at a certain point in time is the following:

 
(also  is possible)

holds a read-lock on x and holds read-locks on y. Thus and are blocked by the lock 
compatibility rules of SS2PL and cannot be executed. This is a distributed deadlock situation, which is also a 
voting-deadlock (see below) with a distributed (global) cycle of length 2 (number of edges, conflicts; 2 is the most

http://en.wikipedia.org/w/index.php?title=Two-phase_locking%23Strong_strict_two-phase_locking
http://en.wikipedia.org/w/index.php?title=Two-phase_locking%23Data-access_locks
http://en.wikipedia.org/w/index.php?title=Two-phase_locking%23Data-access_locks


Commitment ordering 803

frequent length). The local sub-transactions are in the following states:
is ready (execution has ended) and voted (in atomic commitment)
is running and blocked (a non-materialized conflict situation; no vote on it can occur)
is ready and voted

is running and blocked (a non-materialized conflict; no vote).
Since the atomic commitment protocol cannot receive votes for blocked sub-transactions (a voting-deadlock), it will
eventually abort some transaction with a missing vote(s) by timeout, either , or , (or both, if the timeouts fall
very close). This will resolve the global deadlock. The remaining transaction will complete running, be voted on, and
committed. An aborted transaction is immediately restarted and re-executed.
Comments:

1. The data partition (x on A; y on B) is important since without it, for example, x can be accessed directly from B.
If a transaction is running on B concurrently with and and directly writes x, then, without a distributed
lock manager the read-lock for x held by on A is not visible on B and cannot block the write of (or signal
a materialized conflict for a non-blocking CO variant; see below). Thus serializability can be violated.

2.2. Due to data partition, x cannot be accessed directly from B. However, functionality is not limited, and a
transaction running on B still can issue a write or read request of x (not common). This request is communicated
to the transaction's local sub-transaction on A (which is generated, if does not exist already) which issues this
request to the local data manager on A.

Variations

In the scenario above both conflicts are non-materialized, and the global voting-deadlock is reflected as a cycle in
the global wait-for graph (but not in the global conflict graph; see Exact characterization of voting-deadlocks by
global cycles above). However the database system can utilize any CO variant with exactly the same conflicts and
voting-deadlock situation, and same resolution. Conflicts can be either materialized or non-materialized, depending
on CO variant used. For example, if SCO (below) is used by the distributed database system instead of SS2PL, then
the two conflicts in the example are materialized, all local sub-transactions are in ready states, and vote blocking
occurs in the two transactions, one on each node, because of the CO voting rule applied independently on both A and
B: due to conflicts is not voted on before ends, and is not
voted on before ends, which is a voting-deadlock. Now the conflict graph has the global cycle (all
conflicts are materialized), and again it is resolved by the atomic commitment protocol, and distributed serializability
is maintained. Unlikely for a distributed database system, but possible in principle (and occurs in a multi-database),
A can employ SS2PL while B employs SCO. In this case the global cycle is neither in the wait-for graph nor in the
serializability graph, but still in the augmented conflict graph (the union of the two). The various combinations are
summarized in the following table:

Voting-deadlock situations

Case Node
A

Node
B

Possible schedule Materialized
conflicts
on cycle

Non-
materialized

conflicts

= = = =

1 SS2PL SS2PL  0 2 Ready
Voted

Running
(Blocked)

Running
(Blocked)

Ready
Voted

2 SS2PL SCO   1 1 Ready
Voted

Ready
Vote blocked

Running
(Blocked)

Ready
Voted

3 SCO SS2PL   1 1 Ready
Voted

Running
(Blocked)

Ready
Vote blocked

Ready
Voted
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4 SCO SCO    2 0 Ready
Voted

Ready
Vote blocked

Ready
Vote blocked

Ready
Voted

Comments:

1. Conflicts and thus cycles in the augmented conflict graph are determined by the transactions and their initial
scheduling only, independently of the concurrency control utilized. With any variant of CO, any global cycle (i.e.,
spans two databases or more) causes a voting deadlock. Different CO variants may differ on whether a certain
conflict is materialized or non-materialized.

2.2. Some limited operation order changes in the schedules above are possible, constrained by the orders inside the
transactions, but such changes do not change the rest of the table.

3.3. As noted above, only case 4 describes a cycle in the (regular) conflict graph which affects serializability. Cases
1-3 describe cycles of locking based global deadlocks (at least one lock blocking exists). All cycle types are
equally resolved by the atomic commitment protocol. Case 1 is the common Distributed SS2PL, utilized since the
1980s. However, no research article, except the CO articles, is known to notice this automatic locking global
deadlock resolution as of 2009. Such global deadlocks typically have been dealt with by dedicated mechanisms.

4. Case 4 above is also an example for a typical voting-deadlock when Distributed optimistic CO (DOCO) is used
(i.e., Case 4 is unchanged when Optimistic CO (OCO; see below) replaces SCO on both A and B): No data-access
blocking occurs, and only materialized conflicts exist.

Hypothetical Multi Single-Threaded Core (MuSiC) environment

Comment: While the examples above describe real, recommended utilization of CO, this example is hypothetical,
for demonstration only.
Certain experimental distributed memory-resident databases advocate multi single-threaded core (MuSiC)
transactional environments. "Single-threaded" refers to transaction threads only, and to serial execution of
transactions. The purpose is possible orders of magnitude gain in performance (e.g., H-Store[5] and VoltDB)
relatively to conventional transaction execution in multiple threads on a same core. In what described below MuSiC
is independent of the way the cores are distributed. They may reside in one integrated circuit (chip), or in many
chips, possibly distributed geographically in many computers. In such an environment, if recoverable (transactional)
data are partitioned among threads (cores), and it is implemented in the conventional way for distributed CO, as
described in previous sections, then DOCO and Strictness exist automatically. However, downsides exist with this
straightforward implementation of such environment, and its practicality as a general-purpose solution is
questionable. On the other hand tremendous performance gain can be achieved in applications that can bypass these
downsides in most situations.
Comment: The MuSiC straightforward implementation described here (which uses, for example, as usual in
distributed CO, voting (and transaction thread) blocking in atomic commitment protocol when needed) is for
demonstration only, and has no connection to the implementation in H-Store or any other project.
In a MuSiC environment local schedules are serial. Thus both local Optimistic CO (OCO; see below) and the Global
CO enforcement vote ordering strategy condition for the atomic commitment protocol are met automatically. This
results in both distributed CO compliance (and thus distributed serializability) and automatic global (voting)
deadlock resolution.
Furthermore, also local Strictness follows automatically in a serial schedule. By Theorem 5.2 in (Raz 1992; page
307), when the CO vote ordering strategy is applied, also Global Strictness is guaranteed. Note that serial locally is
the only mode that allows strictness and "optimistic" (no data access blocking) together.
The following is concluded:
•• The MuSiC Theorem

In MuSiC environments, if recoverable (transactional) data are partitioned among cores (threads), then both
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1. OCO (and implied Serializability; i.e., DOCO and Distributed serializability)
2. Strictness (allowing effective recovery; 1 and 2 implying Strict CO—see SCO below) and
3. (voting) deadlock resolution

automatically exist globally with unbounded scalability in number of cores used.
Comment: However, two major downsides, which need special handling, may exist:

1.1. Local sub-transactions of a global transaction are blocked until commit, which makes the respective cores idle.
This reduces core utilization substantially, even if scheduling of the local sub-transactions attempts to execute all
of them in time proximity, almost together. It can be overcome by detaching execution from commit (with some
atomic commitment protocol) for global transactions, at the cost of possible cascading aborts.

2.2. increasing the number of cores for a given amount of recoverable data (database size) decreases the average
amount of (partitioned) data per core. This may make some cores idle, while others very busy, depending on data
utilization distribution. Also a local (to a core) transaction may become global (multi-core) to reach its needed
data, with additional incurred overhead. Thus, as the number of cores increases, the amount and type of data
assigned to each core should be balanced according to data usage, so a core is neither overwhelmed to become a
bottleneck, nor becoming idle too frequently and underutilized in a busy system. Another consideration is putting
in a same core partition all the data that are usually accessed by a same transaction (if possible), to maximize the
number of local transactions (and minimize the number of global, distributed transactions). This may be achieved
by occasional data re-partition among cores based on load balancing (data access balancing) and patterns of data
usage by transactions. Another way to considerably mitigate this downside is by proper physical data replication
among some core partitions in a way that read-only global transactions are possibly (depending on usage patterns)
completely avoided, and replication changes are synchronized by a dedicated commit mechanism.

CO variants: Interesting special cases and generalizations
Special case schedule property classes (e.g., SS2PL and SCO below) are strictly contained in the CO class. The
generalizing classes (ECO and MVCO) strictly contain the CO class (i.e., include also schedules that are not CO
compliant). The generalizing variants also guarantee global serializability without distributing local concurrency
control information (each database has the generalized autonomy property: it uses only local information), while
relaxing CO constraints and utilizing additional (local) information for better concurrency and performance: ECO
uses knowledge about transactions being local (i.e., confined to a single database), and MVCO uses availability of
data versions values. Like CO, both generalizing variants are non-blocking, do not interfere with any transaction's
operation scheduling, and can be seamlessly combined with any relevant concurrency control mechanism.
The term CO variant refers in general to CO, ECO, MVCO, or a combination of each of them with any relevant
concurrency control mechanism or property (including Multi-version based ECO, MVECO). No other interesting
generalizing variants (which guarantee global serializability with no local concurrency control information
distribution) are known, but may be discovered.

Strong strict two phase locking (SS2PL)
Strong Strict Two Phase Locking (SS2PL; also referred to as Rigorousness or Rigorous scheduling) means that 
both read and write locks of a transaction are released only after the transaction has ended (either committed or 
aborted). The set of SS2PL schedules is a proper subset of the set of CO schedules. This property is widely utilized 
in database systems, and since it implies CO, databases that use it and participate in global transactions generate 
together a serializable global schedule (when using any atomic commitment protocol, which is needed for atomicity 
in a multi-database environment). No database modification or addition is needed in this case to participate in a CO 
distributed solution: The set of undecided transactions to be aborted before committing in the local generic CO 
algorithm above is empty because of the locks, and hence such an algorithm is unnecessary in this case. A 
transaction can be voted on by a database system immediately after entering a "ready" state, i.e., completing running
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its task locally. Its locks are released by the database system only after it is decided by the atomic commitment
protocol, and thus the condition in the Global CO enforcing theorem above is kept automatically. Interestingly, if a
local timeout mechanism is used by a database system to resolve (local) SS2PL deadlocks, then aborting blocked
transactions breaks not only potential local cycles in the global conflict graph (real cycles in the augmented conflict
graph), but also database system's potential global cycles as a side effect, if the atomic commitment protocol's abort
mechanism is relatively slow. Such independent aborts by several entities typically may result in unnecessary aborts
for more than one transaction per global cycle. The situation is different for a local wait-for graph based
mechanisms: Such cannot identify global cycles, and the atomic commitment protocol will break the global cycle, if
the resulting voting deadlock is not resolved earlier in another database.
Local SS2PL together with atomic commitment implying global serializability can also be deduced directly: All
transactions, including distributed, obey the 2PL (SS2PL) rules. The atomic commitment protocol mechanism is not
needed here for consensus on commit, but rather for the end of phase-two synchronization point. Probably for this
reason, without considering the atomic commitment voting mechanism, automatic global deadlock resolution has not
been noticed before CO.

Strict CO (SCO)

Read-write conflict: SCO Vs. SS2PL. Duration of transaction T2 is longer with SS2PL
than with SCO.SS2PL delays write operation w2[x] of T2 until T1 commits, due to a lock

on x by T1 following read operation r1[x]. If t time units are needed for transaction T2
after starting write operation w2[x] in order to reach ready state, than T2 commits t time

units after T1 commits. However, SCO does not block w2[x], and T2 can commit
immediately after T1 commits. (#Raz1991cRaz 1991c)

Strict Commitment Ordering (SCO;
(Raz 1991c)) is the intersection of
strictness (a special case of
recoverability) and CO, and provides
an upper bound for a schedule's
concurrency when both properties
exist. It can be implemented using
blocking mechanisms (locking) similar
to those used for the popular SS2PL
with similar overheads.

Unlike SS2PL, SCO does not block on
a read-write conflict but possibly
blocks on commit instead. SCO and
SS2PL have identical blocking
behavior for the other two conflict
types: write-read, and write-write. As a
result SCO has shorter average
blocking periods, and more
concurrency (e.g., performance
simulations of a single database for the
most significant variant of locks with ordered sharing, which is identical to SCO, clearly show this, with
approximately 100% gain for some transaction loads; also for identical transaction loads SCO can reach higher
transaction rates than SS2PL before lock thrashing occurs). More concurrency means that with given computing
resources more transactions are completed in time unit (higher transaction rate, throughput), and the average duration
of a transaction is shorter (faster completion; see chart). The advantage of SCO is especially significant during lock
contention.

•• The SCO Vs. SS2PL Performance Theorem

SCO provides shorter average transaction completion time than SS2PL, if read-write conflicts exist. SCO and
SS2PL are identical otherwise (have identical blocking behavior with write-read and write-write conflicts).
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SCO is as practical as SS2PL since as SS2PL it provides besides serializability also strictness, which is widely
utilized as a basis for efficient recovery of databases from failure. An SS2PL mechanism can be converted to an
SCO one for better performance in a straightforward way without changing recovery methods. A description of a
SCO implementation can be found in (Perrizo and Tatarinov 1998). See also Semi-optimistic database scheduler.
SS2PL is a proper subset of SCO (which is another explanation why SCO is less constraining and provides more
concurrency than SS2PL).

Optimistic CO (OCO)
For implementing Optimistic commitment ordering (OCO) the generic local CO algorithm is utilized without data
access blocking, and thus without local deadlocks. OCO without transaction or operation scheduling constraints
covers the entire CO class, and is not a special case of the CO class, but rather a useful CO variant and mechanism
characterization.

Extended CO (ECO)

General characterization of ECO

Extended Commitment Ordering (ECO; (Raz 1993a)) generalizes CO. When local transactions (transactions
confined to a single database) can be distinguished from global (distributed) transactions (transactions that span two
databases or more), commitment order is applied to global transactions only. Thus, for a local (to a database)
schedule to have the ECO property, the chronological (partial) order of commit events of global transactions only
(unimportant for local transactions) is consistent with their order on the respective local conflict graph.
•• Definition: extended commitment ordering

Let be two committed global transactions in a schedule, such that a directed path of unaborted
transactions exists in the conflict graph (precedence graph) from to ( precedes , possibly
transitively, indirectly). The schedule has the Extended commitment ordering (ECO) property, if for every
two such transactions commits before commits.

A distributed algorithm to guarantee global ECO exists. As for CO, the algorithm needs only (unmodified) atomic
commitment protocol messages. In order to guarantee global serializability, each database needs to guarantee also
the conflict serializability of its own transactions by any (local) concurrency control mechanism.
•• The ECO and Global Serializability Theorem

1.1. (Local, which implies global) ECO together with local conflict serializability, is a sufficient condition to
guarantee global conflict serializability.

2.2. When no concurrency control information beyond atomic commitment messages is shared outside a database
(autonomy), and local transactions can be identified, it is also a necessary condition.

See a necessity proof in (Raz 1993a).
This condition (ECO with local serializability) is weaker than CO, and allows more concurrency at the cost of a little
more complicated local algorithm (however, no practical overhead difference with CO exists).
When all the transactions are assumed to be global (e.g., if no information is available about transactions being
local), ECO reduces to CO.
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The ECO algorithm

Before a global transaction is committed, a generic local (to a database) ECO algorithm aborts a minimal set of
undecided transactions (neither committed, nor aborted; either local transactions, or global that run locally), that can
cause later a cycle in the conflict graph. This set of aborted transactions (not unique, contrary to CO) can be
optimized, if each transaction is assigned with a weight (that can be determined by transaction's importance and by
the computing resources already invested in the running transaction; optimization can be carried out, for example, by
a reduction from the Max flow in networks problem (Raz 1993a)). Like for CO such a set is time dependent, and
becomes empty eventually. Practically, almost in all needed implementations a transaction should be committed only
when the set is empty (and no set optimization is applicable). The local (to the database) concurrency control
mechanism (separate from the ECO algorithm) ensures that local cycles are eliminated (unlike with CO, which
implies serializability by itself; however, practically also for CO a local concurrency mechanism is utilized, at least
to ensure Recoverability). Local transactions can be always committed concurrently (even if a precedence relation
exists, unlike CO). When the overall transactions' local partial order (which is determined by the local conflict graph,
now only with possible temporary local cycles, since cycles are eliminated by a local serializability mechanism)
allows, also global transactions can be voted on to be committed concurrently (when all their transitively (indirect)
preceding (via conflict) global transactions are committed, while transitively preceding local transactions can be at
any state. This in analogy to the distributed CO algorithm's stronger concurrent voting condition, where all the
transitively preceding transactions need to be committed).
The condition for guaranteeing Global ECO can be summarized similarly to CO:
•• The Global ECO Enforcing Vote ordering strategy Theorem

Let be undecided (neither committed nor aborted) global transactions in a database system that
ensures serializability locally, such that a directed path of unaborted transactions exists in the local conflict
graph (that of the database itself) from to . Then, having ended (either committed or aborted)
before is voted on to be committed, in every such database system in a multidatabase environment, is a
necessary and sufficient condition for guaranteeing Global ECO (the condition guarantees Global ECO, which
may be violated without it).

Global ECO (all global cycles in the global conflict graph are eliminated by atomic commitment) together with
Local serializability (i.e., each database system maintains serializability locally; all local cycles are eliminated) imply
Global serializability (all cycles are eliminated). This means that if each database system in a multidatabase
environment provides local serializability (by any mechanism) and enforces the vote ordering strategy in the
theorem above (a generalization of CO's vote ordering strategy), then Global serializability is guaranteed (no local
CO is needed anymore).
Similarly to CO as well, the ECO voting-deadlock situation can be summarized as follows:
•• The ECO Voting-Deadlock Theorem

Let a multidatabase environment comprise database systems that enforce, each, both Global ECO (using the
condition in the theorem above) and local conflict serializability (which eliminates local cycles in the global
conflict graph). Then, a voting-deadlock occurs if and only if a global cycle (spans two or more databases)
exists in the Global augmented conflict graph (also blocking by a data-access lock is represented by an edge).
If the cycle does not break by any abort, then all the global transactions on it are involved with the respective
voting-deadlock, and eventually each has its vote blocked (either directly, or indirectly by a data-access lock).
If a local transaction resides on the cycle, it may be in any unaborted state (running, ready, or committed;
unlike CO no local commit blocking is needed).

As with CO this means that also global deadlocks due to data-access locking (with at least one lock blocking) are
voting deadlocks, and are automatically resolved by atomic commitment.
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Multi-version CO (MVCO)
Multi-version Commitment Ordering (MVCO; (Raz 1993b)) is a generalization of CO for databases with
multi-version resources. With such resources read-only transactions do not block or being blocked for better
performance. Utilizing such resources is a common way nowadays to increase concurrency and performance by
generating a new version of a database object each time the object is written, and allowing transactions' read
operations of several last relevant versions (of each object). MVCO implies One-copy-serializability (1SER or 1SR)
which is the generalization of serializability for multi-version resources. Like CO, MVCO is non-blocking, and can
be combined with any relevant multi-version concurrency control mechanism without interfering with it. In the
introduced underlying theory for MVCO conflicts are generalized for different versions of a same resource
(differently from earlier multi-version theories). For different versions conflict chronological order is replaced by
version order, and possibly reversed, while keeping the usual definitions for conflicting operations. Results for the
regular and augmented conflict graphs remain unchanged, and similarly to CO a distributed MVCO enforcing
algorithm exists, now for a mixed environment with both single-version and multi-version resources (now
single-version is a special case of multi-version). As for CO, the MVCO algorithm needs only (unmodified) atomic
commitment protocol messages with no additional communication overhead. Locking-based global deadlocks
translate to voting deadlocks and are resolved automatically. In analogy to CO the following holds:
•• The MVCO and Global one-copy-serializability Theorem

1. MVCO compliance of every autonomous database system (or transactional object) in a mixed multidatabase
environment of single-version and multi-version databases is a necessary condition for guaranteeing Global
one-copy-serializability (1SER).

2. MVCO compliance of every database system is a sufficient condition for guaranteeing Global 1SER.
3.3. Locking-based global deadlocks are resolved automatically.

Comment: Now a CO compliant single-version database system is automatically also MVCO compliant.
MVCO can be further generalized to employ the generalization of ECO (MVECO).

Example: CO based snapshot isolation (COSI)

CO based snapshot isolation (COSI) is the intersection of Snapshot isolation (SI) with MVCO. SI is a multiversion
concurrency control method widely utilized due to good performance and similarity to serializability (1SER) in
several aspects. The theory in (Raz 1993b) for MVCO described above is utilized later in (Fekete et al. 2005) and
other articles on SI, e.g., (Cahill et al. 2008);[6] see also Making snapshot isolation serializable and the references
there), for analyzing conflicts in SI in order to make it serializable. The method presented in (Cahill et al. 2008),
Serializable snapshot isolation (SerializableSI), a low overhead modification of SI, provides good performance
results versus SI, with only small penalty for enforcing serializability. A different method, by combining SI with
MVCO (COSI), makes SI serializable as well, with a relatively low overhead, similarly to combining the generic CO
algorithm with single-version mechanisms. Furthermore, the resulting combination, COSI, being MVCO compliant,
allows COSI compliant database systems to inter-operate and transparently participate in a CO solution for
distributed/global serializability (see below). Besides overheads also protocols' behaviors need to be compared
quantitatively. On one hand, all serializable SI schedules can be made MVCO by COSI (by possible commit delays
when needed) without aborting transactions. On the other hand, SerializableSI is known to unnecessarily abort and
restart certain percentages of transactions also in serializable SI schedules.
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CO and its variants are transparently interoperable for global serializability
With CO and its variants (e.g., SS2PL, SCO, OCO, ECO, and MVCO above) global serializability is achieved via
atomic commitment protocol based distributed algorithms. For CO and all its variants atomic commitment protocol is
the instrument to eliminate global cycles (cycles that span two or more databases) in the global augmented (and thus
also regular) conflict graph (implicitly; no global data structure implementation is needed). In cases of either
incompatible local commitment orders in two or more databases (when no global partial order can embed the
respective local partial orders together), or a data-access locking related voting deadlock, both implying a global
cycle in the global augmented conflict graph and missing votes, the atomic commitment protocol breaks such cycle
by aborting an undecided transaction on it (see The distributed CO algorithm above). Differences between the
various variants exist at the local level only (within the participating database systems). Each local CO instance of
any variant has the same role, to determine the position of every global transaction (a transaction that spans two or
more databases) within the local commitment order, i.e., to determine when it is the transaction's turn to be voted on
locally in the atomic commitment protocol. Thus, all the CO variants exhibit the same behavior in regard to atomic
commitment. This means that they are all interoperable via atomic commitment (using the same software interfaces,
typically provided as services, some already standardized for atomic commitment, primarily for the two phase
commit protocol, e.g., X/Open XA) and transparently can be utilized together in any distributed environment (while
each CO variant instance is possibly associated with any relevant local concurrency control mechanism type).
In summary, any single global transaction can participate simultaneously in databases that may employ each any,
possibly different, CO variant (while concurrently running processes in each such database, and running
concurrently with local and other global transactions in each such database). The atomic commitment protocol is
indifferent to CO, and does not distinguish between the various CO variants. Any global cycle generated in the
augmented global conflict graph may span databases of different CO variants, and generate (if not broken by any
local abort) a voting deadlock that is resolved by atomic commitment exactly the same way as in a single CO variant
environment. local cycles (now possibly with mixed materialized and non-materialized conflicts, both serializability
and data-access-locking deadlock related, e.g., SCO) are resolved locally (each by its respective variant instance's
own local mechanisms).
Vote ordering (VO or Generalized CO (GCO); Raz 2009), the union of CO and all its above variants, is a useful
concept and global serializability technique. To comply with VO, local serializability (in it most general form,
commutativity based, and including multi-versioning) and the vote order strategy (voting by local precedence order)
are needed.
Combining results for CO and its variants, the following is concluded:
•• The CO Variants Interoperability Theorem

1. In a multi-database environment, where each database system (transactional object) is compliant with some CO
variant property (VO compliant), any global transaction can participate simultaneously in databases of possibly
different CO variants, and Global serializability is guaranteed (sufficient condition for Global serializability; and
Global one-copy-serializability (1SER), for a case when a multi-version database exists).

2. If only local (to a database system) concurrency control information is utilized by every database system (each
has the generalized autonomy property, a generalization of autonomy), then compliance of each with some (any)
CO variant property (VO compliance) is a necessary condition for guaranteeing Global serializability (and Global
1SER; otherwise they may be violated).

3. Furthermore, in such environment data-access-locking related global deadlocks are resolved automatically (each
such deadlock is generated by a global cycle in the augmented conflict graph (i.e., a voting deadlock; see above),
involving at least one data-access lock (non-materialized conflict) and two database systems; thus, not a cycle in
the regular conflict graph and does not affect serializability).

http://en.wikipedia.org/w/index.php?title=Partial_order
http://en.wikipedia.org/w/index.php?title=Embedding
http://en.wikipedia.org/w/index.php?title=Commitment_ordering%23The_distributed_CO_algorithm
http://en.wikipedia.org/w/index.php?title=Service_%28systems_architecture%29
http://en.wikipedia.org/w/index.php?title=International_standard
http://en.wikipedia.org/w/index.php?title=Two_phase_commit
http://en.wikipedia.org/w/index.php?title=Two_phase_commit
http://en.wikipedia.org/w/index.php?title=X/Open_XA


Commitment ordering 811

References
• Raz, Yoav (August 1992), "The Principle of Commitment Ordering, or Guaranteeing Serializability in a

Heterogeneous Environment of Multiple Autonomous Resource Managers Using Atomic Commitment" [6],
Proceedings of the Eighteenth International Conference on Very Large Data Bases (Vancouver, Canada):
292–312 (also DEC-TR 841, Digital Equipment Corporation, November 1990)

• Raz, Yoav (September 1994), "Serializability by Commitment Ordering", Information Processing Letters 51 (5):
257–264, doi:10.1016/0020-0190(94)90005-1 [7]

• Raz, Yoav (June 2009), Theory of Commitment Ordering: Summary [8], retrieved November 11, 2011
• Raz, Yoav (November 1990), On the Significance of Commitment Ordering [9], Digital Equipment Corporation
• Yoav Raz (1991a): US patents 5,504,899 (ECO) [10] 5,504,900 (CO) [11] 5,701,480 (MVCO) [12]

•• Yoav Raz (1991b): "The Commitment Order Coordinator (COCO) of a Resource Manager, or Architecture for
Distributed Commitment Ordering Based Concurrency Control", DEC-TR 843, Digital Equipment Corporation,
December 1991.

•• Yoav Raz (1991c): "Locking Based Strict Commitment Ordering, or How to improve Concurrency in Locking
Based Resource Managers", DEC-TR 844, December 1991.

• Yoav Raz (1993a): "Extended Commitment Ordering or Guaranteeing Global Serializability by Applying
Commitment Order Selectivity to Global Transactions." [13] Proceedings of the Twelfth ACM Symposium on
Principles of Database Systems (PODS), Washington, DC, pp. 83-96, May 1993. (also DEC-TR 842, November
1991)

• Yoav Raz (1993b): "Commitment Ordering Based Distributed Concurrency Control for Bridging Single and
Multi Version Resources." [14] Proceedings of the Third IEEE International Workshop on Research Issues on
Data Engineering: Interoperability in Multidatabase Systems (RIDE-IMS), Vienna, Austria, pp. 189-198, April
1993. (also DEC-TR 853, July 1992)

Footnotes
[1] Alan Fekete, Nancy Lynch, Michael Merritt, William Weihl (1988): Commutativity-based locking for nested transactions (PDF) (http:/ /

www. dtic. mil/ cgi-bin/ GetTRDoc?AD=ADA200980& Location=U2& doc=GetTRDoc. pdf) MIT, LCS lab, Technical report
MIT/LCS/TM-370, August 1988.

[2] Philip A. Bernstein, Eric Newcomer (2009): Principles of Transaction Processing, 2nd Edition (http:/ / www. elsevierdirect. com/ product.
jsp?isbn=9781558606234), Morgan Kaufmann (Elsevier), June 2009, ISBN 978-1-55860-623-4 (pages 145, 360)

[3] Hany E. Ramadan, Indrajit Roy, Maurice Herlihy, Emmett Witchel (2009): "Committing conflicting transactions in an STM" (http:/ / portal.
acm. org/ citation. cfm?id=1504201) ( PDF (http:/ / www. cs. utexas. edu/ ~indrajit/ pubs/ ppopp121-ramadan. pdf)) Proceedings of the 14th
ACM SIGPLAN symposium on Principles and practice of parallel programming (PPoPP '09), ISBN 978-1-60558-397-6

[4] Christoph von Praun, Luis Ceze, Calin Cascaval (2007) "Implicit Parallelism with Ordered Transactions" (http:/ / portal. acm. org/ citation.
cfm?id=1229443) ( PDF (http:/ / www. cs. washington. edu/ homes/ luisceze/ publications/ ipot_ppopp07. pdf)), Proceedings of the 12th ACM
SIGPLAN symposium on Principles and practice of parallel programming (PPoPP '07), ACM New York ©2007, ISBN 978-1-59593-602-8
doi 10.1145/1229428.1229443

[5] Robert Kallman, Hideaki Kimura, Jonathan Natkins, Andrew Pavlo, Alex Rasin, Stanley Zdonik, Evan Jones, Yang Zhang, Samuel Madden,
Michael Stonebraker, John Hugg, Daniel Abadi (2008): "H-Store: A High-Performance, Distributed Main Memory Transaction Processing
System" (http:/ / portal. acm. org/ citation. cfm?id=1454211), Proceedings of the 2008 VLDB, pages 1496 - 1499, Auckland, New-Zealand,
August 2008.

[6] Michael J. Cahill, Uwe Röhm, Alan D. Fekete (2008): "Serializable isolation for snapshot databases" (http:/ / portal. acm. org/ citation.
cfm?id=1376690), Proceedings of the 2008 ACM SIGMOD international conference on Management of data, pp. 729-738, Vancouver,
Canada, June 2008, ISBN 978-1-60558-102-6 (SIGMOD 2008 best paper award

[7] http:/ / dx. doi. org/ 10. 1016%2F0020-0190%2894%2990005-1
[8] http:/ / sites. google. com/ site/ yoavraz2/ home/ theory-of-commitment-ordering
[9] http:/ / yoavraz. googlepages. com/ DEC-CO-MEMO-90-11-16. pdf
[10] http:/ / patft1. uspto. gov/ netacgi/ nph-Parser?Sect1=PTO2& Sect2=HITOFF& p=1& u=%2Fnetahtml%2FPTO%2Fsearch-bool. html&

r=3& f=G& l=50& co1=AND& d=PTXT& s1=%22commitment+ ordering%22. TI. & OS=TTL/

http://www.vldb.org/conf/1992/P292.PDF
http://en.wikipedia.org/w/index.php?title=Digital_Equipment_Corporation
http://en.wikipedia.org/w/index.php?title=Digital_object_identifier
http://dx.doi.org/10.1016%2F0020-0190%2894%2990005-1
http://sites.google.com/site/yoavraz2/home/theory-of-commitment-ordering
http://yoavraz.googlepages.com/DEC-CO-MEMO-90-11-16.pdf
http://patft1.uspto.gov/netacgi/nph-Parser?Sect1=PTO2&Sect2=HITOFF&p=1&u=%2Fnetahtml%2FPTO%2Fsearch-bool.html&r=3&f=G&l=50&co1=AND&d=PTXT&s1=%22commitment+ordering%22.TI.&OS=TTL/
http://patft1.uspto.gov/netacgi/nph-Parser?Sect1=PTO2&Sect2=HITOFF&p=1&u=%2Fnetahtml%2FPTO%2Fsearch-bool.html&r=2&f=G&l=50&co1=AND&d=PTXT&s1=%22commitment+ordering%22.TI.&OS=TTL/
http://patft1.uspto.gov/netacgi/nph-Parser?Sect1=PTO2&Sect2=HITOFF&p=1&u=%2Fnetahtml%2FPTO%2Fsearch-bool.html&r=1&f=G&l=50&co1=AND&d=PTXT&s1=%22commitment+ordering%22.TI.&OS=TTL/
http://portal.acm.org/citation.cfm?id=153858
http://ieeexplore.ieee.org/xpl/freeabs_all.jsp?arnumber=281924
http://en.wikipedia.org/w/index.php?title=Nancy_Lynch
http://www.dtic.mil/cgi-bin/GetTRDoc?AD=ADA200980&Location=U2&doc=GetTRDoc.pdf
http://www.dtic.mil/cgi-bin/GetTRDoc?AD=ADA200980&Location=U2&doc=GetTRDoc.pdf
http://en.wikipedia.org/w/index.php?title=Phil_Bernstein
http://www.elsevierdirect.com/product.jsp?isbn=9781558606234
http://www.elsevierdirect.com/product.jsp?isbn=9781558606234
http://portal.acm.org/citation.cfm?id=1504201
http://portal.acm.org/citation.cfm?id=1504201
http://www.cs.utexas.edu/~indrajit/pubs/ppopp121-ramadan.pdf
http://portal.acm.org/citation.cfm?id=1229443
http://portal.acm.org/citation.cfm?id=1229443
http://www.cs.washington.edu/homes/luisceze/publications/ipot_ppopp07.pdf
http://en.wikipedia.org/w/index.php?title=Stanley_Zdonik
http://en.wikipedia.org/w/index.php?title=Michael_Stonebraker
http://portal.acm.org/citation.cfm?id=1454211
http://portal.acm.org/citation.cfm?id=1376690
http://portal.acm.org/citation.cfm?id=1376690
http://dx.doi.org/10.1016%2F0020-0190%2894%2990005-1
http://sites.google.com/site/yoavraz2/home/theory-of-commitment-ordering
http://yoavraz.googlepages.com/DEC-CO-MEMO-90-11-16.pdf
http://patft1.uspto.gov/netacgi/nph-Parser?Sect1=PTO2&Sect2=HITOFF&p=1&u=%2Fnetahtml%2FPTO%2Fsearch-bool.html&r=3&f=G&l=50&co1=AND&d=PTXT&s1=%22commitment+ordering%22.TI.&OS=TTL/
http://patft1.uspto.gov/netacgi/nph-Parser?Sect1=PTO2&Sect2=HITOFF&p=1&u=%2Fnetahtml%2FPTO%2Fsearch-bool.html&r=3&f=G&l=50&co1=AND&d=PTXT&s1=%22commitment+ordering%22.TI.&OS=TTL/


Commitment ordering 812

[11] http:/ / patft1. uspto. gov/ netacgi/ nph-Parser?Sect1=PTO2& Sect2=HITOFF& p=1& u=%2Fnetahtml%2FPTO%2Fsearch-bool. html&
r=2& f=G& l=50& co1=AND& d=PTXT& s1=%22commitment+ ordering%22. TI. & OS=TTL/

[12] http:/ / patft1. uspto. gov/ netacgi/ nph-Parser?Sect1=PTO2& Sect2=HITOFF& p=1& u=%2Fnetahtml%2FPTO%2Fsearch-bool. html&
r=1& f=G& l=50& co1=AND& d=PTXT& s1=%22commitment+ ordering%22. TI. & OS=TTL/

[13] http:/ / portal. acm. org/ citation. cfm?id=153858
[14] http:/ / ieeexplore. ieee. org/ xpl/ freeabs_all. jsp?arnumber=281924

External links
• Yoav Raz's Commitment ordering page (http:/ / sites. google. com/ site/ yoavraz2/ the_principle_of_co)

Long-running transaction
Long-running transactions are computer database transactions that avoid locks on non-local resources, use
compensation to handle failures, potentially aggregate smaller ACID transactions (also referred to as atomic
transactions), and typically use a coordinator to complete or abort the transaction. In contrast to rollback in ACID
transactions, compensation restores the original state, or an equivalent, and is business-specific. For example, the
compensating action for making a hotel reservation is canceling that reservation, possibly with a penalty.
A number of protocols have been specified for long-running transactions using Web services within business
processes. OASIS Business Transaction Processing [1] and WS-CAF [2] are examples. These protocols use a
coordinator to mediate the successful completion or use of compensation in a long-running transaction.
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Timestamp-based concurrency control
In computer science, a timestamp-based concurrency control algorithm is a non-lock concurrency control method.
It is used in some databases to safely handle transactions, using timestamps.

Operation

Assumptions
•• Every timestamp value is unique and accurately represents an instant in time.
•• No two timestamps can be the same.
•• A higher-valued timestamp occurs later in time than a lower-valued timestamp.

Generating a Timestamp
A number of different ways have been used to generate timestamp
•• Use the value of the system's clock at the start of a transaction as the timestamp.
•• Use a thread-safe shared counter that is incremental at the start of a transaction as the timestamp.
•• A combination of the above two methods.

Formal

Each transaction ( ) is an ordered list of actions ( ). Before the transaction performs its first action ( ), it
is marked with the current timestamp, or any other strictly totally ordered sequence: . Every
transaction is also given an initially empty set of transactions upon which it depends, , and an
initially empty set of old objects which it updated, .
Each object in the database is given two timestamp fields which are not used other than for concurrency
control: is the time at which the value of object was last used by a transaction, is the time
at which the value of the object was last updated by a transaction.
For all :

For each action :

If wishes to use the value of :
If then abort (a more recent thread has overwritten the value),
Otherwise update the set of dependencies and set

;
If wishes to update the value of :

If then abort (a more recent thread is already relying on the old value),
If then skip (the Thomas Write Rule),
Otherwise store the previous values, , set

, and update the value of .
While there is a transaction in that has not ended: wait

If there is a transaction in that aborted then abort

Otherwise: commit.
To abort:

For each in 
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If equals then restore and 

Informal
Whenever a transaction starts, it is given a timestamp. This is so we can tell which order that the transactions are
supposed to be applied in. So given two transactions that affect the same object, the transaction that has the earlier
timestamp is meant to be applied before the other one. However, if the wrong transaction is actually presented first,
it is aborted and must be restarted.
Every object in the database has a read timestamp, which is updated whenever the object's data is read, and a write
timestamp, which is updated whenever the object's data is changed.
If a transaction wants to read an object,
• but the transaction started before the object's write timestamp it means that something changed the object's data

after the transaction started. In this case, the transaction is canceled and must be restarted.
• and the transaction started after the object's write timestamp, it means that it is safe to read the object. In this

case, if the transaction timestamp is after the object's read timestamp, the read timestamp is set to the transaction
timestamp.

If a transaction wants to write to an object,
• but the transaction started before the object's read timestamp it means that something has had a look at the

object, and we assume it took a copy of the object's data. So we can't write to the object as that would make any
copied data invalid, so the transaction is aborted and must be restarted.

• and the transaction started before the object's write timestamp it means that something has changed the object
since we started our transaction. In this case we use the Thomas Write Rule and simply skip our write operation
and continue as normal; the transaction does not have to be aborted or restarted

• otherwise, the transaction writes to the object, and the object's write timestamp is set to the transaction's
timestamp.

Recoverability
For an explanation of the terms recoverable (RC), avoids cascading aborts (ACA) and strict (ST) see Schedule
(computer science).
Note that timestamp ordering in its basic form does not produce recoverable histories. Consider for example the
following history with transactions and :

This could be produced by a TO scheduler, but is not recoverable, as commits even though having read from an
uncomitted transaction. To make sure the it produces recoverable histories, a scheduler can keep a list of other
transactions each transaction has read from, and not let a transaction commit before this list consisted of only
committed transactions. To avoid cascading aborts, the scheduler could tag data written by uncommitted transactions
as dirty, and never let a read operation commence on such a data item before it was untagged. To get a strict history,
the scheduler should not allow any operations on dirty items.

http://en.wikipedia.org/w/index.php?title=Thomas_Write_Rule
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Implementation Issues

Timestamp Resolution
This is the minimum time elapsed between two adjacent timestamps. If the resolution of the timestamp is too large
(coarse), the possibility of two or more timestamps being equal is increased and thus enabling some transactions to
commit out of correct order. For example, assuming that we have a system that can create one hundred unique
timestamps per second, and given two events that occur 2 milliseconds apart, they will probably be given the same
timestamp even though they actually occurred at different times.

Timestamp Locking
Even though this technique is a non-locking one, in as much as the Object is not locked from concurrent access for
the duration of a transaction, the act of recording each timestamp against the Object requires an extremely short
duration lock on the Object or its proxy.

Pseudoconversational transaction
In transaction processing, a pseudoconversational transaction is a type of transaction that emulates a true
conversation in an interactive session. To the end user, it appears as though the program has simply "paused" to
request further input, whereas in reality, most resources are released while the input is waiting to be received.

Transparent termination and restart
The controlling program has deliberately saved most of its state during the delay, terminated, and then, on being
restarted through new input, restores its previous state. A single control variable is usually retained to hold the
current state in terms of the stage of input reached (and therefore what must be recovered at any stage in order to
resume processing). The state, including the control variable, is usually preserved in a 'temporary storage record' that
maps the variables needing restoration as an aggregate set, usually contained in a single structure (other variables
will be re-initialized on restart).

Conserving resources
This method of programming frees up pooled resources (such as memory) for an indeterminate time. This delay is
the end-user 'thinking time' (or response time) and depends on human factors including speed of typing. For systems
supporting many thousands of users on a single processor, it allows the transparent 'look and feel' of a true
conversational session without tying up limited resources.

References

External links
• Pseudoconversational and conversational design (http:/ / publib. boulder. ibm. com/ infocenter/ cicsts/ v3r1/

index. jsp?topic=/ com. ibm. cics. ts31. doc/ dfhp3/ dfhp35g. htm) by IBM
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Thomas write rule
In computer science, particularly the field of databases, the Thomas Write rule is a rule in timestamp-based
concurrency control. It can be summarized as ignore outdated writes.
It states that, if a more recent transaction has already written the value of an object, then a less recent transaction
does not need perform its own write since it will eventually be overwritten by the more recent one.
The Thomas Write rule is applied in situations where a predefined logical order is assigned to transactions when they
start. For example a transactions might be assigned a monotonically increasing timestamp when it is created. The
rule prevents changes in the order in which the transactions are executed from creating different outputs: The outputs
will always be consistent with the predefined logical order.
For example consider a database with 3 variables (A, B, C), and two atomic operations C := A (T1), and C := B (T2).
Each transaction involves a read (A or B), and a write (C). The only conflict between these transactions is the write
on C. The following is one possible schedule for the operations of these transactions:

If (when the transactions are created) T1 is assigned a timestamp that precedes T2 (i.e., according to the logical
order, T1 comes first), then only T2's write should be visible. If, however, T1's write is executed after T2's write,
then we need a way to detect this and discard the write.
One practical approach to this is to label each value with a write timestamp (WTS) that indicates the timestamp of
the last transaction to modify the value. Enforcing the Thomas Write rule only requires checking to see if the write
timestamp of the object is greater than the time stamp of the transaction performing a write. If so, the write is
discarded
In the example above, if we call TS(T) the timestamp of transaction T, and WTS(O) the write timestamp of object O,
then T2's write sets WTS(C) to TS(T2). When T1 tries to write C, it sees that TS(T1) < WTS(C), and discards the
write. If a third transaction T3 (with TS(T3) > TS(T2)) were to then write to C, it would get TS(T3) > WTS(C), and
the write would be allowed.

References
Robert H. Thomas (1979). "A majority consensus approach to concurrency control for multiple copy databases".
ACM Transactions on Database Systems 4 (2): 180–209. doi:10.1145/320071.320076 [1].
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Global concurrency control
Global concurrency control typically pertains to the concurrency control of a system comprising several
components, each with its own concurrency control. The overall concurrency control of the whole system, the
Global concurrency control, is determined by the concurrency control of its components, modules. In this case also
the term Modular concurrency control is used.
In many cases a system may be distributed over a communication network. In this case we deal with distributed
concurrency control of the system, and the two terms sometimes overlap. However, distributed concurrency control
typically relates to a case where the distributed system's components do not have each concurrency control of its
own, but rather are involved with a concurrency control mechanism that spans several components in order to
operate. For example, as typical in a distributed database.
In database systems and transaction processing (transaction management) global concurrency control relates to the
concurrency control of a multidatabase system (for example, a Federated database; other examples are Grid
computing and Cloud computing environments). It deals with the properties of the global schedule, which is the
unified schedule of the multidatabase system, comprising all the individual schedules of the database systems and
possibly other transactional objects in the system. A major goal for global concurrency control is Global
serializability (or Modular serializability). The problem of achieving global serializability in a heterogeneous
environment had been open for many years, until an effective solution based on Commitment ordering (CO) has
been proposed (see Global serializability). Global concurrency control deals also with relaxed forms of global
serializability which compromise global serializability (and in many applications also correctness, and thus are
avoided there). While local (to a database system) relaxed serializability methods compromise serializability for
performance gain (utilized when the application allows), it is unclear that the various proposed relaxed global
serializability methods provide any performance gain over CO, which guarantees global serializability.
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Global serializability
In concurrency control of databases, transaction processing (transaction management), and other transactional
distributed applications, Global serializability (or Modular serializability) is a property of a global schedule of
transactions. A global schedule is the unified schedule of all the individual database (and other transactional object)
schedules in a multidatabase environment (e.g., federated database). Complying with global serializability means
that the global schedule is serializable, has the serializability property, while each component database (module) has
a serializable schedule as well. In other words, a collection of serializable components provides overall system
serializability, which is usually incorrect. A need in correctness across databases in multidatabase systems makes
global serializability a major goal for global concurrency control (or modular concurrency control). With the
proliferation of the Internet, Cloud computing, Grid computing, and small, portable, powerful computing devices
(e.g., smartphones), as well as increase in systems management sophistication, the need for atomic distributed
transactions and thus effective global serializability techniques, to ensure correctness in and among distributed
transactional applications, seems to increase.
In a federated database system or any other more loosely defined multidatabase system, which are typically
distributed in a communication network, transactions span multiple (and possibly distributed) databases. Enforcing
global serializability in such system, where different databases may use different types of concurrency control, is
problematic. Even if every local schedule of a single database is serializable, the global schedule of a whole system
is not necessarily serializable. The massive communication exchanges of conflict information needed between
databases to reach conflict serializability globally would lead to unacceptable performance, primarily due to
computer and communication latency. Achieving global serializability effectively over different types of
concurrency control has been open for several years. Commitment ordering (or Commit ordering; CO), a
serializability technique publicly introduced in 1991 by Yoav Raz from Digital Equipment Corporation (DEC),
provides an effective general solution for global (conflict) serializability across any collection of database systems
and other transactional objects, with possibly different concurrency control mechanisms. CO does not need the
distribution of conflict information, but rather utilizes the already needed (unmodified) atomic commitment protocol
messages without any further communication between databases. It also allows optimistic (non-blocking)
implementations. CO generalizes Strong strict two phase locking (SS2PL), which in conjunction with the Two-phase
commit (2PC) protocol is the de facto standard for achieving global serializability across (SS2PL based) database
systems. As a result CO compliant database systems (with any, different concurrency control types) can
transparently join existing SS2PL based solutions for global serializability. The same applies also to all other
multiple (transactional) object systems that use atomic transactions and need global serializability for correctness
(see examples above; nowadays such need is not smaller than with database systems, the origin of atomic
transactions).
The most significant aspects of CO that make it a uniquely effective general solution for global serializability are the
following:
1.1. Seamless, low overhead integration with any concurrency control mechanism, with neither changing any

transaction's operation scheduling or blocking it, nor adding any new operation.
2. Heterogeneity: Global serializability is achieved across multiple transactional objects (e.g., database management

systems) with different (any) concurrency control mechanisms, without interfering with the mechanisms'
operations.

3. Modularity: Transactional objects can be added and removed transparently.
4. Autonomy of transactional objects: No need of conflict or equivalent information distribution (e.g., local

precedence relations, locks, timestamps, or tickets; no object needs other object's information).
5. Scalability: With "normal" global transactions, computer network size and number of transactional objects can

increase unboundedly with no impact on performance, and
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6.6. Automatic global deadlock resolution.
All these aspects, except the first two, are also possessed by the popular SS2PL, which is a (constrained, blocking)
special case of CO and inherits many of CO's qualities.

The global serializability problem

Problem statement
The difficulties described above translate into the following problem:

Find an efficient (high-performance and fault tolerant) method to enforce Global serializability (global conflict
serializability) in a heterogeneous distributed environment of multiple autonomous database systems. The
database systems may employ different concurrency control methods. No limitation should be imposed on the
operations of either local transactions (confined to a single database system) or global transactions (span two
or more database systems).

Quotations
Lack of an appropriate solution for the global serializability problem has driven researchers to look for alternatives to
serializability as a correctness criterion in a multidatabase environment (e.g., see Relaxing global serializability
below), and the problem has been characterized as difficult and open. The following two quotations demonstrate the
mindset about it by the end of the year 1991, with similar quotations in numerous other articles:
• "Without knowledge about local as well as global transactions, it is highly unlikely that efficient global

concurrency control can be provided... Additional complications occur when different component DBMSs
[Database Management Systems] and the FDBMSs [Federated Database Management Systems] support different
concurrency mechanisms... It is unlikely that a theoretically elegant solution that provides conflict serializability
without sacrificing performance (i.e., concurrency and/or response time) and availability exists."[1]

Commitment ordering, publicly introduced in May 1991 (see below), provides an efficient elegant general solution,
from both practical and theoretical points of view, to the global serializability problem across database systems with
possibly different concurrency control mechanisms. It provides conflict serializability with no negative effect on
availability, and with no worse performance than the de facto standard for global serializability, CO's special case
Strong strict two-phase locking (SS2PL). It requires knowledge about neither local nor global transactions.
• "Transaction management in a heterogeneous, distributed database system is a difficult issue. The main problem

is that each of the local database management systems may be using a different type of concurrency control
scheme. Integrating this is a challenging problem, made worse if we wish to preserve the local autonomy of each
of the local databases, and allow local and global transactions to execute in parallel. One simple solution is to
restrict global transactions to retrieve-only access. However, the issue of reliable transaction management in the
general case, where global and local transactions are allowed to both read and write data, is still open."[2]

The commitment ordering solution comprises effective integration of autonomous database management systems
with possibly different concurrency control mechanisms. This while local and global transactions execute in parallel
without restricting any read or write operation in either local or global transactions, and without compromising the
systems' autonomy.
Even in later years, after the public introduction of the Commitment ordering general solution in 1991, the problem
still has been considered by many unsolvable:
• "We present a transaction model for multidatabase systems with autonomous component systems, coined

heterogeneous 3-level transactions. It has become evident that in such a system the requirements of guaranteeing
full ACID properties and full local autonomy can not be reconciled..."[3]
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The quotation above is from a 1997 article proposing a relaxed global serializability solution (see Relaxing global
serializability below), and referencing Commitment ordering (CO) articles. The CO solution supports effectively
both full ACID properties and full local autonomy, as well as meeting the other requirements posed above in the
Problem statement section, and apparently has been misunderstood.
Similar thinking we see also in the following quotation from a 1998 article:
• "The concept of serializability has been the traditionally accepted correctness criterion in database systems.

However in multidatabase systems (MDBSs), ensuring global serializability is a difficult task. The difficulty
arises due to the heterogeneity of the concurrency control protocols used by the participating local database
management systems (DBMSs), and the desire to preserve the autonomy of the local DBMSs. In general,
solutions to the global serializability problem result in executions with a low degree of concurrency. The
alternative, relaxed serializability, may result in data inconsistency."[4]

Also the above quoted article proposes a relaxed global serializability solution, while referencing the CO work. The
CO solution for global serializability both bridges between different concurrency control protocols with no
substantial concurrency reduction (and typically minor, if at all), and maintains the autonomy of local DBMSs.
Evidently also here CO has been misunderstood. This misunderstanding continues to 2010 in a textbook by some of
the same authors, where the same relaxed global serializability technique, Two level serializability, is emphasized
and described in detail, and CO is not mentioned at all.[5]

On the other hand, the following quotation on CO appears in a 2009 book:[6]

• "Not all concurrency control algorithms use locks... Three other techniques are timestamp ordering, serialization
graph testing, and commit ordering. Timestamp ordering assigns each transaction a timestamp and ensures that
conflicting operations execute in timestamp order. Serialization graph testing tracks conflicts and ensures that
the serialization graph is acyclic. Commit ordering ensures that conflicting operations are consistent with the
relative order in which their transactions commit, which can enable interoperability of systems using different
concurrency control mechanisms."

Comments:

1.1. Beyond the common locking based algorithm SS2PL, which is a CO variant itself, also additional variants of CO
that use locks exist, (see below). However, generic, or "pure" CO does not use locks.

2. Since CO mechanisms order the commit events according to conflicts that already have occurred, it is better to
describe CO as "Commit ordering ensures that the relative order in which transactions commit is consistent with
the order of their respective conflicting operations."

The characteristics and properties of the CO solution are discussed below.

Proposed solutions
Several solutions, some partial, have been proposed for the global serializability problem. Among them:
• Global conflict graph (serializability graph, precedence graph) checking
• Distributed Two phase locking (Distributed 2PL)
• Distributed Timestamp ordering
• Tickets (local logical timestamps which define local total orders, and are propagated to determine global partial

order of transactions)
•• Commitment ordering
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Technology perspective
The problem of global serializability has been a quite intensively researched subject in the late 1980s and early
1990s. Commitment ordering (CO) has provided an effective general solution to the problem, insight into it, and
understanding about possible generalizations of strong strict two phase locking (SS2PL), which practically and
almost exclusively has been utilized (in conjunction with the Two-phase commit protocol (2PC) ) since the 1980s to
achieve global serializability across databases. An important side-benefit of CO is the automatic global deadlock
resolution that it provides (this is applicable also to distributed SS2PL; though global deadlocks have been an
important research subject for SS2PL, automatic resolution has been overlooked, except in the CO articles, until
today (2009)). At that time quite many commercial database system types existed, many non-relational, and
databases were relatively very small. Multi database systems were considered a key for database scalability by
database systems interoperability, and global serializability was urgently needed. Since then the tremendous progress
in computing power, storage, and communication networks, resulted in orders of magnitude increases in both
centralized databases' sizes, transaction rates, and remote access to database capabilities, as well as blurring the
boundaries between centralized computing and distributed one over fast, low-latency local networks (e.g.,
Infiniband). These, together with progress in database vendors' distributed solutions (primarily the popular SS2PL
with 2PC based, a de facto standard that allows interoperability among different vendors' (SS2PL-based) databases;
both SS2PL and 2PC technologies have gained substantial expertise and efficiency), workflow management systems,
and database replication technology, in most cases have provided satisfactory and sometimes better information
technology solutions without multi database atomic distributed transactions over databases with different
concurrency control (bypassing the problem above). As a result, the sense of urgency that existed with the problem
at that period, and in general with high-performance distributed atomic transactions over databases with different
concurrency control types, has reduced. However, the need in concurrent distributed atomic transactions as a
fundamental element of reliability exists in distributed systems also beyond database systems, and so the need in
global serializability as a fundamental correctness criterion for such transactional systems (see also Distributed
serializability in Serializability). With the proliferation of the Internet, Cloud computing, Grid computing, small,
portable, powerful computing devices (e.g., smartphones), and sophisticated systems management the need for
effective global serializability techniques to ensure correctness in and among distributed transactional applications
seems to increase, and thus also the need in Commitment ordering (including the popular for databases special case
SS2PL; SS2PL, though, does not meet the requirements of many other transactional objects).

The commitment ordering solution
Commitment ordering[3][] (or Commit ordering; CO) is the only high-performance, fault tolerant, conflict
serializability providing solution that has been proposed as a fully distributed (no central computing component or
data-structure are needed), general mechanism that can be combined seamlessly with any local (to a database)
concurrency control mechanism (see technical summary). Since the CO property of a schedule is a necessary
condition for global serializability of autonomous databases (in the context of concurrency control), it provides the
only general solution for autonomous databases (i.e., if autonomous databases do not comply with CO, then global
serializability may be violated). Seemingly by sheer luck, the CO solution possesses many attractive properties:
1. does not interfere with any transaction's operation, particularly neither block, restrict nor delay any data-access

operation (read or write) for either local or global transactions (and thus does not cause any extra aborts); thus
allows seamless integration with any concurrency control mechanism.

2. allows optimistic implementations (non-blocking, i.e., non data access blocking).
3. allows heterogeneity: Global serializability is achieved across multiple transactional objects with different (any)

concurrency control mechanisms, without interfering with the mechanisms' operations.
4. allows modularity: Transactional objects can be added and removed transparently.
5. allows full ACID transaction support.
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6. maintains each database's autonomy, and does not need any concurrency control information distribution (e.g.,
local precedence relations, locks, timestamps, or tickets).

7.7. does not need any knowledge about the transactions.
8. requires no communication overhead since it only uses already needed, unmodified atomic commitment protocol

messages (any such protocol; using fault tolerant atomic commitment protocols and database systems makes the
CO solution fault tolerant).

9. automatically resolves global deadlocks due to locking.
10. scales up effectively with computer network size and number of databases, almost without any negative impact

on performance, since each global transaction is typically confined to certain relatively small numbers of
databases and network nodes.

11. requires no additional, artificial transaction access operations (e.g., "take timestamp" or "take ticket"), which
typically result in additional, artificial conflicts that reduce concurrency.

12.12. requires low overhead.
The only overhead incurred by the CO solution is locally detecting conflicts (which is already done by any known
serializability mechanism, both pessimistic and optimistic) and locally ordering in each database system both the
(local) commits of local transactions and the voting for atomic commitment of global transactions. Such overhead is
low. The net effect of CO may be some delays of commit events (but never more delay than SS2PL, and on the
average less). This makes CO instrumental for global concurrency control of multidatabase systems (e.g., federated
database systems). The underlying Theory of Commitment ordering,[] part of Serializability theory, is both sound and
elegant (and even "mathematically beautiful"; referring to structure and dynamics of conflicts, graph cycles, and
deadlocks), with interesting implications for transactional distributed applications.
All the qualities of CO in the list above, except the first three, are also possessed by SS2PL, which is a special case
of CO, but blocking and constraining. This partially explains the popularity of SS2PL as a solution (practically, the
only solution, for many years) for achieving global serializability. However, property 9 above, automatic resolution
of global deadlocks, has not been noticed for SS2PL in the database research literature until today (2009; except in
the CO publications). This, since the phenomenon of voting-deadlocks in such environments and their automatic
resolution by the atomic commitment protocol has been overlooked.
Most existing database systems, including all major commercial database systems, are strong strict two phase 
locking (SS2PL) based and already CO compliant. Thus they can participate in a CO based solution for global 
serializability in multidatabase environments without any modification (except for the popular multiversioning, 
where additional CO aspects should be considered). Achieving global serializability across SS2PL based databases 
using atomic commitment (primarily using two phase commit, 2PC) has been employed for many years (i.e., using 
the same CO solution for a specific special case; however, no reference is known prior to CO, that notices this 
special case's automatic global deadlock resulotion by the atomic commitment protocol's augmented-conflict-graph 
global cycle elimination process). Virtually all existing distributed transaction processing environments and 
supporting products rely on SS2PL and provide 2PC. As a matter of fact SS2PL together with 2PC have become a de 
facto standard. This solution is a homogeneous concurrency control one, suboptimal (when both Serializability and 
Strictness are needed; see Strict commitment ordering; SCO) but still quite effective in most cases, sometimes at the 
cost of increased computing power needed relatively to the optimum. (However for better performance relaxed 
serializability is used whenever applications allow). It allows inter-operation among SS2PL-compliant different 
database system types, i.e., allows heterogeneity in aspects other than concurrency control. SS2PL is a very 
constraining schedule property, and "takes over" when combined with any other property. For example, when 
combined with any optimistic property, the result is not optimistic anymore, but rather characteristically SS2PL. On 
the other hand, CO does not change data-access scheduling patterns at all, and any combined property's 
characteristics remain unchanged. Since also CO uses atomic commitment (e.g., 2PC) for achieving global 
serializability, as SS2PL does, any CO compliant database system or transactional object can transparently join 
existing SS2PL based environments, use 2PC, and maintain global serializability without any environment change.
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This makes CO a straightforward, natural generalization of SS2PL for any conflict serializability based database
system, for all practical purposes.
Commitment ordering has been quite widely known inside the transaction processing and databases communities at
Digital Equipment Corporation (DEC) since 1990. It has been under company confidentiality due to patenting[] []

processes. CO was disclosed outside of DEC by lectures and technical reports' distribution to database researches in
May 1991, immediately after its first patent filing. It has been misunderstood by many database researchers years
after its introduction, which is evident by the quotes above from articles in 1997-1998 referencing Commitment
ordering articles. On the other hand CO has been utilized extensively as a solution for global serializability in works
on Transactional processes, [7] [8] and more recently in the related Re:GRIDiT, [9] [10] which is an approach for
transaction management in the converging Grid computing and Cloud computing. See more in The History of
Commitment Ordering.

Relaxing global serializability
Some techniques have been developed for relaxed global serializability (i.e., they do not guarantee global
serializability; see also Relaxing serializability). Among them (with several publications each):
• Quasi serializability[11]

•• Two-level serializability

While local (to a database system) relaxed serializability methods compromise serializability for performance gain
(and are utilized only when the application can tolerate possible resulting inaccuracies, or its integrity is unharmed),
it is unclear that various proposed relaxed global serializability methods which compromise global serializability,
provide any performance gain over commitment ordering which guarantees global serializability. Typically, the
declared intention of such methods has not been performance gain over effective global serializability methods
(which apparently have been unknown to the inventors), but rather correctness criteria alternatives due to lack of a
known effective global serializability method. Oddly, some of them were introduced years after CO had been
introduced, and some even quote CO without realizing that it provides an effective global serializability solution, and
thus without providing any performance comparison with CO to justify them as alternatives to global serializability
for some applications (e.g., Two-level serializability). Two-level serializability is even presented as a major global
concurrency control method in a 2010 edition of a text-book on databases (authored by two of the original authors of
Two-level serializability, where one of them, Avi Silberschatz, is also an author of the original Strong recoverability
articles). This book neither mentions CO nor references it, and strangely, apparently does not consider CO a valid
Global serializability solution.
Another common reason nowadays for Global serializability relaxation is the requirement of availability of internet
products and services. This requirement is typically answered by large scale data replication. The straightforward
solution for synchronizing replicas' updates of a same database object is including all these updates in a single
atomic distributed transaction. However, with many replicas such a transaction is very large, and may span several
computers and networks that some of them are likely to be unavailable. Thus such a transaction is likely to end with
abort and miss its purpose. Consequently Optimistic replication (Lazy replication) is often utilized (e.g., in many
products and services by Google, Amazon, Yahoo, and alike), while Global serializability is relaxed and
compromised for Eventual consistency. In this case relaxation is done only for applications that are not expected to
be harmed by it.
Classes of schedules defined by relaxed global serializability properties either contain the global serializability class, 
or are incomparable with it. What differentiates techniques for relaxed global conflict serializability (RGCSR) 
properties from those of relaxed conflict serializability (RCSR) properties that are not RGCSR is typically the 
different way global cycles (span two or more databases) in the global conflict graph are handled. No distinction 
between global and local cycles exists for RCSR properties that are not RGCSR. RCSR contains RGCSR. Typically 
RGCSR techniques eliminate local cycles, i.e., provide local serializability (which can be achieved effectively by
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regular, known concurrency control methods), however, obviously they do not eliminate all global cycles (which
would achieve global serializability).
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Modular concurrency control
Global concurrency control typically pertains to the concurrency control of a system comprising several
components, each with its own concurrency control. The overall concurrency control of the whole system, the
Global concurrency control, is determined by the concurrency control of its components, modules. In this case also
the term Modular concurrency control is used.
In many cases a system may be distributed over a communication network. In this case we deal with distributed
concurrency control of the system, and the two terms sometimes overlap. However, distributed concurrency control
typically relates to a case where the distributed system's components do not have each concurrency control of its
own, but rather are involved with a concurrency control mechanism that spans several components in order to
operate. For example, as typical in a distributed database.
In database systems and transaction processing (transaction management) global concurrency control relates to the
concurrency control of a multidatabase system (for example, a Federated database; other examples are Grid
computing and Cloud computing environments). It deals with the properties of the global schedule, which is the
unified schedule of the multidatabase system, comprising all the individual schedules of the database systems and
possibly other transactional objects in the system. A major goal for global concurrency control is Global
serializability (or Modular serializability). The problem of achieving global serializability in a heterogeneous
environment had been open for many years, until an effective solution based on Commitment ordering (CO) has
been proposed (see Global serializability). Global concurrency control deals also with relaxed forms of global
serializability which compromise global serializability (and in many applications also correctness, and thus are
avoided there). While local (to a database system) relaxed serializability methods compromise serializability for
performance gain (utilized when the application allows), it is unclear that the various proposed relaxed global
serializability methods provide any performance gain over CO, which guarantees global serializability.
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Multiversion concurrency control
Multiversion concurrency control (MCC or MVCC), is a concurrency control method commonly used by
database management systems to provide concurrent access to the database and in programming languages to
implement transactional memory.[1]

If someone is reading from a database at the same time as someone else is writing to it, it is possible that the reader
will see a half-written or inconsistent piece of data. There are several ways of solving this problem, known as
concurrency control methods. The simplest way is to make all readers wait until the writer is done, which is known
as a lock. This can be very slow, so MVCC takes a different approach: each user connected to the database sees a
snapshot of the database at a particular instant in time. Any changes made by a writer will not be seen by other users
of the database until the changes have been completed (or, in database terms: until the transaction has been
committed.)
When an MVCC database needs to update an item of data, it will not overwrite the old data with new data, but
instead mark the old data as obsolete and add the newer version elsewhere. Thus there are multiple versions stored,
but only one is the latest. This allows readers to access the data that was there when they began reading, even if it
was modified or deleted part way through by someone else. It also allows the database to avoid the overhead of
filling in holes in memory or disk structures but requires (generally) the system to periodically sweep through and
delete the old, obsolete data objects. For a document-oriented database it also allows the system to optimize
documents by writing entire documents onto contiguous sections of disk—when updated, the entire document can be
re-written rather than bits and pieces cut out or maintained in a linked, non-contiguous database structure.
MVCC provides point in time consistent views. Read transactions under MVCC typically use a timestamp or
transaction ID to determine what state of the DB to read, and read these versions of the data. This avoids managing
locks for read transactions because writes can be isolated by virtue of the old versions being maintained, rather than
through a process of locks or mutexes. Writes affect a future version but at the transaction ID that the read is
working at, everything is guaranteed to be consistent because the writes are occurring at a later transaction ID.

Implementation
MVCC uses timestamps or increasing transaction IDs to achieve transactional consistency. MVCC ensures a
transaction never has to wait for a database object by maintaining several versions of an object. Each version would
have a write timestamp and it would let a transaction (Ti) read the most recent version of an object which precedes
the transaction timestamp (TS(Ti)).
If a transaction (Ti) wants to write to an object, and if there is another transaction (Tk), the timestamp of Ti must
precede the timestamp of Tk (i.e., TS(Ti) < TS(Tk)) for the object write operation to succeed. Which is to say a write
cannot complete if there are outstanding transactions with an earlier timestamp.
Every object would also have a read timestamp, and if a transaction Ti wanted to write to object P, and the timestamp
of that transaction is earlier than the object's read timestamp (TS(Ti) < RTS(P)), the transaction Ti is aborted and
restarted. Otherwise, Ti creates a new version of P and sets the read/write timestamps of P to the timestamp of the
transaction TS(Ti).
The obvious drawback to this system is the cost of storing multiple versions of objects in the database. On the other
hand reads are never blocked, which can be important for workloads mostly involving reading values from the
database. MVCC is particularly adept at implementing true snapshot isolation, something which other methods of
concurrency control frequently do either incompletely or with high performance costs.
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Anomalies
MVCC fails to achieve true snapshot isolation contrary to what the original paper was assuming. Under some
circumstances some anomalies can arise called skew write and read-read anomaly. Those anomalies can be fixed
using Serializable Snapshot Isolation and Precisely Serializable Snapshot Isolation at the expense of increasing the
number of aborted transactions.

Examples

Concurrent read-write
At Time = 1, the state of a database could be:

Time Object 1 Object 2

1 "Hello" by T1

0 "Foo" by T0 "Bar" by T0

T0 wrote Object 1="Foo" and Object 2="Bar". After that T1 wrote Object 1="Hello" leaving Object 2 at its original
value. The new value of Object 1 will supersede the value at 0 for all transaction that starts after T1 commits at
which point version 0 of Object 1 can be garbage collected.
If a long running transaction T2 starts a read operation of Object 2 and Object 1 after T1 committed and there is a
concurrent update transaction T3 which deletes Object 2 and adds Object 3="Foo-Bar", the database state will look
like at time 2:

Time Object 1 Object 2 Object 3

2 (deleted) by T3 "Foo-Bar" by T3

1 "Hello" by T1

0 "Foo" by T0 "Bar" by T0

There is a new version as of time 2 of Object 2 which is marked as deleted and a new Object 3. Since T2 and T3 run
concurrently T2 sees another the version of the database before 2 i.e. before T3 committed writes, as such T2 reads
Object 2="Bar" and Object 1="Hello". This is how MVCC allows snapshot isolation reads in almost every cases
without any locks.

History
Multiversion concurrency control is described in some detail in the 1981 paper "Concurrency Control in Distributed
Database Systems" by Philip Bernstein and Nathan Goodman, then employed by the Computer Corporation of
America. Bernstein and Goodman's paper cites a 1978 dissertation by David P. Reed which quite clearly describes
MVCC and claims it as an original work.
The first shipping, commercial database software product featuring MVCC was Digital's VAX Rdb/ELN. The
second was InterBase, which is still an active, commercial product.
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Databases with MVCC
•• Altibase
• ArangoDB[2]

• Berkeley DB[3]

• Bigdata[4]

•• Cloudant
• Clustrix[5]

•• CouchDB
• IBM DB2 – since IBM DB2 9.7 LUW ("Cobra") under CS isolation level - in currently committed mode[6]

• IBM Cognos TM1 – in versions 9.5.2 and up.[7]

•• Drizzle
•• eXtremeDB
• Firebird[8]

•• FLAIM
• GE Smallworld Version Managed Data Store
• H2 Database Engine – experimental since version 1.0.57 (2007-08-25)[9]

• Hawtdb [10]

• HBase (Apache HBase [11])
• HSQLDB – starting with version 2.0
• HypergraphDB [12] is a Typed Hypergraph Database. Hypergraphs are an extension of Graph, ObjectOriented,

and list based data structures.
• InfiniDB[13]

• Ingres[14]

• InterBase – all versions
• MariaDB (MySQL fork) when used with XtraDB [15] (developed by Percona Inc.)(XtraDB is a storage engine

that is an InnoDB fork and that is included in MariaDB sources and binaries)[16] or PBXT [17] (developed by
PrimeBase Technologies).[18][19]

• MarkLogic Server - a bit of this is described in[20]

•• MemSQL
• MDB [21]

•• Meronymy SPARQL Database Server
• Microsoft SQL Server – when using READ_COMMITTED_SNAPSHOT, starting with SQL Server 2005[22]

• MySQL when used with InnoDB,[23][24] Falcon,[25] or Archive storage engines.
• NuoDB [26] - Elastic Cloud Database [27]

•• Netezza
•• ObjectStore
• Oracle database – all versions since Oracle 4[28]

• OrientDB[29]

• PostgreSQL[30]

•• Rdb/ELN
• RDM Embedded[31]

•• REAL Server
• RethinkDB[32]

•• SAP HANA
•• ScimoreDB
•• sones GraphDB
• Sybase SQL Anywhere
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•• Sybase IQ
•• ThinkSQL
• Tibero – all versions since Tibero 3
• Zope Object Database[33]

Other software with MVCC
• JBoss Cache – v 3.0[34]

• Ehcache – v 1.6.0-beta4[35][36]

• Clojure – language software transactional memory
• pojo-mvcc – a lightweight MVCC implementation written in Java[37]

• JVSTM [38] – Software Transactional memory that implements the concept of Versioned Boxes [39] proposed by
João Cachopo and António Rito Silva, members of the Software Engineering Group - INESC-ID [40]

Version control systems
Any version control system that has the internal notion of a version (e.g. Subversion, Git, probably almost any
current VCS with the notable exception of CVS) will provide explicit MVCC (you only ever access data but by its
version identifier).
Among the VCSes that don't provide MVCC at the repository level, most still work with the notion of a working
copy, which is a file tree checked out from the repository, edited without using the VCS itself and checked in after
edition. This working copy provides MVCC while it is checked out.
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Further reading
• Gerhard Weikum, Gottfried Vossen, Transactional information systems: theory, algorithms, and the practice of

concurrency control and recovery, Morgan Kaufmann, 2002, ISBN 1-55860-508-8

Optimistic concurrency control
Optimistic concurrency control (OCC) is a concurrency control method applied to transactional systems such as
relational database management systems and software transactional memory. OCC assumes that multiple
transactions can frequently complete without interfering with each other. While running, transactions use data
resources without acquiring locks on those resources. Before committing, each transaction verifies that no other
transaction has modified the data it has read. If the check reveals conflicting modifications, the committing
transaction rolls back and can be restarted. Optimistic concurrency control was first proposed by H.T. Kung.
OCC is generally used in environments with low data contention. When conflicts are rare, transactions can complete
without the expense of managing locks and without having transactions wait for other transactions' locks to clear,
leading to higher throughput than other concurrency control methods. However, if contention for data resources is
frequent, the cost of repeatedly restarting transactions hurts performance significantly; it is commonly thought that
other concurrency control methods have better performance under these conditions. However, locking-based
("pessimistic") methods also can deliver poor performance because locking can drastically limit effective
concurrency even when deadlocks are avoided.

OCC phases
More specifically, OCC transactions involve these phases:
• Begin: Record a timestamp marking the transaction's beginning.
• Modify: Read database values, and tentatively write changes.
• Validate: Check whether other transactions have modified data that this transaction has used (read or written).

This includes transactions that completed after this transaction's start time, and optionally, transactions that are
still active at validation time.

• Commit/Rollback: If there is no conflict, make all changes take effect. If there is a conflict, resolve it, typically 
by aborting the transaction, although other resolution schemes are possible. Care must be taken to avoid a

http://dev.mysql.com/doc/refman/5.1/en/storage-engines.html
http://mysql.netvisao.pt/doc/refman/5.1/en/se-falcon-features.html
http://mysql.netvisao.pt/doc/refman/5.1/en/se-falcon-features.html
http://nuodb.com
http://www.nuodb.com/explore/sql-cloud-database-editions
http://docs.oracle.com/cd/B19306_01/server.102/b14220/consist.htm#i17881
http://docs.oracle.com/cd/B19306_01/server.102/b14220/consist.htm#i17881
http://code.google.com/p/orient/wiki/Transactions
http://postgresql.org/docs/current/static/mvcc.html
http://docs.raima.com/rdme/10_1/Content/RM/d_trrobegin.htm
http://www.rethinkdb.com/docs/advanced-faq/
http://wiki.zope.org/ZODB/MultiVersionConcurrencyControl
http://jbosscache.blogspot.com/2008/07/mvcc-has-landed.html
http://ehcache.sourceforge.net/
http://jira.terracotta.org/jira/browse/EHC-375
http://code.google.com/p/pojo-mvcc/
http://www.esw.inesc-id.pt/~jcachopo/jvstm/
http://urresearch.rochester.edu/handle/1802/2101
http://www.esw.inesc-id.pt/wikiesw
http://en.wikipedia.org/w/index.php?title=Relational_database_management_systems
http://en.wikipedia.org/w/index.php?title=HT_Kung


Optimistic concurrency control 831

TOCTTOU bug, particularly if this phase and the previous one are not performed as a single atomic operation.

Web usage
The stateless nature of HTTP makes locking infeasible for web user interfaces. It's common for a user to start editing
a record, then leave without following a "cancel" or "logout" link. If locking is used, other users who attempt to edit
the same record must wait until the first user's lock times out.
HTTP does provide a form of built-in OCC: The GET method returns an ETag for a resource and subsequent PUTs
use the ETag value in the If-Match headers; while the first PUT will succeed, the second will not, as the value in
If-Match is based on the first version of the resource.
Some database management systems offer OCC natively - without requiring special application code. For others, the
application can implement an OCC layer outside of the database, and avoid waiting or silently overwriting records.
In such cases, the form includes a hidden field with the record's original content, a timestamp, a sequence number, or
an opaque token. On submit, this is compared against the database. If it differs, the conflict resolution algorithm is
invoked.

Examples
• MediaWiki's edit pages use OCC.[1]

• Bugzilla uses OCC; edit conflicts are called "mid-air collisions".
• The Ruby on Rails framework has an API for OCC.
• The Grails framework uses OCC in its default conventions.
• Microsoft's Entity Framework (including Code-First) has built-in support for OCC based on a binary timestamp

value.[2]

• Mimer SQL is a DBMS that only implements optimistic concurrency control.
• Google App Engine data store uses OCC.
• The ElasticSearch search engine supports OCC via the version attribute.
• The MonetDB column-oriented database management system's transaction management scheme is based on

OCC.
• Most implementations of software transactional memory use optimistic locking.
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Autocommit
In the context of data management, autocommit is a mode of operation of a database connection. Each individual
database interaction (i.e., each SQL statement) submitted through the database connection in autocommit mode will
be executed in its own transaction that is implicitly committed. A SQL statement executed in autocommit mode
cannot be rolled back.
Autocommit mode, in theory, incurs per-statement transaction overhead, having often undesirable performance or
resource utilization impact. Nonetheless, in systems such as Microsoft SQL Server, as well as connection
technologies such as ODBC and Microsoft OLE DB, autocommit mode is the default for all statements that change
data, in order to ensure that individual statements will conform to the ACID
(atomicity-consistency-isolation-durability) properties of transactions.[1]

The alternative to autocommit mode (non-autocommit) means that the SQL client application itself is responsible for
issuing transaction initiation (start transaction) and termination (commit or rollback) commands. Non-autocommit
mode enables grouping of multiple data manipulation SQL commands into a single atomic transaction.

References
[1] Autocommit transactions. http:/ / technet. microsoft. com/ en-us/ library/ aa213069(v=sql. 80). aspx

Transaction log
In the field of databases in computer science, a transaction log (also transaction journal, database log, binary log
or audit trail) is a history of actions executed by a database management system to guarantee ACID properties over
crashes or hardware failures. Physically, a log is a file of updates done to the database, stored in stable storage.
If, after a start, the database is found in an inconsistent state or not been shut down properly, the database
management system reviews the database logs for uncommitted transactions and rolls back the changes made by
these transactions. Additionally, all transactions that are already committed but whose changes were not yet
materialized in the database are re-applied. Both are done to ensure atomicity and durability of transactions.
This term is not to be confused with other, human-readable logs that a database management system usually
provides.

Anatomy of a general database log
A database log record is made up of:
• Log Sequence Number: A unique id for a log record. With LSNs, logs can be recovered in constant time. Most

logs' LSNs are assigned in monotonically increasing order, which is useful in recovery algorithms, like ARIES.
• Prev LSN: A link to the last log record. This implies database logs are constructed in linked list form.
• Transaction ID number: A reference to the database transaction generating the log record.
• Type: Describes the type of database log record.
•• Information about the actual changes that triggered the log record to be written.

http://en.wikipedia.org/w/index.php?title=Database_connection
http://en.wikipedia.org/w/index.php?title=Database_connection
http://en.wikipedia.org/w/index.php?title=Rollback_%28data_management%29
http://en.wikipedia.org/w/index.php?title=Client_%28computing%29
http://en.wikipedia.org/w/index.php?title=Commit_%28data_management%29
http://en.wikipedia.org/w/index.php?title=Rollback_%28data_management%29
http://en.wikipedia.org/w/index.php?title=Atomic_operation
http://technet.microsoft.com/en-us/library/aa213069(v=sql.80).aspx
http://en.wikipedia.org/w/index.php?title=Computer_science
http://en.wikipedia.org/w/index.php?title=Crash_%28computing%29
http://en.wikipedia.org/w/index.php?title=Computer_file
http://en.wikipedia.org/w/index.php?title=Database_consistency
http://en.wikipedia.org/w/index.php?title=Commit_%28data_management%29
http://en.wikipedia.org/w/index.php?title=Rollback_%28data_management%29
http://en.wikipedia.org/w/index.php?title=Durability_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Data_logging%23Computer_data_logging
http://en.wikipedia.org/w/index.php?title=Algorithm
http://en.wikipedia.org/w/index.php?title=Algorithms_for_Recovery_and_Isolation_Exploiting_Semantics
http://en.wikipedia.org/w/index.php?title=Linked_list


Transaction log 833

Types of database log records
All log records include the general log attributes above, and also other attributes depending on their type (which is
recorded in the Type attribute, as above).
• Update Log Record notes an update (change) to the database. It includes this extra information:

• PageID: A reference to the Page ID of the modified page.
• Length and Offset: Length in bytes and offset of the page are usually included.
• Before and After Images: Includes the value of the bytes of page before and after the page change. Some

databases may have logs which include one or both images.
• Compensation Log Record notes the rollback of a particular change to the database. Each correspond with

exactly one other Update Log Record (although the corresponding update log record is not typically stored in the
Compensation Log Record). It includes this extra information:
• undoNextLSN: This field contains the LSN of the next log record that is to be undone for transaction that wrote

the last Update Log.
• Commit Record notes a decision to commit a transaction.
• Abort Record notes a decision to abort and hence roll back a transaction.
• Checkpoint Record notes that a checkpoint has been made. These are used to speed up recovery. They record

information that eliminates the need to read a long way into the log's past. This varies according to checkpoint
algorithm. If all dirty pages are flushed while creating the checkpoint (as in PostgreSQL), it might contain:
• redoLSN: This is a reference to the first log record that corresponds to a dirty page. i.e. the first update that

wasn't flushed at checkpoint time. This is where redo must begin on recovery.
• undoLSN: This is a reference to the oldest log record of the oldest in-progress transaction. This is the oldest log

record needed to undo all in-progress transactions.
• Completion Record notes that all work has been done for this particular transaction. (It has been fully committed

or aborted)

Tables
These tables are maintained in memory, and can be efficiently reconstructed (if not exactly, to an equivalent state)
from the log and the database:
• Transaction Table: The table contains one entry for each active transaction. This includes Transaction ID and

lastLSN, where lastLSN describes the LSN of the most recent log record for the transaction.
• Dirty Page Table: The table contains one entry for each dirty page that hasn't been written to disk. The entry

contains recLSN, where recLSN is the LSN of the first log record that caused the page to be dirty.
• Transaction Log: A DBMS uses a transaction log to keep track of all transactions that updates the database. The

information stored in this log is used by DBMS for a recovery requirement triggered by 'Roll Back' statement.



Savepoint 834

Savepoint
A savepoint is a way of implementing subtransactions (also known as nested transactions) within a relational
database management system by indicating a point within a transaction that can be "rolled back to" without affecting
any work done in the transaction before the savepoint was created. Multiple savepoints can exist within a single
transaction. Savepoints are useful for implementing complex error recovery in database applications — if an error
occurs in the midst of a multiple-statement transaction, the application may be able to recover from the error (by
rolling back to a savepoint) without needing to abort the entire transaction.
A savepoint can be declared by issuing a SAVEPOINT name statement. All changes made after a savepoint has
been declared can be undone by issuing a ROLLBACK TO SAVEPOINT name command. Issuing RELEASE
SAVEPOINT name will cause the named savepoint to be discarded, but will not otherwise affect anything. Issuing
the commands ROLLBACK or COMMIT will also discard any savepoints created since the start of the main
transaction.[1]

Savepoints are supported in some form or other in database systems like PostgreSQL, Oracle, Microsoft SQL Server,
MySQL, DB2, SQLite (since 3.6.8), Firebird and Informix (since version 11.50xC3). Savepoints are also defined in
the SQL standard.
[1] http:/ / docs. oracle. com/ cd/ B19306_01/ appdev. 102/ b14261/ savepoint_statement. htm

No-force
A no-force policy is used in transaction control in database theory. The term no-force refers to the disk pages related
to the actual database object being modified.
With a no-force policy, when a transaction commits, the changes made to the actual objects are not required to be
written to disk in-place (forced).
A record of the changes must still be preserved at commit time to ensure that the transaction is durable. This record
is typically written to a sequential transaction log, with the actual changes to the database objects being changes
which can be written at a later time.
For frequently changed objects, a no-force policy allows updates to be merged and so reduce the number of write
operations to the actual database object. A no-force policy also reduces the seek time required for a commit by
having mostly sequential write operations to the transaction log, rather than requiring the disk to seek to many
distinct database objects during a commit.
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Non-blocking algorithm
In computer science, a non-blocking algorithm ensures that threads competing for a shared resource do not have
their execution indefinitely postponed by mutual exclusion. A non-blocking algorithm is lock-free if there is
guaranteed system-wide progress; wait-free if there is also guaranteed per-thread progress.
Literature up to the turn of the 21st century used "non-blocking" synonymously with lock-free. However, since 2003,
the term has been weakened to only prevent progress-blocking interactions with a preemptive scheduler. In modern
usage, therefore, an algorithm is non-blocking if the suspension of one or more threads will not stop the potential
progress of the remaining threads. They are designed to avoid requiring a critical section. Often, these algorithms
allow multiple processes to make progress on a problem without ever blocking each other. For some operations,
these algorithms provide an alternative to locking mechanisms.

Motivation
The traditional approach to multi-threaded programming is to use locks to synchronize access to shared resources.
Synchronization primitives such as mutexes, semaphores, and critical sections are all mechanisms by which a
programmer can ensure that certain sections of code do not execute concurrently, if doing so would corrupt shared
memory structures. If one thread attempts to acquire a lock that is already held by another thread, the thread will
block until the lock is free.
Blocking a thread is undesirable for many reasons. An obvious reason is that while the thread is blocked, it cannot
accomplish anything. If the blocked thread was performing a high-priority or real-time task, it would be highly
undesirable to halt its progress. Other problems are less obvious. Certain interactions between locks can lead to error
conditions such as deadlock, livelock, and priority inversion. Using locks also involves a trade-off between
coarse-grained locking, which can significantly reduce opportunities for parallelism, and fine-grained locking, which
requires more careful design, increases locking overhead and is more prone to bugs.
Non-blocking algorithms are also safe for use in interrupt handlers: even though the preempted thread cannot be
resumed, progress is still possible without it. In contrast, global data structures protected by mutual exclusion cannot
safely be accessed in a handler, as the preempted thread may be the one holding the lock.

Implementation
With few exceptions, non-blocking algorithms use atomic read-modify-write primitives that the hardware must
provide, the most notable of which is compare and swap (CAS). Critical sections are almost always implemented
using standard interfaces over these primitives. Until recently, all non-blocking algorithms had to be written
"natively" with the underlying primitives to achieve acceptable performance. However, the emerging field of
software transactional memory promises standard abstractions for writing efficient non-blocking code.
Much research has also been done in providing basic data structures such as stacks, queues, sets, and hash tables.
These allow programs to easily exchange data between threads asynchronously.
Additionally, some data structures are weak enough to be implemented without special atomic primitives. These
exceptions include:
• single-reader single-writer ring buffer FIFO
• Read-copy-update with a single writer and any number of readers. (The readers are wait-free; the writer is usually

lock-free, until it needs to reclaim memory).
• Read-copy-update with multiple writers and any number of readers. (The readers are wait-free; multiple writers

generally serialize with a lock and are not obstruction-free).
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Wait-freedom
Wait-freedom is the strongest non-blocking guarantee of progress, combining guaranteed system-wide throughput
with starvation-freedom. An algorithm is wait-free if every operation has a bound on the number of steps the
algorithm will take before the operation completes. This property is critical for real-time systems and is always nice
to have as long as the performance cost is not too high.
It was shown in the 1980s that all algorithms can be implemented wait-free, and many transformations from serial
code, called universal constructions, have been demonstrated. However, the resulting performance does not in
general match even naïve blocking designs. Several papers have since improved the performance of universal
constructions, but still, their performance is far below blocking designs.
Several papers have investigated the difficulty of creating wait-free algorithms. For example, it has been shown that
the widely available atomic conditional primitives, CAS and LL/SC, cannot provide starvation-free implementations
of many common data structures without memory costs growing linearly in the number of threads. But in practice
these lower bounds do not present a real barrier as spending a word per thread in the shared memory is not
considered too costly for practical systems.
Until 2011, wait-free algorithms were rare, both in research and in practice. However, in 2011 Kogan and Petrank
presented a wait-free queue building on the CAS primitive, generally available on common hardware. Their
construction expands the lock-free queue of Michael and Scott, which is an efficient queue often used in practice. A
follow-up paper by Kogan and Petrank provided a methodology for making wait-free algorithms fast and used this
methodology to make the wait-free queue practically as fast as its lock-free counterpart.

Lock-freedom
Lock-freedom allows individual threads to starve but guarantees system-wide throughput. An algorithm is lock-free
if it satisfies that when the program threads are run sufficiently long at least one of the threads makes progress (for
some sensible definition of progress). All wait-free algorithms are lock-free.
In general, a lock-free algorithm can run in four phases: completing one's own operation, assisting an obstructing
operation, aborting an obstructing operation, and waiting. Completing one's own operation is complicated by the
possibility of concurrent assistance and abortion, but is invariably the fastest path to completion.
The decision about when to assist, abort or wait when an obstruction is met is the responsibility of a contention
manager. This may be very simple (assist higher priority operations, abort lower priority ones), or may be more
optimized to achieve better throughput, or lower the latency of prioritized operations.
Correct concurrent assistance is typically the most complex part of a lock-free algorithm, and often very costly to
execute: not only does the assisting thread slow down, but thanks to the mechanics of shared memory, the thread
being assisted will be slowed, too, if it is still running.

Obstruction-freedom
Obstruction-freedom is possibly the weakest natural non-blocking progress guarantee. An algorithm is
obstruction-free if at any point, a single thread executed in isolation (i.e., with all obstructing threads suspended) for
a bounded number of steps will complete its operation. All lock-free algorithms are obstruction-free.
Obstruction-freedom demands only that any partially completed operation can be aborted and the changes made
rolled back. Dropping concurrent assistance can often result in much simpler algorithms that are easier to validate.
Preventing the system from continually live-locking is the task of a contention manager.
Obstruction-freedom is also called optimistic concurrency control.
Some obstruction-free algorithms use a pair of "consistency markers" in the data structure. Processes reading the
data structure first read one consistency marker, then read the relevant data into an internal buffer, then read the other
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marker, and then compare the markers. The data is consistent if the two markers are identical. Markers may be
non-identical when the read is interrupted by another process updating the data structure. In such a case, the process
discards the data in the internal buffer and tries again.

References

Data recovery
Data Recovery is the process of salvaging data from damaged, failed, corrupted, or inaccessible secondary storage
media when it cannot be accessed normally. Often the data are being salvaged from storage media such as internal or
external hard disk drives, solid-state drives (SSD), USB flash drive, storage tapes, CDs, DVDs, RAID, and other
electronics. Recovery may be required due to physical damage to the storage device or logical damage to the file
system that prevents it from being mounted by the host operating system (OS).
The most common "Data Recovery" scenario involves an operating system failure (typically on a single-disk,
single-partition, single-OS system), in which case the goal is simply to copy all wanted files to another disk. This can
be easily accomplished using a Live CD, many of which provide a means to mount the system drive and backup
disks or removable media, and to move the files from the system disk to the backup media with a file manager or
optical disc authoring software. Such cases can often be mitigated by disk partitioning and consistently storing
valuable data files (or copies of them) on a different partition from the replaceable OS system files.
Another scenario involves a disk-level failure, such as a compromised file system or disk partition, or a hard disk
failure. In any of these cases, the data cannot be easily read. Depending on the situation, solutions involve repairing
the file system, partition table or master boot record, or hard disk recovery techniques ranging from software-based
recovery of corrupted data, hardware-software based recovery of damaged service areas (also known as the hard
drive's "firmware"), to hardware replacement on a physically damaged disk. If hard disk recovery is necessary, the
disk itself has typically failed permanently, and the focus is rather on a one-time recovery, salvaging whatever data
can be read.
In a third scenario, files have been "deleted" from a storage medium. Typically, the contents of deleted files are not
removed immediately from the drive; instead, references to them in the directory structure are removed, and the
space they occupy is made available for later overwriting. In the meantime, the original file contents remain, often in
a number of disconnected fragments, and may be recoverable.
The term "data recovery" is also used in the context of forensic applications or espionage, where data which has been
encrypted or hidden, rather than damaged, is recovered.

Physical damage
A wide variety of failures can cause physical damage to storage media. CD-ROMs can have their metallic substrate
or dye layer scratched off; hard disks can suffer any of several mechanical failures, such as head crashes and failed
motors; tapes can simply break. Physical damage always causes at least some data loss, and in many cases the logical
structures of the file system are damaged as well. Any logical damage must be dealt with before files can be salvaged
from the failed media.
Most physical damage cannot be repaired by end users. For example, opening a hard disk drive in a normal 
environment can allow airborne dust to settle on the platter and become caught between the platter and the read/write 
head, causing new head crashes that further damage the platter and thus compromise the recovery process. 
Furthermore, end users generally do not have the hardware or technical expertise required to make these repairs. 
Consequently, data recovery companies are often employed to salvage important data with the more reputable ones
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using class 100, dust- & static-free cleanrooms.

Recovery techniques
Recovering data from physically damaged hardware can involve multiple techniques. Some damage can be repaired
by replacing parts in the hard disk. This alone may make the disk usable, but there may still be logical damage. A
specialized disk-imaging procedure is used to recover every readable bit from the surface. Once this image is
acquired and saved on a reliable medium, the image can be safely analyzed for logical damage and will possibly
allow much of the original file system to be reconstructed.

Hardware repair

Media that has suffered a catastrophic electronic failure requires data
recovery in order to salvage its contents.

A common misconception is that a damaged printed
circuit board (PCB) may be replaced during recovery
procedures by an identical PCB from a healthy drive.
While this may work in rare circumstances on hard
drives manufactured before 2003, it will not work on
newer hard drives. Each hard drive has what is called a
System Area. This portion of the drive, which is not
accessible to the end user, contains adaptive data that
helps the drive operate within normal parameters. One
function of the System Area is to log defective sectors
within the drive; essentially telling the hard drive where
it can and cannot write data. The sector lists are also
stored on various chips attached to the PCB, and they
are unique to each hard drive. If the data on the PCB
does not match what is stored on the platter, then the
drive will not calibrate properly.[1] In most cases the hard drive heads will click, because they are unable to find the
data matching what is stored on the PCB.

Logical damage
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Result of a failed data recovery from a hard disk
drive.

The term "logical damage" refers to situations in which the error is not
a problem in the hardware and requires software-level solutions.

Corrupt partitions and filesystems, media errors

In some cases, data on a hard drive can be unreadable due to damage to
the partition table or filesystem, or to (intermittent) media errors. In the
majority of these cases, at least a portion of the original data can be
recovered by repairing the damaged partition table or filesystem using
specialized data recovery software such as Testdisk; software like dd
rescue can image media despite intermittent errors, and image raw data
when there is partition table or filesystem damage. This type of data
recovery can be performed by people without expertise in drive
hardware, as it requires no special physical equipment or access to
platters. Sometimes data can be recovered using relatively simple
methods and tools; more serious cases can require expert intervention,
particularly if parts of files are irrecoverable. Data carving is the
recovery of parts of damaged files using knowledge of their structure.

Overwritten data
When data has been physically overwritten on a hard disk drive it is generally assumed that the previous data is no
longer possible to recover. In 1996, Peter Gutmann, a computer scientist, presented a paper that suggested
overwritten data could be recovered through the use of magnetic force microscope.[2] In 2001, he presented another
paper on a similar topic.[3] Substantial criticism has followed, primarily dealing with the lack of any concrete
examples of significant amounts of overwritten data being recovered. Although Gutmann's theory may be correct,
there is no practical evidence that overwritten data can be recovered, while research has shown to support that
overwritten data cannot be recovered.Wikipedia:Citing sources To guard against this type of data recovery, Gutmann
and Colin Plumb designed a method of irreversibly scrubbing data, known as the Gutmann method and used by
several disk-scrubbing software packages.
Solid-state drives (SSD) overwrite data differently from hard disk drives (HDD) which makes at least some of their
data easier to recover. Most SSDs use flash memory to store data in pages and blocks, referenced by logical block
addresses (LBA) which are managed by the flash translation layer (FTL). When the FTL modifies a sector it writes
the new data to another location and updates the map so the new data appears at the target LBA. This leaves the
pre-modification data in place, with possibly many generations, and recoverable by data recovery software.

Remote data recovery
It is not always necessary for experts to have physical access to the damaged drive; where data can be recovered by
software techniques, they can often be used remotely, with an expert using a computer at another location linked by
an Internet or other connection to equipment at the fault site.
Remote recovery requires a stable connection of adequate bandwidth. However, it is not applicable where access to
the hardware is required, as for cases of physical damage.
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Four phases
It is important to understand the four phases of data recovery. Each phase stands for different level and range of data
recovery capabilities, each phase requires different hdd repair tools and data recovery tools to work with and each
phase must be treated properly to make sure the maximum data is finally to be recovered.
•• Phase 1: Repair the hard drive
•• Phase 2: Image the drive to a new drive.
•• Phase 3: Logical recovery of files, partition, MBR, and MFT.
•• Phase 4: Repair the damaged files that were retrieved.
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Further reading
• Tanenbaum, A. & Woodhull, A. S. (1997). Operating Systems: Design And Implementation, 2nd ed. New York:

Prentice Hall.
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www.harddiskkrasch.aurora.se (http:/ / www. harddiskkrasch. aurora. se) www.radda-data.aurora.se (http:/ / www.
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www.harddiskraddning.aurora.se (http:/ / www. harddiskraddning. aurora. se)
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• Data recovery (http:/ / www. dmoz. org/ Computers/ Hardware/ Storage/ Data_Recovery/ ) on the Open Directory

Project
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Point-in-time recovery
Point-in-time recovery (PITR) in the context of computers is a system whereby a set of data or a particular setting
can be restored or recovered from a time in the past. An example of this is Windows XP's feature of being able to
restore operating system settings from a past date (before data corruption occurred, for example), or PostgreSQL's
feature of being able to view a database table and its data as it was at a particular date in the past. Also, Time
Machine for Mac OS X is an example of Point-in-time recovery.
A database with the PITR feature can be restored or recovered to the state that it had at any time since PITR logging
was started for that database.
The PostgreSQL database implements Continuous Archiving and Point-In-Time Recovery [1]. In PostgreSQL,
Write-ahead logging (WAL) must be enabled for a particular database, in order for PITR to be used on that database;
any time after WAL is enabled for a database, that database may be restored to any later time.

External links
• PostgreSQL Continuous Archiving and Point-In-Time Recovery (PITR) blog/article [2]

References
[1] http:/ / www. postgresql. org/ docs/ 8. 2/ static/ continuous-archiving. html
[2] http:/ / blog. ganneff. de/ blog/ 2008/ 02/ 15/ postgresql-continuous-archivin. html

Redo log
In the Oracle RDBMS environment, redo logs comprise files in a proprietary format which log a history of all
changes made to the database. Each redo log file consists of redo records. A redo record, also called a redo entry,
holds a group of Change vectors, each of which describes or represents a change made to a single block in the
database.
For example, if a user UPDATEs a salary-value in a table containing employee-related data, the DBMS generates a
redo record containing change-vectors that describe changes to the data segment block for the table. And if the user
then COMMITs the update, Oracle generates another redo record and assigns the change a "system change number"
(SCN).
Whenever something changes in a datafile, Oracle records the change in the redo log. The name redo log indicates
its purpose: When the database crashes, the RDBMS can redo (re-process) all changes on datafiles which will take
the database data back to the state it was when the last redo record was written. DBAs use the views V$LOG,
V$LOGFILE, V$LOG_HISTORY and V$THREAD to find information about the redo log of the database. Each
redo log file belongs to exactly one group (of which at least two must exist). Exactly one of these groups is the
CURRENT group (can be queried using the column status of v$log). Oracle uses that current group to write the redo
log entries. When the group is full, a log switch occurs, making another group the current one. Each log switch
causes checkpoint, however, the converse is not true: a checkpoint does not cause a redo log switch. One can also
manually cause a redo-log switch using the ALTER SYSTEM SWITCH LOGFILE command.
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Usage
Before a user receives a "Commit complete" message, the system must first successfully write the new or changed
data to a redo log file..
All changes included in the transaction are first written into the log buffer. Using memory in this way for the initial
capture aims to reduce disk IO. Of course, when a transaction commits, the redo log buffer must be flushed to disk,
because otherwise the recovery for that commit could not be guaranteed. It is LGWR (Log Writer) that does that
flushing.
If a database crashes, the recovery process has to apply all transactions, both uncommitted as well as committed, to
the data-files on disk, using the information in the redo log files. Oracle must re-do all redo-log transactions that
have both a begin and a commit entry, and it must undo all transactions that have a begin entry but no commit entry.
(Re-doing a transaction in this context simply means applying the information in the redo log files to the database;
the system does not re-run the transaction itself.) The system thus re-creates committed transactions by applying the
“after image” records in the redo log files to the database, and undoes incomplete transactions by using the “before
image” records in the undo tablespace.
Change data capture can read the redo logs.

Implications
Given the verbosity of the logging, Oracle Corporation provides methods for archiving redo logs (archive-logs), and
this in turn can feed into data backup solutions and standby databases.
The existence of a detailed series of individually logged transactions and actions provides the basis of several
data-management enhancements such as Oracle Flashback, log-mining and point-in-time recovery.
For database tuning purposes, efficiently coping with redo logs requires plentiful and fast-access disk.

References
• Managing the Redo Log [1]
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Extreme transaction processing
In Computer Science, Extreme Transaction Processing (XTP) is an exceptionally demanding form of transaction
processing. Transactions of most high-end ( more than 10,000 concurrent accesses or 500 transaction per second ) or
ultra-high-end ( more than 100,000 concurrent accesses or 5,000 transaction per second ) requirements or more
would require this form of processing.[1]

Definition
Gartner defines XTP as an application style aimed at supporting the design, development, deployment, management
and maintenance of distributed TP applications characterized by exceptionally demanding performance, scalability,
availability, security, manageability and dependability requirements.[2][3][4]

XTP applications focuses on delivering high and consistent performance in a linearly scalable and highly available
system.[5]

Major Solutions
Major solutions promising XTP are :-
1.1. Extreme Scale
2.2. Oracle Coherence
3. Red Hat's JBoss Data Grid [6], based on the open source Infinispan [7] project
4. GigaSpaces [8]

5. GemFire [9]
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In-database processing
In-database processing, sometimes referred to as in-database analytics, refers to the integration of data analytics
into data warehousing functionality. Today, many large databases, such as those used for credit card fraud detection
and investment bank risk management, use this technology because it provides significant performance
improvements over traditional methods.

History
Traditional approaches to data analysis require data to be moved out of the database into a separate analytics
environment for processing, and then back to the database. (SPSS from IBM are examples of tools that still do this
today). Doing the analysis in the database, where the data resides, eliminates the costs, time and security issues
associated with the old approach by doing the processing in the data warehouse itself.
Though in-database capabilities were first commercially offered in the mid-1990s, as object-related database systems
from vendors including IBM, Illustra/Informix (now IBM) and Oracle, the technology did not begin to catch on until
the mid-2000s.
At that point, the need for in-database processing had become more pressing as the amount of data available to
collect and analyze continues to grow exponentially (due largely to the rise of the Internet), from megabytes to
gigabytes, terabytes and petabytes. This “big data” is one of the primary reasons it has become important to collect,
process and analyze data efficiently and accurately.
Also, the speed of business has accelerated to the point where a performance gain of nanoseconds can make a
difference in some industries. Additionally, as more people and industries use data to answer important questions,
the questions they ask become more complex, demanding more sophisticated tools and more precise results.
All of these factors in combination have created the need for in-database processing. The introduction of the
column-oriented database, specifically designed for analytics, data warehousing and reporting, has helped make the
technology possible.

Types
There are three main types of in-database processing: translating a model into SQL code, loading C or C++ libraries
into the database process space as a built-in user-defined function (UDF), and out-of-process libraries typically
written in C, C++ or JAVA and registering them in the database as a built-in UDFs in a SQL statement.

Translating Models into SQL Code
In this type of in-database processing, a predictive model is converted from its source language into SQL that can
run in the database usually in a stored procedure. Many analytic model-building tools have the ability to export their
models in either in SQL or PMML (Predictive Modeling Markup Language). Once the SQL is loaded into a stored
procedure, values can be passed in through parameters and the model is executed natively in the database. Tools that
can use this approach include SAS, R and KXEN.

Loading C or C++ Libraries into the database process space
With C or C++ UDF libraries that run in process, the functions are typically registered as built-in functions within 
the database server and called like any other built-in function in a SQL statement. Running in process allows the 
function to have full access to the database server’s memory, parallelism and processing management capabilities. 
Because of this, the functions must be well-behaved so as not to negatively impact the database or the engine. This 
type of UDF gives the highest performance out of any method for OLAP, mathematical, statistical, univariate
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distributions and data mining algorithms.

Out-of-Process
Out-of-Process UDFs are typically written in C, C++ or JAVA. By running out of process, they do not run the same
risk to the database or the engine as they run in their own process space with their own resources. Here, they
wouldn’t be expected to have the same performance as an in-process UDF. They are still typically registered in the
database engine and called through standard SQL, usually in a stored procedure. Out-of-process UDFs are a safe way
to extend the capabilities of a database server and are an ideal way to add custom data mining libraries.

Uses
In-database processing makes data analysis more accessible and relevant for high-throughput, real-time applications
including fraud detection, credit scoring, risk management, transaction processing, pricing and margin analysis,
usage-based micro-segmenting, behavioral ad targeting and recommendation engines, such as those used by
customer service organizations to determine next-best actions.

Vendors
In-database processing is performed and promoted as a feature by many of the major data warehousing vendors,
including Teradata (and acquired Aster Data Systems), IBM Netezza, EMC Greenplum, Sybase, ParAccel, SAS, and
EXASOL. Fuzzy Logix offers libraries of in-database models used for mathematical, statistical, data mining,
simulation and classification modelling as well as financial models for equity, fixed income, interest rate and
portfolio optimization.

Related Technologies
In-database processing is one of several technologies focused on improving data warehousing performance. Others
include parallel computing, shared everything architectures, shared nothing architectures and massive parallel
processing. It is an important step towards improving predictive analytics capabilities.[1]

External links
• EXASOL EXAPowerlytics [2]
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Locks with ordered sharing
In databases and transaction processing the term Locks with ordered sharing comprises several variants of the Two
phase locking (2PL) concurrency control protocol generated by changing the blocking semantics of locks upon
conflicts. One variant is identical to Strict commitment ordering (SCO).

References
• D. Agrawal, A. El Abbadi, A. E. Lang: The Performance of Protocols Based on Locks with Ordered Sharing [1],

IEEE Transactions on Knowledge and Data Engineering, Volume 6, Issue 5, October 1994, PP. 805 - 818,
ISSN:1041-4347
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Nested transaction
A nested transaction is a database transaction that is started by an instruction within the scope of an already started
transaction.
Nested transactions are implemented differently in different databases. However, they have in common that the
changes are not made visible to any unrelated transactions until the outermost transaction has committed. This means
that a commit in an inner transaction does not necessary persist updates to the database.
In some databases, changes made by the nested transaction are not seen by the 'host' transaction until the nested
transaction is committed. According to some,Wikipedia:Avoid weasel words this follows from the isolation property
of transactions.
The capability to handle nested transactions properly is a prerequisite for true component based application
architectures. In a component-based encapsulated architecture, nested transactions can occur without the programmer
knowing it. A component function may or may not contain a database transaction (this is the encapsulated secret of
the component. See Information hiding). If a call to such a component function is made inside a BEGIN - COMMIT
bracket, nested transactions occur. Since popular databases like MySQL do not allow nesting BEGIN - COMMIT
brackets, a framework or a transaction monitor is needed to handle this. When we speak about nested transactions, it
should be made clear that this feature is DBMS dependent and is not available for all databases.
Theory for nested transactions is similar to the theory for flat transactions, and was introduced in the following
paper:
• Resende, R.F.; El Abbadi, A. (1994-05-25). "On the serializability theorem for nested transactions". Information

Processing Letters 50 (4): 177–183. doi:10.1016/0020-0190(94)00033-6 [1].
The banking industry usually processes financial transactions using Open Nested Transactions, which is a looser
variant of the nested transaction model that provides higher performance while accepting the accompanying
trade-offs of inconsistency. Open Nested Transactions are discussed in the following paper:
• Weikum, Gerhard; Hans-J. Schek (1992). "Concepts and Applications of Multilevel Transactions and Open

Nested Transactions" [2]. Database Transaction Models for Advanced Applications (Morgan Kaufmann):
515–553. ISBN 1-55860-214-3. Retrieved 2007-11-13.
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Further reading
• Gerhard Weikum, Gottfried Vossen, Transactional information systems: theory, algorithms, and the practice of

concurrency control and recovery, Morgan Kaufmann, 2002, ISBN 1-55860-508-8
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Transaction processing system
Transaction processing is a style of computing that divides work into individual, indivisible operations, called
transactions. A transaction processing system (TPS) or transaction server is a software system, or
software/hardware combination, that supports transaction processing.

History
The first transaction processing systems was American Airlines SABRE system[citation needed], which became
operational in 1960. Designed to process up to 83,000 transactions a day, the system ran on two IBM 7090
computers. SABRE was migrated to IBM System/360 computers in 1972, and became an IBM product first as
Airline control Program (ACP) and later as Transaction Processing Facility (TPF). In addition to airlines TPF is
used by large banks, credit card companies, and hotel chains.
The Hewlett-Packard NonStop system (formerly Tandem NonStop) was a hardware and software system designed
for Online Transaction Processing (OLTP) introduced in 1976. The systems were designed for transaction
processing and provided an extreme level of availability and data integrity.

List of transaction processing systems
• IBM Transaction Processing Facility (TPF) - 1960. Unlike most other transaction processing systems TPF is a

dedicated operating system for transaction processing on IBM System z mainframes. Originally Airline Control
Program (ACP).

• IBM Information Management System (IMS) - 1966. A joint hierarchical database and information management
system with extensive transaction processing capabilities. Runs on OS/360 and successors.

• IBM Customer Information Control System (CICS) - 1969. A transaction manager designed for rapid,
high-volume online processing, CICS originally used standard system datasets, but now has a connection to
IBM's DB/2 relational database system. Runs on OS/360 and successors and DOS/360 and successors, IBM AIX,
VM, and OS/2. Non-mainframe versions are called TXSeries.

• Tuxedo - 1980s. Transactions for Unix, Extended for Distributed Operations developed by AT&T Corporation,
now owned by Oracle Corporation. Tuxedo is a cross-platform TPS.

• UNIVAC Transaction Interface Package (TIP) - 1970s. A transaction processing monitor for UNIVAC 1100/2200
series computers.

• Burroughs Corporation supported transaction processing capabilities in its MCP operating systems. As of 2012
UNISYS ClearPath Enterprise Servers include Transaction Server, "an extremely flexible, high-performance
message and application control system."

• Digital Equipment Corporation (DEC) Application Control and Management System (ACMS) - 1985. "Provides
an environment for creating and controlling online transaction processing (OLTP) applications on the VMS
operating system." Runs on VAX/VMS systems.
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• Digital Equipment Corporation (DEC) Message Control System (MCS-10) for PDP-10 TOPS-10 systems.
• Honeywell Multics Transaction Processing. Feature (TP) - 1979.
• Transaction Management eXecutive (TMX) was NCR Corporation's proprietary transaction processing system

running on NCR Tower 5000-series systems. This system was used mainly by financial institutions in the 1980s
and 1990s.

• Hewlett-Packard NonStop system - 1976. NonStop is an integrated hardware and software system specifically
designed for transaction processing. Originally from Tandem Computers.

• Transarc Encina - 1991. Transarc was purchased by IBM in 1994. Encina was discontinued as a product and
folded into IBM's TXSeries. Encina support was discontinued in 2006.

Processing types
Transaction processing is distinct from other computer processing models — batch processing, time-sharing, and
real-time processing.

Batch processing
Batch processing is execution of a series of programs (jobs) on a computer without manual intervention. Several
transactions, called a batch are collected and processed at the same time. The results of each transaction are not
immediately available when the transaction is being entered;[1] there is a time delay.

Real-time processing
"Real time systems attempt to guarantee an appropriate response to a stimulus or request quickly enough to affect the
conditions that caused the stimulus." Each transaction in real-time processing is unique; it is not part of a group of
transactions.

Time-sharing
Time sharing is the sharing of a computer system among multiple users, usually giving each user the illusion that
they have exclusive control of the system. The users may be working on the same project or different projects, but
there are usually few restrictions on the type of work each user is doing.

Transaction processing
Transaction processing systems also attempt to provide predictable response times to requests, although this is not as
critical as for real-time systems. Rather than allowing the user to run arbitrary programs as time-sharing, transaction
processing allows only predefined, structured transactions. Each transaction is usually short duration and the
processing activity for each transaction is programmed in advance.

Transaction processing system features
The following features are considered important in evaluating transaction processing systems.
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Performance
Fast performance with a rapid response time is critical. Transaction processing systems are usually measured by the
number of transactions they can process in a given period of time.

Continuous availability
The system must be available during the time period when the users are entering transactions. Many organizations
rely heavily on their TPS; a breakdown will disrupt operations or even stop the business.

Data integrity
The system must be able to handle hardware or software problems without corrupting data. Multiple users must be
protected from attempting to change the same piece of data at the same time, for example two operators cannot sell
the same seat on an airplane.

Ease of use
Often users of transaction processing systems are casual users. The system should be simple for them to understand,
protect them from data-entry errors as much as possible, and allow them to easily correct their errors.

Modular growth
The system should be capable of growth at incremental costs, rather than requiring a complete replacement. It should
be possible to add, replace, or update hardware and software components without shutting down the system.

Databases and files
A database is an organized collection of data. Databases offer fast retrieval times for non-structured requests as in a
typical transaction processing application.
Databases may be constructed using hierarchical, network, or relational structures.
• Hierarchical structure: organizes data in a series of levels. Its top to bottom like structure consists of nodes and

branches; each child node has branches and is only linked to one higher level parent node.
•• Network structure: network structures also organizes data using nodes and branches. But, unlike hierarchical,

each child node can be linked to multiple, higher parent nodes.
•• Relational structure: a relational database organizes its data in a series of related tables. This gives flexibility as

relationships between the tables are built.
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A hierarchical structure. A network structure. A relational structure.

The following features are desirable in a database system used in transaction processing systems:
• Good data placement: The database should be designed to access patterns of data from many simultaneous

users.
• Short transactions: Short transactions enables quick processing. This avoids concurrency and paces the systems.
• Real-time backup: Backup should be scheduled between low times of activity to prevent lag of the server.
• High normalization: This lowers redundant information to increase the speed and improve concurrency, this also

improves backups.
• Archiving of historical data: Uncommonly used data are moved into other databases or backed up tables. This

keeps tables small and also improves backup times.
• Good hardware configuration: Hardware must be able to handle many users and provide quick response times.

Backup procedures

A Dataflow Diagram of backup and recovery
procedures.

Since business organizations have become very dependent on
TPSs, a breakdown in their TPS may stop the business' regular
routines and thus stopping its operation for a certain amount of
time. In order to prevent data loss and minimize disruptions when
a TPS breaks down a well-designed backup and recovery
procedure is put into use. The recovery process can rebuild the
system when it goes down.

Recovery process

A TPS may fail for many reasons. These reasons could include a
system failure, human errors, hardware failure, incorrect or invalid
data, computer viruses, software application errors or natural or man-made disasters. As it's not possible to prevent
all TPS failures, a TPS must be able to cope with failures. The TPS must be able to detect and correct errors when
they occur. A TPS will go through a recovery of the database to cope when the system fails, it involves the backup,
journal, checkpoint, and recovery manager:

•• Journal: A journal maintains an audit trail of transactions and database changes. Transaction logs and Database
change logs are used, a transaction log records all the essential data for each transactions, including data values,
time of transaction and terminal number. A database change log contains before and after copies of records that
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have been modified by transactions.
• Checkpoint: The purpose of checkpointing is to provide a snapshot of the data within the database. A checkpoint,

in general, is any identifier or other reference that identifies the state of the database at a point in time.
Modifications to database pages are performed in memory and are not necessarily written to disk after every
update. Therefore, periodically, the database system must perform a checkpoint to write these updates which are
held in-memory to the storage disk. Writing these updates to storage disk creates a point in time in which the
database system can apply changes contained in a transaction log during recovery after an unexpected shut down
or crash of the database system.

If a checkpoint is interrupted and a recovery is required, then the database system must start recovery from a
previous successful checkpoint. Checkpointing can be either transaction-consistent or non-transaction-consistent
(called also fuzzy checkpointing). Transaction-consistent checkpointing produces a persistent database image that is
sufficient to recover the database to the state that was externally perceived at the moment of starting the
checkpointing. A non-transaction-consistent checkpointing results in a persistent database image that is insufficient
to perform a recovery of the database state. To perform the database recovery, additional information is needed,
typically contained in transaction logs. Transaction consistent checkpointing refers to a consistent database, which
doesn't necessarily include all the latest committed transactions, but all modifications made by transactions, that were
committed at the time checkpoint creation was started, are fully present. A non-consistent transaction refers to a
checkpoint which is not necessarily a consistent database, and can't be recovered to one without all log records
generated for open transactions included in the checkpoint. Depending on the type of database management system
implemented a checkpoint may incorporate indexes or storage pages (user data), indexes and storage pages. If no
indexes are incorporated into the checkpoint, indexes must be created when the database is restored from the
checkpoint image.
•• Recovery Manager: A recovery manager is a program which restores the database to a correct condition which

can restart the transaction processing.
Depending on how the system failed, there can be two different recovery procedures used. Generally, the procedures
involves restoring data that has been collected from a backup device and then running the transaction processing
again. Two types of recovery are backward recovery and forward recovery:
• Backward recovery: used to undo unwanted changes to the database. It reverses the changes made by transactions

which have been aborted.
• Forward recovery: it starts with a backup copy of the database. The transaction will then reprocess according to

the transaction journal that occurred between the time the backup was made and the present time.

Types of back-up procedures

There are two main types of Back-up Procedures: Grandfather-father-son and Partial backups:

Grandfather-father-son

This procedure refers to at least three generations of backup master files. thus, the most recent backup is the son, the
oldest backup is the grandfather. It's commonly used for a batch transaction processing system with a magnetic tape.
If the system fails during a batch run, the master file is recreated by using the son backup and then restarting the
batch. However if the son backup fails, is corrupted or destroyed, then the previous generation of backup (the father)
is used. Likewise, if that fails, then the generation of backup previous to the father (i.e. the grandfather) is required.
Of course the older the generation, the more the data may be out of date. Organizations can have many generations
of backup.
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Partial backups

This only occurs when parts of the master file are backed up. The master file is usually backed up to magnetic tape at
regular times, this could be daily, weekly or monthly. Completed transactions since the last backup are stored
separately and are called journals, or journal files. The master file can be recreated from the journal files on the
backup tape if the system is to fail.

Updating in a batch

This is used when transactions are recorded on paper (such as bills and invoices) or when it's being stored on a
magnetic tape. Transactions will be collected and updated as a batch when it's convenient or economical to process
them. Historically, this was the most common method as the information technology did not exist to allow real-time
processing.
The two stages in batch processing are:
•• Collecting and storage of the transaction data into a transaction file - this involves sorting the data into sequential

order.
•• Processing the data by updating the master file - which can be difficult, this may involve data additions, updates

and deletions which may require being performed in a certain order. If an error occurs, then the entire batch fails.
Updating in batch requires sequential access - since it uses a magnetic tape this is the only way to access data. A
batch will start at the beginning of the tape, then reading it from the order it was stored; it's very time-consuming to
locate specific transactions.
The information technology used includes a secondary storage medium which can store large quantities of data
inexpensively (thus the common choice of a magnetic tape). The software used to collect data does not have to be
online - it doesn't even need a user interface.

Updating in real-time

This is the immediate processing of data. It provides instant confirmation of a transaction. It may involve a large
number of users who are simultaneously performing transactions which change data. Because of advances in
technology (such as the increase in the speed of data transmission and larger bandwidth), real-time updating is
possible.
Steps in a real-time update involve the sending of a transaction data to an online database in a master file. The person
providing information is usually able to help with error correction and receives confirmation of the transaction
completion.
Updating in real-time uses direct access of data. This occurs when data are accessed without accessing previous data
items. The storage device stores data in a particular location based on a mathematical procedure. This will then be
calculated to find an approximate location of the data. If data are not found at this location, it will search through
successive locations until it's found.
The information technology used could be a secondary storage medium that can store large amounts of data and
provide quick access (thus the common choice of a magnetic disk).
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Transaction processing systems
Transaction processing is a style of computing that divides work into individual, indivisible operations, called
transactions. A transaction processing system (TPS) or transaction server is a software system, or
software/hardware combination, that supports transaction processing.

History
The first transaction processing systems was American Airlines SABRE system[citation needed], which became
operational in 1960. Designed to process up to 83,000 transactions a day, the system ran on two IBM 7090
computers. SABRE was migrated to IBM System/360 computers in 1972, and became an IBM product first as
Airline control Program (ACP) and later as Transaction Processing Facility (TPF). In addition to airlines TPF is
used by large banks, credit card companies, and hotel chains.
The Hewlett-Packard NonStop system (formerly Tandem NonStop) was a hardware and software system designed
for Online Transaction Processing (OLTP) introduced in 1976. The systems were designed for transaction
processing and provided an extreme level of availability and data integrity.

List of transaction processing systems
• IBM Transaction Processing Facility (TPF) - 1960. Unlike most other transaction processing systems TPF is a

dedicated operating system for transaction processing on IBM System z mainframes. Originally Airline Control
Program (ACP).

• IBM Information Management System (IMS) - 1966. A joint hierarchical database and information management
system with extensive transaction processing capabilities. Runs on OS/360 and successors.

• IBM Customer Information Control System (CICS) - 1969. A transaction manager designed for rapid,
high-volume online processing, CICS originally used standard system datasets, but now has a connection to
IBM's DB/2 relational database system. Runs on OS/360 and successors and DOS/360 and successors, IBM AIX,
VM, and OS/2. Non-mainframe versions are called TXSeries.

• Tuxedo - 1980s. Transactions for Unix, Extended for Distributed Operations developed by AT&T Corporation,
now owned by Oracle Corporation. Tuxedo is a cross-platform TPS.

• UNIVAC Transaction Interface Package (TIP) - 1970s. A transaction processing monitor for UNIVAC 1100/2200
series computers.

• Burroughs Corporation supported transaction processing capabilities in its MCP operating systems. As of 2012
UNISYS ClearPath Enterprise Servers include Transaction Server, "an extremely flexible, high-performance
message and application control system."

• Digital Equipment Corporation (DEC) Application Control and Management System (ACMS) - 1985. "Provides
an environment for creating and controlling online transaction processing (OLTP) applications on the VMS
operating system." Runs on VAX/VMS systems.

• Digital Equipment Corporation (DEC) Message Control System (MCS-10) for PDP-10 TOPS-10 systems.
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• Honeywell Multics Transaction Processing. Feature (TP) - 1979.
• Transaction Management eXecutive (TMX) was NCR Corporation's proprietary transaction processing system

running on NCR Tower 5000-series systems. This system was used mainly by financial institutions in the 1980s
and 1990s.

• Hewlett-Packard NonStop system - 1976. NonStop is an integrated hardware and software system specifically
designed for transaction processing. Originally from Tandem Computers.

• Transarc Encina - 1991. Transarc was purchased by IBM in 1994. Encina was discontinued as a product and
folded into IBM's TXSeries. Encina support was discontinued in 2006.

Processing types
Transaction processing is distinct from other computer processing models — batch processing, time-sharing, and
real-time processing.

Batch processing
Batch processing is execution of a series of programs (jobs) on a computer without manual intervention. Several
transactions, called a batch are collected and processed at the same time. The results of each transaction are not
immediately available when the transaction is being entered;[1] there is a time delay.

Real-time processing
"Real time systems attempt to guarantee an appropriate response to a stimulus or request quickly enough to affect the
conditions that caused the stimulus." Each transaction in real-time processing is unique; it is not part of a group of
transactions.

Time-sharing
Time sharing is the sharing of a computer system among multiple users, usually giving each user the illusion that
they have exclusive control of the system. The users may be working on the same project or different projects, but
there are usually few restrictions on the type of work each user is doing.

Transaction processing
Transaction processing systems also attempt to provide predictable response times to requests, although this is not as
critical as for real-time systems. Rather than allowing the user to run arbitrary programs as time-sharing, transaction
processing allows only predefined, structured transactions. Each transaction is usually short duration and the
processing activity for each transaction is programmed in advance.

Transaction processing system features
The following features are considered important in evaluating transaction processing systems.
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Performance
Fast performance with a rapid response time is critical. Transaction processing systems are usually measured by the
number of transactions they can process in a given period of time.

Continuous availability
The system must be available during the time period when the users are entering transactions. Many organizations
rely heavily on their TPS; a breakdown will disrupt operations or even stop the business.

Data integrity
The system must be able to handle hardware or software problems without corrupting data. Multiple users must be
protected from attempting to change the same piece of data at the same time, for example two operators cannot sell
the same seat on an airplane.

Ease of use
Often users of transaction processing systems are casual users. The system should be simple for them to understand,
protect them from data-entry errors as much as possible, and allow them to easily correct their errors.

Modular growth
The system should be capable of growth at incremental costs, rather than requiring a complete replacement. It should
be possible to add, replace, or update hardware and software components without shutting down the system.

Databases and files
A database is an organized collection of data. Databases offer fast retrieval times for non-structured requests as in a
typical transaction processing application.
Databases may be constructed using hierarchical, network, or relational structures.
• Hierarchical structure: organizes data in a series of levels. Its top to bottom like structure consists of nodes and

branches; each child node has branches and is only linked to one higher level parent node.
•• Network structure: network structures also organizes data using nodes and branches. But, unlike hierarchical,

each child node can be linked to multiple, higher parent nodes.
•• Relational structure: a relational database organizes its data in a series of related tables. This gives flexibility as

relationships between the tables are built.
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A hierarchical structure. A network structure. A relational structure.

The following features are desirable in a database system used in transaction processing systems:
• Good data placement: The database should be designed to access patterns of data from many simultaneous

users.
• Short transactions: Short transactions enables quick processing. This avoids concurrency and paces the systems.
• Real-time backup: Backup should be scheduled between low times of activity to prevent lag of the server.
• High normalization: This lowers redundant information to increase the speed and improve concurrency, this also

improves backups.
• Archiving of historical data: Uncommonly used data are moved into other databases or backed up tables. This

keeps tables small and also improves backup times.
• Good hardware configuration: Hardware must be able to handle many users and provide quick response times.

Backup procedures

A Dataflow Diagram of backup and recovery
procedures.

Since business organizations have become very dependent on
TPSs, a breakdown in their TPS may stop the business' regular
routines and thus stopping its operation for a certain amount of
time. In order to prevent data loss and minimize disruptions when
a TPS breaks down a well-designed backup and recovery
procedure is put into use. The recovery process can rebuild the
system when it goes down.

Recovery process

A TPS may fail for many reasons. These reasons could include a
system failure, human errors, hardware failure, incorrect or invalid
data, computer viruses, software application errors or natural or man-made disasters. As it's not possible to prevent
all TPS failures, a TPS must be able to cope with failures. The TPS must be able to detect and correct errors when
they occur. A TPS will go through a recovery of the database to cope when the system fails, it involves the backup,
journal, checkpoint, and recovery manager:

•• Journal: A journal maintains an audit trail of transactions and database changes. Transaction logs and Database
change logs are used, a transaction log records all the essential data for each transactions, including data values,
time of transaction and terminal number. A database change log contains before and after copies of records that
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have been modified by transactions.
• Checkpoint: The purpose of checkpointing is to provide a snapshot of the data within the database. A checkpoint,

in general, is any identifier or other reference that identifies the state of the database at a point in time.
Modifications to database pages are performed in memory and are not necessarily written to disk after every
update. Therefore, periodically, the database system must perform a checkpoint to write these updates which are
held in-memory to the storage disk. Writing these updates to storage disk creates a point in time in which the
database system can apply changes contained in a transaction log during recovery after an unexpected shut down
or crash of the database system.

If a checkpoint is interrupted and a recovery is required, then the database system must start recovery from a
previous successful checkpoint. Checkpointing can be either transaction-consistent or non-transaction-consistent
(called also fuzzy checkpointing). Transaction-consistent checkpointing produces a persistent database image that is
sufficient to recover the database to the state that was externally perceived at the moment of starting the
checkpointing. A non-transaction-consistent checkpointing results in a persistent database image that is insufficient
to perform a recovery of the database state. To perform the database recovery, additional information is needed,
typically contained in transaction logs. Transaction consistent checkpointing refers to a consistent database, which
doesn't necessarily include all the latest committed transactions, but all modifications made by transactions, that were
committed at the time checkpoint creation was started, are fully present. A non-consistent transaction refers to a
checkpoint which is not necessarily a consistent database, and can't be recovered to one without all log records
generated for open transactions included in the checkpoint. Depending on the type of database management system
implemented a checkpoint may incorporate indexes or storage pages (user data), indexes and storage pages. If no
indexes are incorporated into the checkpoint, indexes must be created when the database is restored from the
checkpoint image.
•• Recovery Manager: A recovery manager is a program which restores the database to a correct condition which

can restart the transaction processing.
Depending on how the system failed, there can be two different recovery procedures used. Generally, the procedures
involves restoring data that has been collected from a backup device and then running the transaction processing
again. Two types of recovery are backward recovery and forward recovery:
• Backward recovery: used to undo unwanted changes to the database. It reverses the changes made by transactions

which have been aborted.
• Forward recovery: it starts with a backup copy of the database. The transaction will then reprocess according to

the transaction journal that occurred between the time the backup was made and the present time.

Types of back-up procedures

There are two main types of Back-up Procedures: Grandfather-father-son and Partial backups:

Grandfather-father-son

This procedure refers to at least three generations of backup master files. thus, the most recent backup is the son, the
oldest backup is the grandfather. It's commonly used for a batch transaction processing system with a magnetic tape.
If the system fails during a batch run, the master file is recreated by using the son backup and then restarting the
batch. However if the son backup fails, is corrupted or destroyed, then the previous generation of backup (the father)
is used. Likewise, if that fails, then the generation of backup previous to the father (i.e. the grandfather) is required.
Of course the older the generation, the more the data may be out of date. Organizations can have many generations
of backup.
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Partial backups

This only occurs when parts of the master file are backed up. The master file is usually backed up to magnetic tape at
regular times, this could be daily, weekly or monthly. Completed transactions since the last backup are stored
separately and are called journals, or journal files. The master file can be recreated from the journal files on the
backup tape if the system is to fail.

Updating in a batch

This is used when transactions are recorded on paper (such as bills and invoices) or when it's being stored on a
magnetic tape. Transactions will be collected and updated as a batch when it's convenient or economical to process
them. Historically, this was the most common method as the information technology did not exist to allow real-time
processing.
The two stages in batch processing are:
•• Collecting and storage of the transaction data into a transaction file - this involves sorting the data into sequential

order.
•• Processing the data by updating the master file - which can be difficult, this may involve data additions, updates

and deletions which may require being performed in a certain order. If an error occurs, then the entire batch fails.
Updating in batch requires sequential access - since it uses a magnetic tape this is the only way to access data. A
batch will start at the beginning of the tape, then reading it from the order it was stored; it's very time-consuming to
locate specific transactions.
The information technology used includes a secondary storage medium which can store large quantities of data
inexpensively (thus the common choice of a magnetic tape). The software used to collect data does not have to be
online - it doesn't even need a user interface.

Updating in real-time

This is the immediate processing of data. It provides instant confirmation of a transaction. It may involve a large
number of users who are simultaneously performing transactions which change data. Because of advances in
technology (such as the increase in the speed of data transmission and larger bandwidth), real-time updating is
possible.
Steps in a real-time update involve the sending of a transaction data to an online database in a master file. The person
providing information is usually able to help with error correction and receives confirmation of the transaction
completion.
Updating in real-time uses direct access of data. This occurs when data are accessed without accessing previous data
items. The storage device stores data in a particular location based on a mathematical procedure. This will then be
calculated to find an approximate location of the data. If data are not found at this location, it will search through
successive locations until it's found.
The information technology used could be a secondary storage medium that can store large amounts of data and
provide quick access (thus the common choice of a magnetic disk).
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Transaction server
Transaction processing is a style of computing that divides work into individual, indivisible operations, called
transactions. A transaction processing system (TPS) or transaction server is a software system, or
software/hardware combination, that supports transaction processing.

History
The first transaction processing systems was American Airlines SABRE system[citation needed], which became
operational in 1960. Designed to process up to 83,000 transactions a day, the system ran on two IBM 7090
computers. SABRE was migrated to IBM System/360 computers in 1972, and became an IBM product first as
Airline control Program (ACP) and later as Transaction Processing Facility (TPF). In addition to airlines TPF is
used by large banks, credit card companies, and hotel chains.
The Hewlett-Packard NonStop system (formerly Tandem NonStop) was a hardware and software system designed
for Online Transaction Processing (OLTP) introduced in 1976. The systems were designed for transaction
processing and provided an extreme level of availability and data integrity.

List of transaction processing systems
• IBM Transaction Processing Facility (TPF) - 1960. Unlike most other transaction processing systems TPF is a

dedicated operating system for transaction processing on IBM System z mainframes. Originally Airline Control
Program (ACP).

• IBM Information Management System (IMS) - 1966. A joint hierarchical database and information management
system with extensive transaction processing capabilities. Runs on OS/360 and successors.

• IBM Customer Information Control System (CICS) - 1969. A transaction manager designed for rapid,
high-volume online processing, CICS originally used standard system datasets, but now has a connection to
IBM's DB/2 relational database system. Runs on OS/360 and successors and DOS/360 and successors, IBM AIX,
VM, and OS/2. Non-mainframe versions are called TXSeries.

• Tuxedo - 1980s. Transactions for Unix, Extended for Distributed Operations developed by AT&T Corporation,
now owned by Oracle Corporation. Tuxedo is a cross-platform TPS.

• UNIVAC Transaction Interface Package (TIP) - 1970s. A transaction processing monitor for UNIVAC 1100/2200
series computers.

• Burroughs Corporation supported transaction processing capabilities in its MCP operating systems. As of 2012
UNISYS ClearPath Enterprise Servers include Transaction Server, "an extremely flexible, high-performance
message and application control system."

• Digital Equipment Corporation (DEC) Application Control and Management System (ACMS) - 1985. "Provides
an environment for creating and controlling online transaction processing (OLTP) applications on the VMS
operating system." Runs on VAX/VMS systems.

• Digital Equipment Corporation (DEC) Message Control System (MCS-10) for PDP-10 TOPS-10 systems.
• Honeywell Multics Transaction Processing. Feature (TP) - 1979.
• Transaction Management eXecutive (TMX) was NCR Corporation's proprietary transaction processing system

running on NCR Tower 5000-series systems. This system was used mainly by financial institutions in the 1980s
and 1990s.

• Hewlett-Packard NonStop system - 1976. NonStop is an integrated hardware and software system specifically
designed for transaction processing. Originally from Tandem Computers.

• Transarc Encina - 1991. Transarc was purchased by IBM in 1994. Encina was discontinued as a product and
folded into IBM's TXSeries. Encina support was discontinued in 2006.
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Processing types
Transaction processing is distinct from other computer processing models — batch processing, time-sharing, and
real-time processing.

Batch processing
Batch processing is execution of a series of programs (jobs) on a computer without manual intervention. Several
transactions, called a batch are collected and processed at the same time. The results of each transaction are not
immediately available when the transaction is being entered;[1] there is a time delay.

Real-time processing
"Real time systems attempt to guarantee an appropriate response to a stimulus or request quickly enough to affect the
conditions that caused the stimulus." Each transaction in real-time processing is unique; it is not part of a group of
transactions.

Time-sharing
Time sharing is the sharing of a computer system among multiple users, usually giving each user the illusion that
they have exclusive control of the system. The users may be working on the same project or different projects, but
there are usually few restrictions on the type of work each user is doing.

Transaction processing
Transaction processing systems also attempt to provide predictable response times to requests, although this is not as
critical as for real-time systems. Rather than allowing the user to run arbitrary programs as time-sharing, transaction
processing allows only predefined, structured transactions. Each transaction is usually short duration and the
processing activity for each transaction is programmed in advance.

Transaction processing system features
The following features are considered important in evaluating transaction processing systems.

Performance
Fast performance with a rapid response time is critical. Transaction processing systems are usually measured by the
number of transactions they can process in a given period of time.

Continuous availability
The system must be available during the time period when the users are entering transactions. Many organizations
rely heavily on their TPS; a breakdown will disrupt operations or even stop the business.

Data integrity
The system must be able to handle hardware or software problems without corrupting data. Multiple users must be
protected from attempting to change the same piece of data at the same time, for example two operators cannot sell
the same seat on an airplane.
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Ease of use
Often users of transaction processing systems are casual users. The system should be simple for them to understand,
protect them from data-entry errors as much as possible, and allow them to easily correct their errors.

Modular growth
The system should be capable of growth at incremental costs, rather than requiring a complete replacement. It should
be possible to add, replace, or update hardware and software components without shutting down the system.

Databases and files
A database is an organized collection of data. Databases offer fast retrieval times for non-structured requests as in a
typical transaction processing application.
Databases may be constructed using hierarchical, network, or relational structures.
• Hierarchical structure: organizes data in a series of levels. Its top to bottom like structure consists of nodes and

branches; each child node has branches and is only linked to one higher level parent node.
•• Network structure: network structures also organizes data using nodes and branches. But, unlike hierarchical,

each child node can be linked to multiple, higher parent nodes.
•• Relational structure: a relational database organizes its data in a series of related tables. This gives flexibility as

relationships between the tables are built.

A hierarchical structure. A network structure. A relational structure.

The following features are desirable in a database system used in transaction processing systems:
• Good data placement: The database should be designed to access patterns of data from many simultaneous

users.
• Short transactions: Short transactions enables quick processing. This avoids concurrency and paces the systems.
• Real-time backup: Backup should be scheduled between low times of activity to prevent lag of the server.
• High normalization: This lowers redundant information to increase the speed and improve concurrency, this also

improves backups.
• Archiving of historical data: Uncommonly used data are moved into other databases or backed up tables. This

keeps tables small and also improves backup times.
• Good hardware configuration: Hardware must be able to handle many users and provide quick response times.
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Backup procedures

A Dataflow Diagram of backup and recovery
procedures.

Since business organizations have become very dependent on
TPSs, a breakdown in their TPS may stop the business' regular
routines and thus stopping its operation for a certain amount of
time. In order to prevent data loss and minimize disruptions when
a TPS breaks down a well-designed backup and recovery
procedure is put into use. The recovery process can rebuild the
system when it goes down.

Recovery process

A TPS may fail for many reasons. These reasons could include a
system failure, human errors, hardware failure, incorrect or invalid
data, computer viruses, software application errors or natural or man-made disasters. As it's not possible to prevent
all TPS failures, a TPS must be able to cope with failures. The TPS must be able to detect and correct errors when
they occur. A TPS will go through a recovery of the database to cope when the system fails, it involves the backup,
journal, checkpoint, and recovery manager:

•• Journal: A journal maintains an audit trail of transactions and database changes. Transaction logs and Database
change logs are used, a transaction log records all the essential data for each transactions, including data values,
time of transaction and terminal number. A database change log contains before and after copies of records that
have been modified by transactions.

• Checkpoint: The purpose of checkpointing is to provide a snapshot of the data within the database. A checkpoint,
in general, is any identifier or other reference that identifies the state of the database at a point in time.
Modifications to database pages are performed in memory and are not necessarily written to disk after every
update. Therefore, periodically, the database system must perform a checkpoint to write these updates which are
held in-memory to the storage disk. Writing these updates to storage disk creates a point in time in which the
database system can apply changes contained in a transaction log during recovery after an unexpected shut down
or crash of the database system.

If a checkpoint is interrupted and a recovery is required, then the database system must start recovery from a
previous successful checkpoint. Checkpointing can be either transaction-consistent or non-transaction-consistent
(called also fuzzy checkpointing). Transaction-consistent checkpointing produces a persistent database image that is
sufficient to recover the database to the state that was externally perceived at the moment of starting the
checkpointing. A non-transaction-consistent checkpointing results in a persistent database image that is insufficient
to perform a recovery of the database state. To perform the database recovery, additional information is needed,
typically contained in transaction logs. Transaction consistent checkpointing refers to a consistent database, which
doesn't necessarily include all the latest committed transactions, but all modifications made by transactions, that were
committed at the time checkpoint creation was started, are fully present. A non-consistent transaction refers to a
checkpoint which is not necessarily a consistent database, and can't be recovered to one without all log records
generated for open transactions included in the checkpoint. Depending on the type of database management system
implemented a checkpoint may incorporate indexes or storage pages (user data), indexes and storage pages. If no
indexes are incorporated into the checkpoint, indexes must be created when the database is restored from the
checkpoint image.
•• Recovery Manager: A recovery manager is a program which restores the database to a correct condition which

can restart the transaction processing.
Depending on how the system failed, there can be two different recovery procedures used. Generally, the procedures 
involves restoring data that has been collected from a backup device and then running the transaction processing
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again. Two types of recovery are backward recovery and forward recovery:
• Backward recovery: used to undo unwanted changes to the database. It reverses the changes made by transactions

which have been aborted.
• Forward recovery: it starts with a backup copy of the database. The transaction will then reprocess according to

the transaction journal that occurred between the time the backup was made and the present time.

Types of back-up procedures

There are two main types of Back-up Procedures: Grandfather-father-son and Partial backups:

Grandfather-father-son

This procedure refers to at least three generations of backup master files. thus, the most recent backup is the son, the
oldest backup is the grandfather. It's commonly used for a batch transaction processing system with a magnetic tape.
If the system fails during a batch run, the master file is recreated by using the son backup and then restarting the
batch. However if the son backup fails, is corrupted or destroyed, then the previous generation of backup (the father)
is used. Likewise, if that fails, then the generation of backup previous to the father (i.e. the grandfather) is required.
Of course the older the generation, the more the data may be out of date. Organizations can have many generations
of backup.

Partial backups

This only occurs when parts of the master file are backed up. The master file is usually backed up to magnetic tape at
regular times, this could be daily, weekly or monthly. Completed transactions since the last backup are stored
separately and are called journals, or journal files. The master file can be recreated from the journal files on the
backup tape if the system is to fail.

Updating in a batch

This is used when transactions are recorded on paper (such as bills and invoices) or when it's being stored on a
magnetic tape. Transactions will be collected and updated as a batch when it's convenient or economical to process
them. Historically, this was the most common method as the information technology did not exist to allow real-time
processing.
The two stages in batch processing are:
•• Collecting and storage of the transaction data into a transaction file - this involves sorting the data into sequential

order.
•• Processing the data by updating the master file - which can be difficult, this may involve data additions, updates

and deletions which may require being performed in a certain order. If an error occurs, then the entire batch fails.
Updating in batch requires sequential access - since it uses a magnetic tape this is the only way to access data. A
batch will start at the beginning of the tape, then reading it from the order it was stored; it's very time-consuming to
locate specific transactions.
The information technology used includes a secondary storage medium which can store large quantities of data
inexpensively (thus the common choice of a magnetic tape). The software used to collect data does not have to be
online - it doesn't even need a user interface.
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Updating in real-time

This is the immediate processing of data. It provides instant confirmation of a transaction. It may involve a large
number of users who are simultaneously performing transactions which change data. Because of advances in
technology (such as the increase in the speed of data transmission and larger bandwidth), real-time updating is
possible.
Steps in a real-time update involve the sending of a transaction data to an online database in a master file. The person
providing information is usually able to help with error correction and receives confirmation of the transaction
completion.
Updating in real-time uses direct access of data. This occurs when data are accessed without accessing previous data
items. The storage device stores data in a particular location based on a mathematical procedure. This will then be
calculated to find an approximate location of the data. If data are not found at this location, it will search through
successive locations until it's found.
The information technology used could be a secondary storage medium that can store large amounts of data and
provide quick access (thus the common choice of a magnetic disk).
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Priority inversion
In computer science, priority inversion is a problematic scenario in scheduling in which a high priority task is
indirectly preempted by a medium priority task effectively "inverting" the relative priorities of the two tasks.
This violates the priority model that high priority tasks can only be prevented from running by higher priority tasks
and briefly by low priority tasks which will quickly complete their use of a resource shared by the high and low
priority tasks.

Example of a priority inversion
Consider two tasks H and L, of high and low priority respectively, either of which can acquire exclusive use of a
shared resource R. If H attempts to acquire R after L has acquired it, then H becomes unrunnable until L relinquishes
the resource. The use of the shared exclusive-use resource when properly designed is such that L relinquishes R
promptly enough that H's priority use is not hindered excessively. In spite of the good design of these two
cooperating tasks, the surprising behavior, priority inversion, occurs when any third task M of medium priority
becomes runnable during L's use of R. Once H becomes unrunnable, M is the highest priority runnable task, thus it
runs and while it does L cannot relinquish R. So in this scenario, the medium priority task preempts the high priority
task, resulting in a priority inversion.
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Consequences
In some cases, priority inversion can occur without causing immediate harm—the delayed execution of the high
priority task goes unnoticed, and eventually the low priority task releases the shared resource. However, there are
also many situations in which priority inversion can cause serious problems. If the high priority task is left starved of
the resources, it might lead to a system malfunction or the triggering of pre-defined corrective measures, such as a
watch dog timer resetting the entire system. The trouble experienced by the Mars lander "Mars Pathfinder"[1][2] is a
classic example of problems caused by priority inversion in realtime systems.
Priority inversion can also reduce the perceived performance of the system. Low priority tasks usually have a low
priority because it is not important for them to finish promptly (for example, they might be a batch job or another
non-interactive activity). Similarly, a high priority task has a high priority because it is more likely to be subject to
strict time constraints—it may be providing data to an interactive user, or acting subject to realtime response
guarantees. Because priority inversion results in the execution of a lower priority task blocking the high priority task,
it can lead to reduced system responsiveness, or even the violation of response time guarantees.
A similar problem called deadline interchange can occur within earliest deadline first scheduling (EDF).

Solutions
The existence of this problem has been known since the 1970s. Lampson and Redell published one of the first papers
to point out the priority inversion problem. Systems such as the UNIX kernel were already addressing the problem
with the splx() primitive. There is no fool-proof method to predict the situation. There are however many existing
solutions, of which the most common ones are:
Disabling all interrupts to protect critical sections

When disabled interrupts are used to prevent priority inversion, there are only two priorities: preemptible, and
interrupts disabled. With no third priority, inversion is impossible. Since there's only one piece of lock data
(the interrupt-enable bit), misordering locking is impossible, and so deadlocks cannot occur. Since the critical
regions always run to completion, hangs do not occur. Note that this only works if all interrupts are disabled. If
only a particular hardware device's interrupt is disabled, priority inversion is reintroduced by the hardware's
prioritization of interrupts. In early versions of UNIX, a series of primitives named splx(0) ... splx(7) disabled
all interrupts up through the given priority. By properly choosing the highest priority of any interrupt that ever
entered the critical section, the priority inversion problem could be solved without locking out all of the
interrupts. Ceilings were assigned in rate-monotonic order, i.e. the slower devices had lower priorities.
In multiple CPU systems, a simple variation, "single shared-flag locking" is used. This scheme provides a
single flag in shared memory that is used by all CPUs to lock all inter-processor critical sections with a
busy-wait. Interprocessor communications are expensive and slow on most multiple CPU systems. Therefore,
most such systems are designed to minimize shared resources. As a result, this scheme actually works well on
many practical systems. These methods are widely used in simple embedded systems, where they are prized
for their reliability, simplicity and low resource use. These schemes also require clever programming to keep
the critical sections very brief. Many software engineers consider them impractical in general-purpose
computers.

A priority ceiling
With priority ceilings, the shared mutex process (that runs the operating system code) has a characteristic
(high) priority of its own, which is assigned to the task locking the mutex. This works well, provided the other
high priority task(s) that tries to access the mutex does not have a priority higher than the ceiling priority.

Priority inheritance
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Under the policy of priority inheritance, whenever a high priority task has to wait for some resource shared
with an executing low priority task, the low priority task is temporarily assigned the priority of the highest
waiting priority task for the duration of its own use of the shared resource, thus keeping medium priority tasks
from pre-empting the (originally) low priority task, and thereby affecting the waiting high priority task as well.
Once the resource is released, the low priority task continues at its original priority level.

Random boosting
Ready tasks holding locks are randomly boosted in priority until they exit the critical section. This solution is
used in Microsoft Windows.

Avoid blocking
Because priority inversion involves a low-priority task blocking a high-priority task, one way to avoid priority
inversion is to avoid blocking, for example by using Non-blocking synchronization or Read-copy-update.

References
[1] What Really Happened on Mars (http:/ / research. microsoft. com/ ~mbj/ Mars_Pathfinder/ Authoritative_Account. html) by Glenn Reeves of

the JPL Pathfinder team
[2] Explanation of priority inversion problem experienced by Mars Pathfinder (http:/ / research. microsoft. com/ ~mbj/ Mars_Pathfinder/ )

External links
• Description from FOLDOC (http:/ / foldoc. org/ priority+ inversion)
• Citations from CiteSeer (http:/ / citeseer. org/ cs?q=priority+ inversion)
• IEEE Priority Inheritance Paper by Sha, Rajkumar, Lehoczky (http:/ / portal. acm. org/ citation.

cfm?coll=GUIDE& dl=GUIDE& id=626613)
• Introduction to Priority Inversion by Michael Barr (http:/ / www. eetimes. com/ discussion/ other/ 4023947/

Introduction-to-Priority-Inversion)

http://en.wikipedia.org/w/index.php?title=Random_boosting
http://en.wikipedia.org/w/index.php?title=Microsoft_Windows
http://en.wikipedia.org/w/index.php?title=Non-blocking_synchronization
http://en.wikipedia.org/w/index.php?title=Read-copy-update
http://research.microsoft.com/~mbj/Mars_Pathfinder/Authoritative_Account.html
http://research.microsoft.com/~mbj/Mars_Pathfinder/
http://foldoc.org/priority+inversion
http://citeseer.org/cs?q=priority+inversion
http://portal.acm.org/citation.cfm?coll=GUIDE&dl=GUIDE&id=626613
http://portal.acm.org/citation.cfm?coll=GUIDE&dl=GUIDE&id=626613
http://www.eetimes.com/discussion/other/4023947/Introduction-to-Priority-Inversion
http://www.eetimes.com/discussion/other/4023947/Introduction-to-Priority-Inversion


Priority ceiling protocol 867

Priority ceiling protocol
In real-time computing, the priority ceiling protocol is a synchronization protocol for shared resources to avoid
unbounded priority inversion and mutual deadlock due to wrong nesting of critical sections. In this protocol each
resource is assigned a priority ceiling, which is a priority equal to the highest priority of any task which may lock the
resource.
For example, with priority ceilings, the shared mutex process (that runs the operating system code) has a
characteristic (high) priority of its own, which is assigned to the task locking the mutex. This works well, provided
the other high priority task(s) that tries to access the mutex does not have a priority higher than the ceiling priority.
In the Immediate Ceiling Priority Protocol (ICPP) when a task locks the resource its priority is temporarily raised
to the priority ceiling of the resource, thus no task that may lock the resource is able to get scheduled. This allows a
low priority task to defer execution of higher-priority tasks.
The Original Ceiling Priority Protocol (OCPP) has the same worst-case performance, but is subtly different in the
implementation which can provide finer grained priority inheritance control mechanism than ICPP. Under this
approach, a task can lock a resource only if its dynamic priority is higher than the current system priority. (The
dynamic priority of a task is the maximum of its own static priority and any it inherits due to it blocking
higher-priority processes. The system current priority is the ceiling of the resource having the highest ceiling among
those locked by other tasks currently.) Otherwise the task is blocked, and its priority is inherited by the task currently
holding the resource that gives the current system priority.
A task will not get scheduled if any resource it may lock actually has been locked by another task, and therefore the
priority ceiling protocol prevents deadlocks.
ICPP is called "Ceiling Locking" in Ada, "Priority Protect Protocol" in POSIX and "Priority Ceiling Emulation" in
RTSJ. It is also known as "Highest Locker's Priority Protocol" (HLP). [1]

ICPP versus OCPP
The worst-case behaviour of the two ceiling schemes is identical from a scheduling view point. However, there are
some differences:[2]

•• ICPP is easier to implement than OCPP, as blocking relationships need not be monitored
•• ICPP leads to fewer context switches as blocking is prior to first execution
•• ICPP requires more priority movements as this happens with all resource usage
•• OCPP changes priority only if an actual block has occurred
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Priority inheritance
In real-time computing, priority inheritance is a method for eliminating priority inversion problems. Using this
programming method, a process scheduling algorithm will increase the priority of a process to the maximum priority
of any process waiting for any resource on which the process has a resource lock.
The basic idea of the priority inheritance protocol is that when a job blocks one or more high-priority jobs, it ignores
its original priority assignment and executes its critical section at the highest priority level over all the jobs it blocks.
After executing its critical section, the job returns to its original priority level.

Example
Consider three jobs:

Job Name Priority

H High

M Medium

L Low

Suppose H is blocked by L for some shared resource. The priority inheritance protocol requires that L executes its
critical section at the (high) priority of H. As a result, M will be unable to preempt L and will be blocked. That is, the
higher-priority job M must wait for the critical section of the lower priority job L to be executed, because L now
inherits the priority of H. When L exits its critical section, it regains its original (low) priority and awakens H (which
was blocked by L). H, having high priority, immediately preempts L and runs to completion. This enables M and L
to resume in succession and run to completion.
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Query Optimization and Indexing

Query optimization
Query optimization is a function of many relational database management systems. The query optimizer attempts
to determine the most efficient way to execute a given query by considering the possible query plans.
Generally, the query optimizer cannot be accessed directly by users: once queries are submitted to database server,
and parsed by the parser, they are then passed to the query optimizer where optimization occurs. However, some
database engines allow guiding the query optimizer with hints.
A query is a request for information from a database. It can be as simple as "finding the address of a person with SS#
123-45-6789," or more complex like "finding the average salary of all the employed married men in California
between the ages 30 to 39, that earn less than their wives." Queries results are generated by accessing relevant
database data and manipulating it in a way that yields the requested information. Since database structures are
complex, in most cases, and especially for not-very-simple queries, the needed data for a query can be collected from
a database by accessing it in different ways, through different data-structures, and in different orders. Each different
way typically requires different processing time. Processing times of a same query may have large variance, from a
fraction of a second to hours, depending on the way selected. The purpose of query optimization, which is an
automated process, is to find the way to process a given query in minimum time. The large possible variance in time
justifies performing query optimization, though finding the exact optimal way to execute a query, among all
possibilities, is typically very complex, time consuming by itself, may be too costly, and often practically impossible.
Thus query optimization typically tries to approximate the optimum by comparing several common-sense
alternatives to provide in a reasonable time a "good enough" plan which typically does not deviate much from the
best possible result.

General considerations
There is a trade-off between the amount of time spent figuring out the best query plan and the quality of the choice;
the optimizer may not choose the best answer on its own. Different qualities of database management systems have
different ways of balancing these two. Cost-based query optimizers evaluate the resource footprint of various query
plans and use this as the basis for plan selection. These assign an estimated "cost" to each possible query plan, and
choose the plan with the smallest cost. Costs are used to estimate the runtime cost of evaluating the query, in terms
of the number of I/O operations required, CPU path length, amount of disk buffer space, disk storage service time,
and interconnect usage between units of parallelism, and other factors determined from the data dictionary. The set
of query plans examined is formed by examining the possible access paths (e.g., primary index access, secondary
index access, full file scan) and various relational table join techniques (e.g., merge join, hash join, product join).
The search space can become quite large depending on the complexity of the SQL query. There are two types of
optimization. These consist of logical optimization—which generates a sequence of relational algebra to solve the
query—and physical optimization—which is used to determine the means of carrying out each operation.
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Implementation
Most query optimizers represent query plans as a tree of "plan nodes". A plan node encapsulates a single operation
that is required to execute the query. The nodes are arranged as a tree, in which intermediate results flow from the
bottom of the tree to the top. Each node has zero or more child nodes—those are nodes whose output is fed as input
to the parent node. For example, a join node will have two child nodes, which represent the two join operands,
whereas a sort node would have a single child node (the input to be sorted). The leaves of the tree are nodes which
produce results by scanning the disk, for example by performing an index scan or a sequential scan.

Join ordering
The performance of a query plan is determined largely by the order in which the tables are joined. For example,
when joining 3 tables A, B, C of size 10 rows, 10,000 rows, and 1,000,000 rows, respectively, a query plan that joins
B and C first can take several orders-of-magnitude more time to execute than one that joins A and C first. Most
query optimizers determine join order via a dynamic programming algorithm pioneered by IBM's System R database
project [citation needed]. This algorithm works in two stages:
1. First, all ways to access each relation in the query are computed. Every relation in the query can be accessed via a

sequential scan. If there is an index on a relation that can be used to answer a predicate in the query, an index scan
can also be used. For each relation, the optimizer records the cheapest way to scan the relation, as well as the
cheapest way to scan the relation that produces records in a particular sorted order.

2. The optimizer then considers combining each pair of relations for which a join condition exists. For each pair, the
optimizer will consider the available join algorithms implemented by the DBMS. It will preserve the cheapest
way to join each pair of relations, in addition to the cheapest way to join each pair of relations that produces its
output according to a particular sort order.

3.3. Then all three-relation query plans are computed, by joining each two-relation plan produced by the previous
phase with the remaining relations in the query.

sort order can avoid a redundant sort operation later on in processing the query. Second, a particular sort order can
speed up a subsequent join because it clusters the data in a particular way.

Query planning for nested SQL queries
A SQL query to a modern relational DBMS does more than just selections and joins. In particular, SQL queries often
nest several layers of SPJ blocks (Select-Project-Join), by means of group by, exists, and not exists operators. In
some cases such nested SQL queries can be flattened into a select-project-join query, but not always. Query plans for
nested SQL queries can also be chosen using the same dynamic programming algorithm as used for join ordering,
but this can lead to an enormous escalation in query optimization time. So some database management systems use
an alternative rule-based approach that uses a query graph model.

Cost estimation
One of the hardest problems in query optimization is to accurately estimate the costs of alternative query plans. 
Optimizers cost query plans using a mathematical model of query execution costs that relies heavily on estimates of 
the cardinality, or number of tuples, flowing through each edge in a query plan. Cardinality estimation in turn 
depends on estimates of the selection factor of predicates in the query. Traditionally, database systems estimate 
selectivities through fairly detailed statistics on the distribution of values in each column, such as histograms. This 
technique works well for estimation of selectivities of individual predicates. However many queries have 
conjunctions of predicates such as select count(*) from R where R.make='Honda' and 

R.model='Accord' . Query predicates are often highly correlated (for example, model='Accord' implies 
make='Honda'), and it is very hard to estimate the selectivity of the conjunct in general. Poor cardinality 
estimates and uncaught correlation are one of the main reasons why query optimizers pick poor query plans. This is
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one reason why a database administrator should regularly update the database statistics, especially after major data
loads/unloads.
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Query optimizer
Query optimization is a function of many relational database management systems. The query optimizer attempts
to determine the most efficient way to execute a given query by considering the possible query plans.
Generally, the query optimizer cannot be accessed directly by users: once queries are submitted to database server,
and parsed by the parser, they are then passed to the query optimizer where optimization occurs. However, some
database engines allow guiding the query optimizer with hints.
A query is a request for information from a database. It can be as simple as "finding the address of a person with SS#
123-45-6789," or more complex like "finding the average salary of all the employed married men in California
between the ages 30 to 39, that earn less than their wives." Queries results are generated by accessing relevant
database data and manipulating it in a way that yields the requested information. Since database structures are
complex, in most cases, and especially for not-very-simple queries, the needed data for a query can be collected from
a database by accessing it in different ways, through different data-structures, and in different orders. Each different
way typically requires different processing time. Processing times of a same query may have large variance, from a
fraction of a second to hours, depending on the way selected. The purpose of query optimization, which is an
automated process, is to find the way to process a given query in minimum time. The large possible variance in time
justifies performing query optimization, though finding the exact optimal way to execute a query, among all
possibilities, is typically very complex, time consuming by itself, may be too costly, and often practically impossible.
Thus query optimization typically tries to approximate the optimum by comparing several common-sense
alternatives to provide in a reasonable time a "good enough" plan which typically does not deviate much from the
best possible result.
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General considerations
There is a trade-off between the amount of time spent figuring out the best query plan and the quality of the choice;
the optimizer may not choose the best answer on its own. Different qualities of database management systems have
different ways of balancing these two. Cost-based query optimizers evaluate the resource footprint of various query
plans and use this as the basis for plan selection. These assign an estimated "cost" to each possible query plan, and
choose the plan with the smallest cost. Costs are used to estimate the runtime cost of evaluating the query, in terms
of the number of I/O operations required, CPU path length, amount of disk buffer space, disk storage service time,
and interconnect usage between units of parallelism, and other factors determined from the data dictionary. The set
of query plans examined is formed by examining the possible access paths (e.g., primary index access, secondary
index access, full file scan) and various relational table join techniques (e.g., merge join, hash join, product join).
The search space can become quite large depending on the complexity of the SQL query. There are two types of
optimization. These consist of logical optimization—which generates a sequence of relational algebra to solve the
query—and physical optimization—which is used to determine the means of carrying out each operation.

Implementation
Most query optimizers represent query plans as a tree of "plan nodes". A plan node encapsulates a single operation
that is required to execute the query. The nodes are arranged as a tree, in which intermediate results flow from the
bottom of the tree to the top. Each node has zero or more child nodes—those are nodes whose output is fed as input
to the parent node. For example, a join node will have two child nodes, which represent the two join operands,
whereas a sort node would have a single child node (the input to be sorted). The leaves of the tree are nodes which
produce results by scanning the disk, for example by performing an index scan or a sequential scan.

Join ordering
The performance of a query plan is determined largely by the order in which the tables are joined. For example,
when joining 3 tables A, B, C of size 10 rows, 10,000 rows, and 1,000,000 rows, respectively, a query plan that joins
B and C first can take several orders-of-magnitude more time to execute than one that joins A and C first. Most
query optimizers determine join order via a dynamic programming algorithm pioneered by IBM's System R database
project [citation needed]. This algorithm works in two stages:
1. First, all ways to access each relation in the query are computed. Every relation in the query can be accessed via a

sequential scan. If there is an index on a relation that can be used to answer a predicate in the query, an index scan
can also be used. For each relation, the optimizer records the cheapest way to scan the relation, as well as the
cheapest way to scan the relation that produces records in a particular sorted order.

2. The optimizer then considers combining each pair of relations for which a join condition exists. For each pair, the
optimizer will consider the available join algorithms implemented by the DBMS. It will preserve the cheapest
way to join each pair of relations, in addition to the cheapest way to join each pair of relations that produces its
output according to a particular sort order.

3.3. Then all three-relation query plans are computed, by joining each two-relation plan produced by the previous
phase with the remaining relations in the query.

sort order can avoid a redundant sort operation later on in processing the query. Second, a particular sort order can
speed up a subsequent join because it clusters the data in a particular way.
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Query planning for nested SQL queries
A SQL query to a modern relational DBMS does more than just selections and joins. In particular, SQL queries often
nest several layers of SPJ blocks (Select-Project-Join), by means of group by, exists, and not exists operators. In
some cases such nested SQL queries can be flattened into a select-project-join query, but not always. Query plans for
nested SQL queries can also be chosen using the same dynamic programming algorithm as used for join ordering,
but this can lead to an enormous escalation in query optimization time. So some database management systems use
an alternative rule-based approach that uses a query graph model.

Cost estimation
One of the hardest problems in query optimization is to accurately estimate the costs of alternative query plans.
Optimizers cost query plans using a mathematical model of query execution costs that relies heavily on estimates of
the cardinality, or number of tuples, flowing through each edge in a query plan. Cardinality estimation in turn
depends on estimates of the selection factor of predicates in the query. Traditionally, database systems estimate
selectivities through fairly detailed statistics on the distribution of values in each column, such as histograms. This
technique works well for estimation of selectivities of individual predicates. However many queries have
conjunctions of predicates such as select count(*) from R where R.make='Honda' and

R.model='Accord' . Query predicates are often highly correlated (for example, model='Accord' implies
make='Honda'), and it is very hard to estimate the selectivity of the conjunct in general. Poor cardinality
estimates and uncaught correlation are one of the main reasons why query optimizers pick poor query plans. This is
one reason why a database administrator should regularly update the database statistics, especially after major data
loads/unloads.
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Query plan
A query plan (or query execution plan) is an ordered set of steps used to access data in a SQL relational database
management system. This is a specific case of the relational model concept of access plans.
Since SQL is declarative, there are typically a large number of alternative ways to execute a given query, with
widely varying performance. When a query is submitted to the database, the query optimizer evaluates some of the
different, correct possible plans for executing the query and returns what it considers the best alternative. Because
query optimizers are imperfect, database users and administrators sometimes need to manually examine and tune the
plans produced by the optimizer to get better performance.

Generating query plans
A given database management system may offer one or more mechanisms for returning the plan for a given query.
Some packages feature tools which will generate a graphical representation of a query plan. Other tools allow a
special mode to be set on the connection to cause the DBMS to return a textual description of the query plan.
Another mechanism for retrieving the query plan involves querying a virtual database table after executing the query
to be examined. In Oracle, for instance, this can be achieved using the EXPLAIN PLAN statement.

Graphical plans

The SQL Server Management Studio tool which ships with Microsoft SQL Server, for example, shows this graphical plan when executing this
two-table join against a sample database:

SELECT *

FROM HumanResources.Employee AS e

    INNER JOIN Person.Contact AS c

    ON e.ContactID = c.ContactID

ORDER BY c.LastName

The UI allows exploration of various attributes of the operators involved in the query plan, including the operator type, the number of rows each
operator consumes or produces, and the expected cost of each operator's work.

Textual plans
The textual plan given for the same query in the screenshot is shown here:

StmtText

----

  |--Sort(ORDER BY:([c].[LastName] ASC))

       |--Nested Loops(Inner Join, OUTER REFERENCES:([e].[ContactID], 

[Expr1004]) WITH UNORDERED PREFETCH)

            |--Clustered Index 

Scan(OBJECT:([AdventureWorks].[HumanResources].[Employee].[PK_Employee_EmployeeID]

 AS [e]))

            |--Clustered Index 

Seek(OBJECT:([AdventureWorks].[Person].[Contact].[PK_Contact_ContactID]

 AS [c]),

               

SEEK:([c].[ContactID]=[AdventureWorks].[HumanResources].[Employee].[ContactID]

 as [e].[ContactID]) ORDERED FORWARD)

http://en.wikipedia.org/w/index.php?title=Data_access
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It indicates that the query engine will do a scan over the primary key index on the Employee table and a matching
seek through the primary key index (the ContactID column) on the Contact table to find matching rows. The
resulting rows from each side will be shown to a nested loops join operator, sorted, then returned as the result set to
the connection.
In order to tune the query, the user must understand the different operators that the database may use, and which
ones might be more efficient than others while still providing semantically correct query results.

Database tuning
Reviewing the query plan can present opportunities for new indexes or changes to existing indexes. It can also show
that the database is not properly taking advantage of existing indexes (see query optimizer).

Query tuning
The query optimizer will not always choose the best query plan for a given query. In some databases the query plan
can be reviewed, problems found, and then the query optimizer given hints on how to improve it. In other databases
alternatives to express the same query (other queries that return the same results) can be tried. Some query tools can
generate embedded hints in the query, for use by the optimizer.
Some databases like Oracle provide a Plan table for query tuning. This plan table will return the cost and time for
executing a Query. In Oracle there are 2 optimization techniques:
1.1. CBO or Cost Based Optimization
2.2. RBO or Rule Based Optimization
The RBO is slowly being deprecated. For CBO to be used, all the tables referenced by the query must be analyzed.
To analyze a table, a package DBMS_STATS can be made use of.
The others methods for query optimization include:
1.1. SQL Trace
2.2. Oracle Trace
3.3. TKPROF
• Video tutorial on how to perform SQL performance tuning with reference to Oracle [1]

References
[1] http:/ / seeingwithc. org/ sqltuning. html
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Index (database)
A database index is a data structure that improves the speed of data retrieval operations on a database table at the
cost of additional writes and the use of more storage space to maintain the extra copy of data. Indexes are used to
quickly locate data without having to search every row in a database table every time a database table is accessed.
Indexes can be created using one or more columns of a database table, providing the basis for both rapid random
lookups and efficient access of ordered records.
An index is a copy of select columns of data from a table that can be searched very efficiently that also includes a
low level disk block address or direct link to the complete row of data it was copied from. Some databases extend the
power of indexing by allowing indices to be created on functions or expressions. For example, an index could be
created on upper(last_name), which would only store the upper case versions of the last_name field in the
index. Another option sometimes supported is the use of "filtered" indices, where index entries are created only for
those records that satisfy some conditional expression. A further aspect of flexibility is to permit indexing on
user-defined functions, as well as expressions formed from an assortment of built-in functions.

Usage

Support for fast lookup
Most database software includes indexing technology that enables sub-linear time lookup to improve performance,
as linear search is inefficient for large databases.
Suppose a database contains N data items and it is desired to retrieve one of them based on the value of one of the
fields. A naïve implementation would retrieve and examine each item until a match was not found. A successful
lookup would retrieve half the objects on average; an unsuccessful lookup all of them for each attempt. This means
that the number of operations in the worst case is O(N) or linear time. Since databases commonly contain millions of
objects and since lookup is a common operation, it is often desirable to improve on this performance.
An index is any data structure that improves the performance of lookup. There are many different data structures
used for this purpose, and in fact a substantial proportion of the field of computer science is devoted to the design
and analysis of index data structures. [citation needed] There are complex design trade-offs involving lookup
performance, index size, and index update performance. Many index designs exhibit logarithmic (O(log(N))) lookup
performance and in some applications it is possible to achieve flat (O(1)) performance.

Policing the database constraints
Indexes are used to police database constraints, such as UNIQUE, EXCLUSION, PRIMARY KEY and FOREIGN
KEY. An index may be declared as UNIQUE which creates an implicit constraint on the underlying table. Database
systems usually implicitly create an index on a set of columns declared PRIMARY KEY, and some are capable of
using an already existing index to police this constraint. Many database systems require that both referencing and
referenced sets of columns in a FOREIGN KEY constraint are indexed, thus improving performance of inserts,
updates and deletes to the tables participating in the constraint.
Some database systems support EXCLUSION constraint which ensures that for a newly inserted or updated record a
certain predicate would hold for no other record. This may be used to implement a UNIQUE constraint (with
equality predicate) or more complex constraints, like ensuring that no overlapping time ranges or no intersecting
geometry objects would be stored in the table. An index supporting fast searching for records satisfying the predicate
is required to police such a constraint.[1]
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Index architecture

Non-clustered
The data is present in arbitrary order, but the logical ordering is specified by the index. The data rows may be
spread throughout the table regardless of the value of the indexed column or expression. The non-clustered index
tree contains the index keys in sorted order, with the leaf level of the index containing the pointer to the record (page
and the row number in the data page in page-organized engines; row offset in file-organized engines).
In a non-clustered index
•• The physical order of the rows is not the same as the index order.
•• The indexed columns are typically non-primary key columns used in JOIN, WHERE, and ORDER BY clauses.
There can be more than one non-clustered index on a database table.

Clustered
Clustering alters the data block into a certain distinct order to match the index, resulting in the row data being stored
in order. Therefore, only one clustered index can be created on a given database table. Clustered indices can greatly
increase overall speed of retrieval, but usually only where the data is accessed sequentially in the same or reverse
order of the clustered index, or when a range of items is selected.
Since the physical records are in this sort order on disk, the next row item in the sequence is immediately before or
after the last one, and so fewer data block reads are required. The primary feature of a clustered index is therefore the
ordering of the physical data rows in accordance with the index blocks that point to them. Some databases separate
the data and index blocks into separate files, others put two completely different data blocks within the same
physical file(s).

Cluster
When multiple databases and multiple tables are joined, it's referred to as a cluster (not to be confused with clustered
index described above). The records for the tables sharing the value of a cluster key shall be stored together in the
same or nearby data blocks. This may improve the joins of these tables on the cluster key, since the matching records
are stored together and less I/O is required to locate them.[2] The data layout in the tables which are parts of the
cluster is defined by the cluster configuration. A cluster can be keyed with a B-Tree index or a hash table. The data
block in which the table record will be stored is defined by the value of the cluster key.

Column order
The order in which columns are listed in the index definition is important. It is possible to retrieve a set of row
identifiers using only the first indexed column. However, it is not possible or efficient (on most databases) to retrieve
the set of row identifiers using only the second or greater indexed column.
For example, imagine a phone book that is organized by city first, then by last name, and then by first name. If you
are given the city, you can easily extract the list of all phone numbers for that city. However, in this phone book it
would be very tedious to find all the phone numbers for a given last name. You would have to look within each city's
section for the entries with that last name. Some databases can do this, others just won’t use the index.
In the phone book example with an composite index created on the columns (city, last_name, first_name), if we
search by giving exact values for all the three fields, the search time will be minimal. But if we provide the values
for city and first_name only, the search will use only the city field to retrieve all the records matched. And then a
sequential lookup will be performed for checking the matching with first_name. So, to improve the performance, one
must ensure that the index is created on the order of search columns.

http://en.wikipedia.org/w/index.php?title=B-Tree
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Applications and limitations
Indices are useful for many applications but come with some limitations. Consider the following SQL statement:
SELECT first_name FROM people WHERE last_name = 'Smith';. To process this statement
without an index the database software must look at the last_name column on every row in the table (this is known
as a full table scan). With an index the database simply follows the B-tree data structure until the Smith entry has
been found; this is much less computationally expensive than a full table scan.
Consider this SQL statement: SELECT email_address FROM customers WHERE email_address
LIKE '%@yahoo.com';. This query would yield an email address for every customer whose email address ends
with "@yahoo.com", but even if the email_address column has been indexed the database must perform a full index
scan. This is because the index is built with the assumption that words go from left to right. With a wildcard at the
beginning of the search-term, the database software is unable to use the underlying B-tree data structure (in other
words, the WHERE-clause is not sargable). This problem can be solved through the addition of another index
created on reverse(email_address) and a SQL query like this: SELECT email_address FROM
customers WHERE reverse(email_address) LIKE reverse('%@yahoo.com');. This puts the
wild-card at the right-most part of the query (now moc.oohay@%) which the index on reverse(email_address) can
satisfy.
But when the wildcard characters are used on both sides of the search word as "%yahoo.com%", the index available
on this field will not be used. Rather only a sequential search will be performed which will take O(N) time. So, index
must be available on the columns on which the lookup is performed.

Types of indexes

Bitmap index
A bitmap index is a special kind of index that stores the bulk of its data as bit arrays (bitmaps) and answers most
queries by performing bitwise logical operations on these bitmaps. The most commonly used indexes, such as
B+trees, are most efficient if the values they index do not repeat or repeat a smaller number of times. In contrast, the
bitmap index is designed for cases where the values of a variable repeat very frequently. For example, the gender
field in a customer database usually contains two distinct values: male or female. For such variables, the bitmap
index can have a significant performance advantage over the commonly used trees.

Dense index
A dense index in databases is a file with pairs of keys and pointers for every record in the data file. Every key in this
file is associated with a particular pointer to a record in the sorted data file. In clustered indices with duplicate keys,
the dense index points to the first record with that key.[3]

Sparse index
A sparse index in databases is a file with pairs of keys and pointers for every block in the data file. Every key in this
file is associated with a particular pointer to the block in the sorted data file. In clustered indices with duplicate keys,
the sparse index points to the lowest search key in each block.
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Reverse index
A reverse key index reverses the key value before entering it in the index. E.g., the value 24538 becomes 83542 in
the index. Reversing the key value is particularly useful for indexing data such as sequence numbers, where new key
values monotonically increase.

Index implementations
Indices can be implemented using a variety of data structures. Popular indices include balanced trees, B+ trees and
hashes.
In Microsoft SQL Server, the leaf node of the clustered index corresponds to the actual data, not simply a pointer to
data that resides elsewhere, as is the case with a non-clustered index. Each relation can have a single clustered index
and many unclustered indices.

Index concurrency control
An index is typically being accessed concurrently by several transactions and processes, and thus needs concurrency
control. While in principle indexes can utilize the common database concurrency control methods, specialized
concurrency control methods for indexes exist, which are applied in conjunction with the common methods for a
substantial performance gain.

Covering index
In most cases, an index is used to quickly locate the data record(s) from which the required data is read. In other
words, the index is only used to locate data records in the table and not to return data.
A covering index is a special case where the index itself contains the required data field(s) and can return the data.
Consider the following table (other fields omitted):

ID Name Other Fields

12 Plug ...

13 Lamp ...

14 Fuse ...

To find the Name for ID 13, an index on (ID) will be useful, but the record must still be read to get the Name.
However, an index on (ID, Name) contains the required data field and eliminates the need to look up the record.
A covering index can dramatically speed up data retrieval but may itself be large due to the additional keys, which
slow down data insertion & update. To reduce such index size, some systems allow non-key fields to be included in
the index. Non-key fields are not themselves part of the index ordering but only included at the leaf level, allowing
for a covering index with less overall index size.
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Standardization
There is no standard about creating indexes because the ISO SQL Standard does not cover physical aspects. Indexes
are one of the physical parts of database conception among others like storage (tablespace or filegroups). RDBMS
vendors all give a CREATE INDEX syntax with some specific options which depends on functionalities they
provide to customers.

References
[1] PostgreSQL 9.1.2 Documentation: CREATE TABLE (http:/ / www. postgresql. org/ docs/ 9. 1/ static/ sql-createtable. html)
[2] Overview of Clusters (http:/ / download. oracle. com/ docs/ cd/ B12037_01/ server. 101/ b10743/ schema. htm#sthref1069) Oracle® Database

Concepts 10g Release 1 (10.1)
[3] Database Systems: The Complete Book. Hector Garcia-Molina, Jeffrey D. Ullman, Jennifer D. Widom

Partial index
In databases, a partial index, also known as filtered index is an index which has some condition applied to it so that
it includes a subset of rows in the table.
This allows the index to remain small, even though the table may be rather large, and have extreme selectivity.
Suppose you have a transaction table where entries start out with STATUS = 'A' (active), and then may pass through
other statuses ('P' for pending, 'W' for "being worked on") before reaching a final status, 'F', at which point it is no
longer likely to be processed again.
In PostgreSQL, a useful partial index might be defined as:

create index partial_status on txn_table (status) 

where status in ('A', 'P', 'W');

This index would not bother storing any of the millions of rows that have reached "final" status, 'F', and would allow
queries looking for transactions that still "need work" to efficiently search via this index.
Similarly, a partial index can be used to index only those rows where a column is not null, which will be of benefit
when the column usually is null.

create index partial_object_update on object_table (updated_on) 

where updated_on is not null;

This index would allow the following query to read only the updated tuples:

select * from object_table 

where updated_on is not null 

order by updated_on;

It is not necessary that the condition be the same as the index criterion; Stonebraker's paper below presents a number
of examples with indexes similar to the following:

create index partial_salary on employee(age) 

where salary > 2100;
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Support
In SQL Server, this type of index is called a filtered index. Partial indexes have been supported in PostgreSQL since
version 7.2, released in February 2002. SQLite supports partial indexes since version 3.8.0.
MySQL as of version 5.4 does not support partial indexes. In MySQL, the term "partial index" is sometimes used to
refer to prefix indexes, where only a truncated prefix of each value is stored in the index. This is another technique
for reducing index size.

References

External links
• The Case For Partial Indexes (http:/ / db. cs. berkeley. edu/ papers/ ERL-M89-17. pdf)

Expression index
An expression index is a database index that is built on a generic expression, rather than on a list of columns. This
allows indexes to be defined for common query conditions that depend on data in a table, but are not actually stored
in that table.
A common use for an expression index is to support case-insensitive searching or constraints. For example, if a web
site wants to make user names case-insensitive, but still preserve the case as originally entered by the user, a unique
index can be created on the upper- or lower-case representation of the user name:

CREATE UNIQUE INDEX site_user__user_name_lower ON site_user( lower(

user_name ) );

That will create a unique index on "lower(user_name)". Any queries that search on "lower(user_name)" could then
make use of that index:

SELECT user_id FROM site_user WHERE lower(user_name) = lower('Decibel');
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Reverse index
Database management systems provide multiple types of indexes to improve performance and data integrity across
diverse application. Index types include b-trees, bitmaps, and r-trees.
In database management systems, a reverse key index strategy reverses the key value before entering it in the
index.[1] E.g., the value 24538 becomes 83542 in the index. Reversing the key value is particularly useful for
indexing data such as sequence numbers, where each new key value is greater than the prior value, i.e., values
monotonically increase. Reverse key indexes have become particularly important in high volume transaction
processing systems because they reduce contention for index blocks.

Creating data
Reversed key indexes use b-tree structures, but preprocess key values before inserting them. Simplifying, b-trees
place similar values on a single index block, e.g., storing 24538 on the same block as 24539. This makes them
efficient both for looking up a specific value and for finding values within a range. However if the application inserts
values in sequence, each insert must have access to the newest block in the index in order to add the new value. If
many users attempt to insert at the same time, they all must write to that block and have to get in line, slowing down
the application. This is particularly a problem in clustered databases, which may require the block to be copied from
one computer's memory to another's to allow the next user to perform their insert.
Reversing the key spreads similar new values across the entire index instead of concentrating them in any one leaf
block. This means that 24538 appears on the same block as 14538 while 24539 goes to a different block, eliminating
this cause of contention. (Since 14538 would have been created long before 24538, their inserts don't interfere with
each other.)

Querying data
Reverse indexes are just as efficient as unreversed indexes for finding specific values, although they aren't helpful
for range queries. Range queries are uncommon for artificial values such as sequence numbers. When searching the
index, the query processor simply reverses the search target before looking it up.

Deleting data
Typically, applications delete data that is older on average before deleting newer data. Thus, data with lower
sequence numbers generally go before those with higher values. As time passes, in standard b-trees, index blocks for
lower values end up containing few values, with a commensurate increase in unused space, referred to as "rot". Rot
not only wastes space, but slows query speeds, because a smaller fraction of a rotten index's blocks fit in memory at
any one time. In a b-tree, if 14538 gets deleted, its index space remains empty. In a reverse index, if 14538 goes
before 24538 arrives, 24538 can reuse 14538's space.

Footnotes
[1] http:/ / richardfoote. wordpress. com/ 2008/ 01/ 14/ introduction-to-reverse-key-indexes-part-i/

External links
• http:/ / download. oracle. com/ docs/ cd/ A87860_01/ doc/ paraserv. 817/ a76970/ design. htm
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Bitmap index
A bitmap index is a special kind of database index that uses bitmaps.
Bitmap indexes have traditionally been considered to work well for low-cardinality columns, which have a modest
number of distinct values, either absolutely, or relative to the number of records that contain the data. The extreme
case of low cardinality is Boolean data (e.g.,Does a resident in a city have internet access?), which has two values,
True and False. Bitmap indexes use bit arrays (commonly called bitmaps) and answer queries by performing bitwise
logical operations on these bitmaps. Bitmap indexes have a significant space and performance advantage over other
structures for query of such data. Their drawback is they are less efficient than the traditional B-tree indexes for
columns whose data is frequently updated: consequently, they are more often employed in read-only systems that are
specialized for fast query - e.g., data warehouses, and generally unsuitable for online transaction processing
applications. However, this drawback appears to apply only to their implementation in relational database
management systems: certain non-relational DBMSs, notably Intersystems Cache, a hierarchical database, use
bitmap indexes for low-cardinality columns in transactional systems.
Some researchers argue that Bitmap indexes are also useful for moderate or even high-cardinality data (e.g.,
unique-valued data) which is accessed in a read-only manner, and queries access multiple bitmap-indexed columns
using the AND, OR or XOR operators extensively.[1]

Bitmap indexes are also useful in data warehousing applications for joining a large fact table to smaller dimension
tables such as those arranged in a star schema.

Example
Continuing the internet access example, a bitmap index may be logically viewed as follows:

Identifier HasInternet Bitmaps

Y N

1 Yes 1 0

2 No 0 1

3 No 0 1

4 Unspecified 0 0

5 Yes 1 0

On the left, Identifier refers to the unique number assigned to each resident, HasInternet is the data to be indexed, the
content of the bitmap index is shown as two columns under the heading bitmaps. Each column in the left illustration
is a bitmap in the bitmap index. In this case, there are two such bitmaps, one for "has internet" Yes and one for "has
internet" No. It is easy to see that each bit in bitmap Y shows whether a particular row refers to a person who has
internet access. This is the simplest form of bitmap index. Most columns will have more distinct values. For
example, the sales amount is likely to have a much larger number of distinct values. Variations on the bitmap index
can effectively index this data as well. We briefly review three such variations.
Note: many of the references cited here are reviewed at. For those who might be interested in experimenting with
some of the ideas mentioned here, many of them are implemented in open source software such as FastBit,[2] the
Lemur Bitmap Index C++ Library,[3] the Roaring Bitmap Java library,[4] the Apache Hive Data Warehouse system
and LucidDB.
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Compression
Software can compress each bitmap in a bitmap index to save space. There has been considerable amount of work on
this subject. Bitmap compression algorithms typically employ run-length encoding, such as the Byte-aligned Bitmap
Code, the Word-Aligned Hybrid code, the Partitioned Word-Aligned Hybrid (PWAH) compression, the Position List
Word Aligned Hybrid, the Compressed Adaptive Index (COMPAX), Enhanced Word-Aligned Hybrid (EWAH) and
the COmpressed 'N' Composable Integer SEt.[5] These compression methods require very little effort to compress
and decompress. More importantly, bitmaps compressed with BBC, WAH, COMPAX, PLWAH, EWAH and
CONCISE can directly participate in bitwise operations without decompression. This gives them considerable
advantages over generic compression techniques such as LZ77. BBC compression and its derivatives are used in a
commercial database management system. BBC is effective in both reducing index sizes and maintaining query
performance. BBC encodes the bitmaps in bytes, while WAH encodes in words, better matching current CPUs. "On
both synthetic data and real application data, the new word aligned schemes use only 50% more space, but perform
logical operations on compressed data 12 times faster than BBC." PLWAH bitmaps were reported to take 50% of the
storage space consumed by WAH bitmaps and offer up to 20% faster performance on logical operations. Similar
considerations can be done for CONCISE and Enhanced Word-Aligned Hybrid.
The performance of schemes such as BBC, WAH, PLWAH, EWAH, COMPAX and CONCISE is dependent on the
order of the rows. A simple lexicographical sort can divide the index size by 9 and make indexes several times faster.
The larger the table, the more important it is to sort the rows. Reshuffling techniques have also been proposed to
achieve the same results of sorting when indexing streaming data.

Encoding
Basic bitmap indexes use one bitmap for each distinct value. It is possible to reduce the number of bitmaps used by
using a different encoding method. For example, it is possible to encode C distinct values using log(C) bitmaps with
binary encoding.
This reduces the number of bitmaps, further saving space, but to answer any query, most of the bitmaps have to be
accessed. This makes it potentially not as effective as scanning a vertical projection of the base data, also known as a
materialized view or projection index. Finding the optimal encoding method that balances (arbitrary) query
performance, index size and index maintenance remains a challenge.
Without considering compression, Chan and Ioannidis analyzed a class of multi-component encoding methods and
came to the conclusion that two-component encoding sits at the kink of the performance vs. index size curve and
therefore represents the best trade-off between index size and query performance.

Binning
For high-cardinality columns, it is useful to bin the values, where each bin covers multiple values and build the
bitmaps to represent the values in each bin. This approach reduces the number of bitmaps used regardless of
encoding method. However, binned indexes can only answer some queries without examining the base data. For
example, if a bin covers the range from 0.1 to 0.2, then when the user asks for all values less than 0.15, all rows that
fall in the bin are possible hits and have to be checked to verify whether they are actually less than 0.15. The process
of checking the base data is known as the candidate check. In most cases, the time used by the candidate check is
significantly longer than the time needed to work with the bitmap index. Therefore, binned indexes exhibit irregular
performance. They can be very fast for some queries, but much slower if the query does not exactly match a bin.
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History
The concept of bitmap index was first introduced by Professor Israel Spiegler and Rafi Maayan in their research
"Storage and Retrieval Considerations of Binary Data Bases", published in 1985. The first commercial database
product to implement a bitmap index was Computer Corporation of America's Model 204. Patrick O'Neil published a
paper about this implementation in 1987. This implementation is a hybrid between the basic bitmap index (without
compression) and the list of Row Identifiers (RID-list). Overall, the index is organized as a B+tree. When the column
cardinality is low, each leaf node of the B-tree would contain long list of RIDs. In this case, it requires less space to
represent the RID-lists as bitmaps. Since each bitmap represents one distinct value, this is the basic bitmap index. As
the column cardinality increases, each bitmap becomes sparse and it may take more disk space to store the bitmaps
than to store the same content as RID-lists. In this case, it switches to use the RID-lists, which makes it a B+tree
index.

In-memory bitmaps
One of the strongest reasons for using bitmap indexes is that the intermediate results produced from them are also
bitmaps and can be efficiently reused in further operations to answer more complex queries. Many programming
languages support this as a bit array data structure. For example, Java has the BitSet [6] class.
Some database systems that do not offer persistent bitmap indexes use bitmaps internally to speed up query
processing. For example, PostgreSQL versions 8.1 and later implement a "bitmap index scan" optimization to speed
up arbitrarily complex logical operations between available indexes on a single table.
For tables with many columns, the total number of distinct indexes to satisfy all possible queries (with equality
filtering conditions on either of the fields) grows very fast, being defined by this formula:

.

A bitmap index scan combines expressions on different indexes, thus requiring only one index per column to support
all possible queries on a table.
Applying this access strategy to B-tree indexes can also combine range queries on multiple columns. In this
approach, a temporary in-memory bitmap is created with one bit for each row in the table (1 MiB can thus store over
8 million entries). Next, the results from each index are combined into the bitmap using bitwise operations. After all
conditions are evaluated, the bitmap contains a "1" for rows that matched the expression. Finally, the bitmap is
traversed and matching rows are retrieved. In addition to efficiently combining indexes, this also improves locality
of reference of table accesses, because all rows are fetched sequentially from the main table. The internal bitmap is
discarded after the query. If there are too many rows in the table to use 1 bit per row, a "lossy" bitmap is created
instead, with a single bit per disk page. In this case, the bitmap is just used to determine which pages to fetch; the
filter criteria are then applied to all rows in matching pages.
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Inverted index
In computer science, an inverted index (also referred to as postings file or inverted file) is an index data structure
storing a mapping from content, such as words or numbers, to its locations in a database file, or in a document or a
set of documents. The purpose of an inverted index is to allow fast full text searches, at a cost of increased
processing when a document is added to the database. The inverted file may be the database file itself, rather than its
index. It is the most popular data structure used in document retrieval systems, used on a large scale for example in
search engines. Several significant general-purpose mainframe-based database management systems have used
inverted list architectures, including ADABAS, DATACOM/DB, and Model 204.
There are two main variants of inverted indexes: A record level inverted index (or inverted file index or just
inverted file) contains a list of references to documents for each word. A word level inverted index (or full
inverted index or inverted list) additionally contains the positions of each word within a document. The latter form
offers more functionality (like phrase searches), but needs more time and space to be created.

Example
Given the texts

T[0] = "it is what it is"

T[1] = "what is it"

T[2] = "it is a banana"

we have the following inverted file index (where the integers in the set notation brackets refer to the indexes (or
keys) of the text symbols, T[0], T[1] etc.):

"a":      {2}

"banana": {2}

"is":     {0, 1, 2}

"it":     {0, 1, 2}

"what":   {0, 1}
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A term search for the terms "what", "is" and "it" would give the set
.

With the same texts, we get the following full inverted index, where the pairs are document numbers and local word
numbers. Like the document numbers, local word numbers also begin with zero. So, "banana": {(2, 3)}
means the word "banana" is in the third document (T[2]), and it is the fourth word in that document (position 3).

"a":      {(2, 2)}

"banana": {(2, 3)}

"is":     {(0, 1), (0, 4), (1, 1), (2, 1)}

"it":     {(0, 0), (0, 3), (1, 2), (2, 0)} 

"what":   {(0, 2), (1, 0)}

If we run a phrase search for "what is it" we get hits for all the words in both document 0 and 1. But the terms
occur consecutively only in document 1.

Applications
The inverted index data structure is a central component of a typical search engine indexing algorithm. A goal of a
search engine implementation is to optimize the speed of the query: find the documents where word X occurs. Once
a forward index is developed, which stores lists of words per document, it is next inverted to develop an inverted
index. Querying the forward index would require sequential iteration through each document and to each word to
verify a matching document. The time, memory, and processing resources to perform such a query are not always
technically realistic. Instead of listing the words per document in the forward index, the inverted index data structure
is developed which lists the documents per word.
With the inverted index created, the query can now be resolved by jumping to the word id (via random access) in the
inverted index.
In pre-computer times, concordances to important books were manually assembled. These were effectively inverted
indexes with a small amount of accompanying commentary that required a tremendous amount of effort to produce.
In bioinformatics, inverted indexes are very important in the sequence assembly of short fragments of sequenced
DNA. One way to find the source of a fragment is to search for it against a reference DNA sequence. A small
number of mismatches (due to differences between the sequenced DNA and reference DNA, or errors) can be
accounted for by dividing the fragment into smaller fragments—at least one subfragment is likely to match the
reference DNA sequence. The matching requires constructing an inverted index of all substrings of a certain length
from the reference DNA sequence. Since the human DNA contains more than 3 billion base pairs, and we need to
store a DNA substring for every index, and a 32-bit integer for index itself, the storage requirement for such an
inverted index would probably be in the tens of gigabytes.
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Sargable
In relational databases, a condition (or predicate) in a query is said to be sargable if the DBMS engine can take
advantage of an index to speed up the execution of the query. The term is derived from a contraction of Search
ARGument ABLE.
A query failing to be sargable is known as Non-Sargable query and has an effect in query time, so one of the steps in
query optimization is convert them to be sargable.
The typical situation that will make a sql query non-sargable is to include in the WHERE clause a function operating
on a column value. Note that the WHERE clause is not the only clause where sargability can matter; it can also have
an effect on ORDER BY, GROUP BY and HAVING clauses. The SELECT clause, on the other hand, can contain
non-sargable expressions without adversely affecting the performance.
• Sargable operators: =,>,<,>=,<=,BETWEEN,LIKE without leading %
• Sargable operators that rarely improve performance: <>,IN,OR,NOT IN, NOT EXISTS, NOT LIKE
• Non-sargable operators: LIKE with leading %
Rules of thumb
•• Avoid functions using table values in a sql condition.
•• Avoid non-sargable predicates and replace them with sargable equivalents.

Examples
• Non-Sargable: Select ... WHERE Year(date) = 2012
• Sargable: Select ... WHERE date >= '01-01-2012' AND date < '01-01-2013'
• Non-Sargable: Select ... WHERE isNull(FullName,'John Smith') = 'John Smith'
• Sargable: Select ... WHERE ((FullName = 'John Smith') OR (FullName IS NULL))
• Non-Sargable: Select ... WHERE SUBSTRING(DealerName,6) = 'Toyota'
• Sargable: Select ... WHERE DealerName Like 'Toyota%'
• Non-Sargable: Select ... WHERE DateDiff(mm,Date,GetDate()) >= 20
• Sargable: Select ... WHERE Date < DateAdd(mm,-20,GetDate())

References
• SQL Performance Tuning by Peter Gulutzan, Trudy Pelzer (Addison Wesley, 2002) ISBN 0-201-79169-2

(Chapter 2, Simple "Searches" [1])
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V-optimal histograms
Histograms are most commonly used as visual representations of data. However, database systems use histograms to
summarize data internally and provide size estimates for queries. These histograms are not presented to users or
displayed visually, so a wider range of options are available for their construction. Simple or exotic histograms are
defined by four parameters, Sort Value, Source Value, Partition Class and Partition Rule. The most basic histogram
is the equi-width histogram, where each bucket represents the same range of values. That histogram would be
defined as having a Sort Value of Value, a Source Value of Frequency, be in the Serial Partition Class and have a
Partition Rule stating that all buckets have the same range.
V-optimal histograms are an example of a more "exotic" histogram. V-optimality is a Partition Rule which states
that the bucket boundaries are to be placed as to minimize the cumulative weighted variance of the buckets.
Implementation of this rule is a complex problem and construction of these histograms is also a complex process.

Definition
A v-optimal histogram is based on the concept of minimizing a quantity which is called the weighted variance in this
context.[1] This is defined as

where the histogram consists of J bins or buckets, nj is the number of items contained in the jth bin and where Vj is
the variance between the values associated with the items in the jth bin.

Examples
The following example will construct a V-optimal histogram having a Sort Value of Value, a Source Value of
Frequency, and a Partition Class of Serial. In practice, almost all histograms used in research or commercial products
are of the Serial class, meaning that sequential sort values are placed in either the same bucket, or sequential buckets.
For example, values 1, 2, 3 and 4 will be in buckets 1 and 2, or buckets 1, 2 and 3, but never in buckets 1 and 3. That
will be taken as an assumption in any further discussion.
Take a simple set of data, for example, a list of integers:
1, 3, 4, 7, 2, 8, 3, 6, 3, 6, 8, 2, 1, 6, 3, 5, 3, 4, 7, 2, 6, 7, 2
Compute the value and frequency pairs (1, 2), (2, 4), (3, 5), (4, 2), (5, 1), (6, 4), (7, 3), (8, 2)
Our V-optimal histogram will have two buckets. Since one bucket must end at the data point for 8, we must decide
where to put the other bucket boundary. The V-optimality rule states that the cumulative weighted variance of the
buckets must be minimized. We will look at two options and compute the cumulative variance of those options.
Option 1: Bucket 1 contains values 1 through 4. Bucket 2 contains values 5 through 8.
Bucket 1:
Average frequency 3.25
Weighted variance 2.28
Bucket 2:
Average frequency 2.5
Weighted variance 2.19
Sum of Weighted Variance 4.47
Option 2: Bucket 1 contains values 1 through 2. Bucket 2 contains values 3 through 8.
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Bucket 1:
Average frequency 3
Weighted variance 1.41
Bucket 2:
Average frequency 2.83
Weighted variance 3.29
Sum of Weighted Variance 4.70
The first choice is better, so the histogram that would wind up being stored is Bucket 1: Range(1 - 4), Average
Frequency 3.25 Bucket 2: Range(5 - 8), Average Frequency 2.5

Advantages of V-optimality vs. equi-width or equi-depth
V-optimal histograms do a better job of estimating the bucket contents. A histogram is an estimation of the base data,
and any histogram will have errors. The partition rule used in VOptimal histograms attempts to have the smallest
variance possible among the buckets, which provides for a smaller error. Research done by Poosala and Ionnaidis 1
[2] has demonstrated that the most accurate estimation of data is done with a VOptimal histogram using value as a
sort parameter and frequency as a source parameter.

Disadvantages of V-optimality vs. equi-width or equi-depth
While the V-optimal histogram is more accurate, it does have drawbacks. It is a difficult structure to update. Any
changes to the source parameter could potentially result in having to re-build the histogram entirely, rather than
updating the existing histogram. An equi-width histogram does not have this problem. Equi-depth histograms will
experience this issue to some degree, but because the equi-depth construction is simpler, there is a lower cost to
maintain it. The difficulty in updating VOptimal histograms is an outgrowth of the difficulty involved in constructing
these histograms.

Construction issues
The above example is a simple one. There are only 7 choices of bucket boundaries. One could compute the
cumulative variance for all 7 options easily and choose the absolute best placement. However, as the range of values
gets larger and the number of buckets gets larger, the set of possible histograms grows exponentially and it becomes
a dauntingly complex problem to find the set of boundaries that provide the absolute minimum variance. A solution
is to give up on finding the absolute best solution and attempt to find a good solution instead. By creating random
solutions, using those as a starting point and improving upon them, one can find a solution that is a fair
approximation of the "best" solution. One construction method used to get around this problem is the Iterative
Improvement algorithm. Another is Simulated Annealing. The two may be combined in Two Phase Optimization, or
2PO. These algorithms are put forth in "Randomized Algorithms..." (cited below) as a method to optimize queries,
but the general idea may be applied to construction of V-optimal Histograms.

Iterative improvement
Iterative Improvement (II) is a fairly naive greedy algorithm. Starting from a random state, iterative steps in many
directions are considered. The step that offers the best improvement of cost (in this case Total Variance) is taken.
The process is repeated until one settles at the local minimum, where no further improvement is possible. Applied to
the construction of V-optimal histograms, the initial random state would be a set of values representing the bucket
boundary placements. The iterative improvement steps would involve moving each boundary until it was at its local
minimum, then moving to the next boundary and adjusting it accordingly.

http://citeseer.ist.psu.edu/poosala96improved.html
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Simulated Annealing
A basic explanation of Simulated Annealing is that it is a lot like II, only instead of taking the greedy step each time,
it will sometimes accept a step that results in an increase in cost. In theory, SA will be less likely to stop at a very
local minimum, and more likely to find a more global one. A useful piece of imagery is an "M" shaped graph,
representing overall cost on the Y axis. If the initial state is on the "V" shaped part of the "M", II will settle into the
high valley, the local minimum. Because SA will accept uphill moves, it is more likely to climb up the slope of the
"V" and wind up at the foot of the "M", the global minimum.

Two Phase Optimization
Two Phase Optimization, or 2PO, combines the II and SA methods. II is run until a local minimum is reached, then
SA is run on that solution in an attempt to find less obvious improvements.

Variations of V-optimal Histograms
The idea behind V-optimal histograms is to minimize the variance inside each bucket. In considering this, a thought
occurs that the variance of any set with one member is 0. This is the idea behind "End-Biased" V-optimal
Histograms. The value with the highest frequency is always placed in its own bucket. This ensures that the estimate
for that value (which is likely to be the most frequently requested estimate, since it is the most frequent value) will
always be accurate and also removes the value most likely to cause a high variance from the data set.
Another thought that might occur is that variance would be reduced if one were to sort by frequency, instead of
value. This would naturally tend to place like values next to each other. Such a histogram can be constructed by
using a Sort Value of Frequency and a Source Value of Frequency. At this point, however, the buckets must carry
additional information indicating what data values are present in the bucket. These histograms have been shown to
be less accurate, due to the additional layer of estimation required.

Notes
[1][1] Poosala at al. (1996)
[2] http:/ / citeseer. ist. psu. edu/ poosala96improved. html
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Cardinality (SQL statements)
In SQL (Structured Query Language), the term cardinality refers to the uniqueness of data values contained in a
particular column (attribute) of a database table. The lower the cardinality, the more duplicated elements in a
column. Thus, a column with the lowest possible cardinality would have the same value for every row. SQL
databases use cardinality to help determine the optimal query plan for a given query.

Values of Cardinality
When dealing with columnar value sets, there are 3 types of cardinality: high-cardinality, normal-cardinality, and
low-cardinality.
High-cardinality refers to columns with values that are very uncommon or unique. High-cardinality column values
are typically identification numbers, email addresses, or user names. An example of a data table column with
high-cardinality would be a USERS table with a column named USER_ID. This column would contain unique
values of 1-n. Each time a new user is created in the USERS table, a new number would be created in the USER_ID
column to identify them uniquely. Since the values held in the USER_ID column are unique, this column's
cardinality type would be referred to as high-cardinality.
Normal-cardinality refers to columns with values that are somewhat uncommon. Normal-cardinality column values
are typically names, street addresses, or vehicle types. An example of a data table column with normal-cardinality
would be a CUSTOMER table with a column named LAST_NAME, containing the last names of customers. While
some people have common last names, such as Smith, others have uncommon last names. Therefore, an examination
of all of the values held in the LAST_NAME column would show "clumps" of names in some places (e.g.: a lot of
Smith's ) surrounded on both sides by a long series of unique values. Since there is a variety of possible values held
in this column, its cardinality type would be referred to as normal-cardinality.
Low-cardinality refers to columns with few unique values. Low-cardinality column values are typically status flags,
Boolean values, or major classifications such as gender. An example of a data table column with low-cardinality
would be a CUSTOMER table with a column named NEW_CUSTOMER. This column would contain only 2
distinct values: Y or N, denoting whether the customer was new or not. Since there are only 2 possible values held in
this column, its cardinality type would be referred to as low-cardinality.

http://en.wikipedia.org/w/index.php?title=Uniqueness
http://en.wikipedia.org/w/index.php?title=Database_table
http://en.wikipedia.org/w/index.php?title=Flag_%28computing%29
http://en.wikipedia.org/w/index.php?title=Boolean_data_type


Online aggregation 894

Online aggregation
Online aggregation is a technique for improving the interactive behavior of database systems processing expensive
analytical queries. Almost all database operations are performed in batch mode, i.e. the user issues a query and waits
till the database has finished processing the entire query. On the contrary, using online aggregation, the user gets
estimates of an aggregate query in an online fashion as soon as the query is issued. For example, if the final answer
is 1000, after k seconds, the user gets the estimates in form of a confidence interval like [990, 1020] with 95%
probability. This confidence keeps on shrinking as the system gets more and more samples.
Online aggregation was proposed in 1997 by Hellerstein, Haas and Wang for group-by aggregation queries over a
single table. Later, the authors showed how to evaluate joins in an online fashion. In 2007, Jermaine et al. designed
and implemented a prototype database system called Database-Online (or DBO) that computes group-by aggregate
query over multiple tables in an online and more importantly in a scalable fashion. All the approaches for online
aggregation use random sampling, which is non-trivial in a distributed environment due to inspection paradox of
renewal reward theory. In 2011, Pansare et al. proposed a Bayesian model to deal with the inspection paradox and
implemented online aggregation for a MapReduce-like environment.

References
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Very large database
A very large database, or VLDB, is a database that contains an extremely high number of tuples (database rows), or
occupies an extremely large physical filesystem storage space. The most common definition of VLDB is a database
that occupies more than 1 terabyte or contains several billion rows, although naturally this definition changes over
time.[citation needed]

Since the year 2011, this term is now referred to as big data by industry.

References

Big data
Big data is the term for a collection of data sets so large and complex that it becomes difficult to process using
on-hand database management tools or traditional data processing applications. The challenges include capture,
curation, storage, search, sharing, transfer, analysis and visualization. The trend to larger data sets is due to the
additional information derivable from analysis of a single large set of related data, as compared to separate smaller
sets with the same total amount of data, allowing correlations to be found to "spot business trends, determine quality
of research, prevent diseases, link legal citations, combat crime, and determine real-time roadway traffic
conditions."[1]

A visualization created by IBM of Wikipedia
edits. At multiple terabytes in size, the text and

images of Wikipedia are a classic example of big
data.

As of 2012[2], limits on the size of data sets that are feasible to process
in a reasonable amount of time were on the order of exabytes of data.
Scientists regularly encounter limitations due to large data sets in many
areas, including meteorology, genomics, connectomics, complex
physics simulations, and biological and environmental research. The
limitations also affect Internet search, finance and business
informatics. Data sets grow in size in part because they are
increasingly being gathered by ubiquitous information-sensing mobile
devices, aerial sensory technologies (remote sensing), software logs,
cameras, microphones, radio-frequency identification readers, and
wireless sensor networks. The world's technological per-capita
capacity to store information has roughly doubled every 40 months
since the 1980s; as of 2012[2], every day 2.5 exabytes (2.5×1018) of
data were created. The challenge for large enterprises is determining who should own big data initiatives that
straddle the entire organization.[3]

Big data is difficult to work with using most relational database management systems and desktop statistics and
visualization packages, requiring instead "massively parallel software running on tens,
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Growth of and Digitization of Global Information
Storage Capacity; source: http:/ / www.

martinhilbert. net/ WorldInfoCapacity. html

hundreds, or even thousands of servers". What is considered "big data"
varies depending on the capabilities of the organization managing the
set, and on the capabilities of the applications that are traditionally
used to process and analyze the data set in its domain. "For some
organizations, facing hundreds of gigabytes of data for the first time
may trigger a need to reconsider data management options. For others,
it may take tens or hundreds of terabytes before data size becomes a
significant consideration."

Definition

Big Data usually includes data sets with sizes beyond the ability of
commonly used software tools to capture, curate, manage, and process
the data within a tolerable elapsed time.[4] Big data sizes are a constantly moving target, as of 2012[2] ranging from a
few dozen terabytes to many petabytes of data in a single data set.

In a 2001 research report and related lectures, META Group (now Gartner) analyst Doug Laney defined data growth
challenges and opportunities as being three-dimensional, i.e. increasing volume (amount of data), velocity (speed of
data in and out), and variety (range of data types and sources). Gartner, and now much of the industry, continue to
use this "3Vs" model for describing big data. In 2012, Gartner updated its definition as follows: "Big data is high
volume, high velocity, and/or high variety information assets that require new forms of processing to enable
enhanced decision making, insight discovery and process optimization." Additionally, a new V "Veracity" is added
by some organizations to describe it.
If Gartner’s definition (the 3Vs) is still widely used, the growing maturity of the concept fosters a more sound
difference between big data and Business Intelligence, regarding data and their use:
• Business Intelligence uses descriptive statistics with data with high information density to measure things, detect

trends etc.;
• Big data uses inductive statistics and concepts from nonlinear system identification [5] to infer laws (regressions,

nonlinear relationships, and causal effects) from large data sets [6] to reveal relationships, dependencies, and to
perform predictions of outcomes and behaviors.[7]

Big science
The Large Hadron Collider experiments represent about 150 million sensors delivering data 40 million times per
second. There are nearly 600 million collisions per second. After filtering and refraining from recording more than
99.999% of these streams, there are 100 collisions of interest per second.
•• As a result, only working with less than 0.001% of the sensor stream data, the data flow from all four LHC

experiments represents 25 petabytes annual rate before replication (as of 2012). This becomes nearly 200
petabytes after replication.

• If all sensor data were to be recorded in LHC, the data flow would be extremely hard to work with. The data flow
would exceed 150 million petabytes annual rate, or nearly 500 exabytes per day, before replication. To put the
number in perspective, this is equivalent to 500 quintillion (5×1020) bytes per day, almost 200 times higher than
all the other sources combined in the world.
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Science and research
• When the Sloan Digital Sky Survey (SDSS) began collecting astronomical data in 2000, it amassed more in its

first few weeks than all data collected in the history of astronomy. Continuing at a rate of about 200 GB per night,
SDSS has amassed more than 140 terabytes of information. When the Large Synoptic Survey Telescope,
successor to SDSS, comes online in 2016 it is anticipated to acquire that amount of data every five days.

• Decoding the human genome originally took 10 years to process, now it can be achieved in less than a week : the
DNA sequencers have divided the sequencing cost by 10,000 in the last ten years, which is 100 times faster than
the reduction in cost predicted by Moore's Law.[8]

• Computational social science — Tobias Preis et al. used Google Trends data to demonstrate that Internet users
from countries with a higher per capita gross domestic product (GDP) are more likely to search for information
about the future than information about the past. The findings suggest there may be a link between online
behaviour and real-world economic indicators. The authors of the study examined Google queries logs made by
ratio of the volume of searches for the coming year (‘2011’) to the volume of searches for the previous year
(‘2009’), which they call the ‘future orientation index’. They compared the future orientation index to the per
capita GDP of each country and found a strong tendency for countries in which Google users enquire more about
the future to exhibit a higher GDP. The results hint that there may potentially be a relationship between the
economic success of a country and the information-seeking behavior of its citizens captured in big data.

• The [[Nasa|NASA [9]] Center for Climate Simulation (NCCS)] stores 32 petabytes of climate observations and
simulations on the Discover supercomputing cluster.

• Tobias Preis and his colleagues Helen Susannah Moat and H. Eugene Stanley introduced a method to identify
online precursors for stock market moves, using trading strategies based on search volume data provided by
Google Trends. Their analysis of Google search volume for 98 terms of varying financial relevance, published in
Scientific Reports, suggests that increases in search volume for financially relevant search terms tend to precede
large losses in financial markets.

Government
• In 2012, the Obama administration announced the Big Data Research and Development Initiative, which explored

how big data could be used to address important problems faced by the government. The initiative was composed
of 84 different big data programs spread across six departments.

• Big data analysis played a large role in Barack Obama's successful 2012 re-election campaign.
• The United States Federal Government owns six of the ten most powerful supercomputers in the world.
• The Utah Data Center is a data center currently being constructed by the United States National Security Agency.

When finished, the facility will be able to handle a large amount of information collected by the NSA over the
Internet. The exact amount of storage space is unknown, but more recent sources claim it will be on the order of a
few Exabytes.
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Private sector

Bus wrapped with SAP Big data parked outside
IDF13.

• eBay.com uses two data warehouses at 7.5 petabytes and 40PB as
well as a 40PB Hadoop cluster for search, consumer
recommendations, and merchandising. Inside eBay’s 90PB data
warehouse [10]

• Amazon.com handles millions of back-end operations every day, as
well as queries from more than half a million third-party sellers. The
core technology that keeps Amazon running is Linux-based and as
of 2005 they had the world’s three largest Linux databases, with
capacities of 7.8 TB, 18.5 TB, and 24.7 TB.

• Walmart handles more than 1 million customer transactions every
hour, which is imported into databases estimated to contain more
than 2.5 petabytes (2560 terabytes) of data – the equivalent of 167 times the information contained in all the
books in the US Library of Congress.

•• Facebook handles 50 billion photos from its user base.
• FICO Falcon Credit Card Fraud Detection System protects 2.1 billion active accounts world-wide.
• The volume of business data worldwide, across all companies, doubles every 1.2 years, according to estimates.[11]

• Windermere Real Estate uses anonymous GPS signals from nearly 100 million drivers to help new home buyers
determine their typical drive times to and from work throughout various times of the day.

International development
Research on the effective usage of information and communication technologies for development (also known as
ICT4D) suggests that big data technology can make important contributions but also present unique challenges to
International development.[12][13] Advancements in big data analysis offer cost-effective opportunities to improve
decision-making in critical development areas such as health care, employment, economic productivity, crime,
security, and natural disaster and resource management. However, longstanding challenges for developing regions
such as inadequate technological infrastructure and economic and human resource scarcity exacerbate existing
concerns with big data such as privacy, imperfect methodology, and interoperability issues.

Market
"Big Data" has increased the demand of information management specialists in that Software AG, Oracle
Corporation, IBM, Microsoft, SAP, EMC, HP and Dell have spent more than $15 billion on software firms only
specializing in data management and analytics. In 2010, this industry on its own was worth more than $100 billion
and was growing at almost 10 percent a year: about twice as fast as the software business as a whole.
Developed economies make increasing use of data-intensive technologies. There are 4.6 billion mobile-phone
subscriptions worldwide and there are between 1 billion and 2 billion people accessing the internet. Between 1990
and 2005, more than 1 billion people worldwide entered the middle class which means more and more people who
gain money will become more literate which in turn leads to information growth. The world's effective capacity to
exchange information through telecommunication networks was 281 petabytes in 1986, 471 petabytes in 1993, 2.2
exabytes in 2000, 65 exabytes in 2007 and it is predicted that the amount of traffic flowing over the internet will
reach 667 exabytes annually by 2013.
Big Data Softwares:

• Hadoop - Apache Foundation
• MongoDB - MongoDB, Inc
• Splunk - Splunk Inc
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Architecture
In 2004, Google published a paper on a process called MapReduce that used such an architecture. MapReduce
framework provides a parallel processing model and associated implementation to process huge amount of data.
With MapReduce, queries are split and distributed across parallel nodes and processed in parallel (the Map step).
The results are then gathered and delivered (the Reduce step). The framework was incredibly successful,[14] so
others wanted to replicate the algorithm. Therefore, an implementation of MapReduce framework was adopted by an
Apache open source project named Hadoop.[15]

MIKE2.0 is an open approach to information management that acknowledges the need for revisions due to big data
implications in an article title Big Data Solution Offering. The methodology addresses handling big data in terms of
useful permutations of data sources, complexity in interrelationships, and difficulty in deleting (or modifying)
individual records.
Recent studies show the use of multiple layer architecture as an option to Big Data. The Distributed Parallel
architecture distributes data across multiple processing units and parallel processing units provide data much faster,
by improving processing speeds. This type of architecture inserts data into parallel DBMS, which implements the
use of MapReduce and Hadoop frameworks. This type of framework looks to make the processing power transparent
to the end user by using a front end application server.

Technologies
Big data requires exceptional technologies to efficiently process large quantities of data within tolerable elapsed
times. A 2011 McKinsey report suggests suitable technologies include A/B testing, crowdsourcing, data fusion and
integration, genetic algorithms, machine learning, natural language processing, signal processing, simulation, time
series analysis and visualisation. Multidimensional big data can also be represented as tensors, which can be more
efficiently handled by tensor-based computation, such as multilinear subspace learning. Additional technologies
being applied to big data include massively parallel-processing (MPP) databases, search-based applications,
data-mining grids, distributed file systems, distributed databases, cloud based infrastructure (applications, storage
and computing resources) and the Internet.[citation needed]

Some but not all MPP relational databases have the ability to store and manage petabytes of data. Implicit is the
ability to load, monitor, back up, and optimize the use of the large data tables in the RDBMS.
DARPA’s Topological Data Analysis program seeks the fundamental structure of massive data sets and in 2008 the
technology went public with the launch of a company called Ayasdi.
The practitioners of big data analytics processes are generally hostile to slower shared storage, preferring
direct-attached storage (DAS) in its various forms from solid state drive (SSD) to high capacity SATA disk buried
inside parallel processing nodes. The perception of shared storage architectures—Storage area network (SAN) and
Network-attached storage (NAS) —is that they are relatively slow, complex, and expensive. These qualities are not
consistent with big data analytics systems that thrive on system performance, commodity infrastructure, and low
cost.
Real or near-real time information delivery is one of the defining characteristics of big data analytics. Latency is
therefore avoided whenever and wherever possible. Data in memory is good—data on spinning disk at the other end
of a FC SAN connection is not. The cost of a SAN at the scale needed for analytics applications is very much higher
than other storage techniques.
There are advantages as well as disadvantages to shared storage in big data analytics, but big data analytics
practitioners as of 2011[2] did not favour it.
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Research activities
Encrypted search & cluster formation in Big Data is set for the demonstration in March 2014 at American Society of
Engineering Education. Gautam Siwach engaged at Tackling the challenges of Big Data by MIT Computer Science
and Artificial Intelligence Laboratory and Dr. Amir Esmailpour at UNH Research Group investigated the key
features of big data as formation of clusters and their interconnections. They focused on the security of big data and
the actual orientation of the term towards the presence of different type of data in an encrypted form at cloud
interface by providing the raw definitions and real time examples within the technology. Moreover, they proposed an
approach for identifying the encoding technique to advance towards an expedited search over encrypted text leading
to the security enhancements in big data. [16]

In March 2012, The White House announced a national "Big Data Initiative" that consisted of six Federal
departments and agencies committing more than $200 million to big data research projects.
The initiative included a National Science Foundation "Expeditions in Computing" grant of $10 million over 5 years
to the AMPLab at the University of California, Berkeley. The AMPLab also received funds from DARPA, and over
a dozen industrial sponsors and uses big data to attack a wide range of problems from predicting traffic congestion to
fighting cancer.
The White House Big Data Initiative also included a commitment by the Department of Energy to provide $25
million in funding over 5 years to establish the Scalable Data Management, Analysis and Visualization (SDAV)
Institute, led by the Energy Department’s Lawrence Berkeley National Laboratory. The SDAV Institute aims to bring
together the expertise of six national laboratories and seven universities to develop new tools to help scientists
manage and visualize data on the Department’s supercomputers.
The U.S. state of Massachusetts announced the Massachusetts Big Data Initiative in May 2012, which provides
funding from the state government and private companies to a variety of research institutions. The Massachusetts
Institute of Technology hosts the Intel Science and Technology Center for Big Data in the MIT Computer Science
and Artificial Intelligence Laboratory, combining government, corporate, and institutional funding and research
efforts.
The European Commission is funding a 2-year-long Big Data Public Private Forum [17] through their Seventh
Framework Program to engage companies, academics and other stakeholders in discussing big data issues. The
project aims to define a strategy in terms of research and innovation to guide supporting actions from the European
Commission in the successful implementation of the Big Data economy. Outcomes of this project will be used as
input for Horizon 2020 [18], their next framework program.
The IBM sponsored 37th annual "Battle of the Brains" student Big Data championship will be held in July 2013. The
inaugural professional 2014 Big Data World Championship is to be held in Dallas, Texas.
In order to make manufacturing more competitive in the United States (and globe), there is a need to integrate more
American ingenuity and innovation into manufacturing ; Therefore, National Science Foundation has granted the
Industry University cooperative research center for Intelligent Maintenance Systems (IMS) [19] at university of
Cincinnati to focus on developing advanced predictive tools and techniques to be applicable in Big Data
environment. In May 2013, IMS Center held an industry advisory board meeting focusing on Big Data where
presenters from various industrial companies discussed their concerns, issues and future goals in Big Data
environment.
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Applications

Manufacturing
Based on TCS 2013 Global Trend Study, huge improvements in supply planning and boost product quality is the
greatest benefit of Big Data for manufacturing. Big Data provides an infrastructure for transparency in
manufacturing industry, which is the ability to unravel uncertainties such as inconsistent component performance
and availability. Predictive manufacturing as an applicable approach toward near-zero downtime and transparency
requires vast amount of data and advanced prediction tools for a systematic process of data into useful information.
A conceptual framework of predictive manufacturing begins with data acquisition where different type of sensory
data is available to acquire such as acoustics, vibration, pressure, current, voltage and controller data. Vast amount of
sensory data in addition to historical data construct the “Big Data” in manufacturing. The generated Big Data acts as
the input into predictive tools and preventive strategies such as Prognostics and Health Management (PHM).

Critique
Critiques of the big data paradigm come in two flavors, those that question the implications of the approach itself,
and those that question the way it is currently done.

Cartoon critical of big data application

Critiques of the big data paradigm

"A crucial problem is that we do not know much about the underlying
empirical micro-processes that lead to the emergence of the[se] typical
network characteristics of Big Data". In their critique, Snijders, Matzat,
and Reips point out that often very strong assumptions are made about
mathematical properties that may not at all reflect what is really going
on at the level of micro-processes. Mark Graham has leveled broad
critiques at Chris Anderson's assertion that big data will spell the end
of theory: focusing in particular on the notion that big data will always
need to be contextualized in their social, economic and political
contexts. Even as companies invest eight- and nine-figure sums to
derive insight from information streaming in from suppliers and
customers, less than 40% of employees have sufficiently mature
processes and skills to do so. To overcome this insight deficit, "big
data", no matter how comprehensive or well analyzed, needs to be complemented by "big judgment", according to an
article in the Harvard Business Review.

Much in the same line, it has been pointed out that the decisions based on the analysis of big data are inevitably
"informed by the world as it was in the past, or, at best, as it currently is".[] Fed by a large number of data on past
experiences, algorithms can predict future development if the future is similar to the past. If the systems dynamics of
the future change, the past can say little about the future. For this, it would be necessary to have a thorough
understanding of the systems dynamic, which implies theory.[20] As a response to this critique it has been suggested
to combine big data approaches with computer simulations, such as agent-based models, for example. Agent-based
models are increasingly getting better in predicting the outcome of social complexities of even unknown future
scenarios through computer simulations that are based on a collection of mutually interdependent algorithms.[21][22]

In addition, use of multivariate methods that probe for the latent structure of the data, such as factor analysis and
cluster analysis, have proven useful as analytic approaches that go well beyond the bi-variate approaches (cross-tabs)
typically employed with smaller data sets.
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In Health and biology, conventional scientific approaches are based on experimentation. For these approaches, the
limiting factor are the relevant data that can confirm or refute the initial hypothesis.[23] A new postulate is accepted
now in biosciences : the information provided by the data in huge volumes (omics) without prior hypothesis is
complementary and sometimes necessary to conventional approaches based on experimentation. In the massive
approaches it is the formulation of a relevant hypothesis to explain the data that is the limiting factor. The search
logic is reversed and the limits of induction ("Glory of Science and Philosophy scandal", C. D. Broad, 1926) to be
considered.
Privacy advocates are concerned about the threat to privacy represented by increasing storage and integration of
personally identifiable information; expert panels have released various policy recommendations to conform practice
to expectations of privacy.[24][25]

Critiques of big data execution
Researcher Danah Boyd has raised concerns about the use of big data in science neglecting principles such as
choosing a representative sample by being too concerned about actually handling the huge amounts of data. This
approach may lead to results bias in one way or another. Integration across heterogeneous data resources — some
that might be considered "big data" and others not — presents formidable logistical as well as analytical challenges,
but many researchers argue that such integrations are likely to represent the most promising new frontiers in science.
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XLDB
XLDB refers to eXtremely Large Data Bases. The definition of extremely large refers to data sets that are too big
in terms of volume (too much), and/or velocity (too fast), and/of variety (too many places, too many formats) to be
handled using conventional solutions.

History
In October 2007 the XLDB experts gathered at SLAC for the First Workshop on Extremely Large Databases [1]. As
a result, the XLDB research community was formed. to meet rapidly growing demands, in addition to the original
invitational workshop, an open conference, tutorials, and annual satellite events on different continents were added.
The main event, held annually at Stanford gathers over 300 technically savvy attendees. XLDB is one of the premier
database events catered towards both academic and industrial communities.

Goals
The main goals of this community include:
•• Identify trends, commonalities and major roadblocks related to building extremely large databases
•• Bridge the gap between users trying to build extremely large databases and database solution providers worldwide
•• Facilitate development and growth of practical technologies for extremely large data stores

XLDB Community
As of 2013, the community consisted of about a thousand members including:
1.1. Scientists who develop, use, or plan to develop or use XLDB for their research, from laboratories.
2.2. Commercial users of XLDB.
3.3. Providers of database products, including commercial vendors and representatives from open source database

communities.
4.4. Academic database researchers.

http://www.counterpunch.org/2013/12/03/iron-cagebook/
http://www.counterpunch.org/2013/12/03/iron-cagebook/
http://en.wikipedia.org/w/index.php?title=Counterpunch.org
http://www.counterpunch.org/2013/09/11/inside-the-tech-industrys-startup-conference/
http://www.counterpunch.org/2013/09/11/inside-the-tech-industrys-startup-conference/
http://en.wikipedia.org/w/index.php?title=Counterpunch.org
http://www.odbms.org/download/BigDataforGood.pdf
http://martinhilbert.net/WorldInfoCapacity.html
http://en.wikipedia.org/w/index.php?title=Digital_object_identifier
http://dx.doi.org/10.1126%2Fscience.1200970
http://en.wikipedia.org/w/index.php?title=PubMed_Identifier
http://www.ncbi.nlm.nih.gov/pubmed/21310967
http://www.ncbi.nlm.nih.gov/pubmed/21310967
http://www.ge-ip.com/library/detail/13476/?cid=wiki_Rise_of_Industrial_Big_Data
http://www.ge-ip.com/library/detail/13476/?cid=wiki_Rise_of_Industrial_Big_Data
http://en.wikipedia.org/w/index.php?title=SLAC
http://www-conf.slac.stanford.edu/xldb07/


XLDB 904

XLDB Conferences, Workshops and Tutorials
The community meets annually at Stanford where the main event is held each fall, usually in September. These who
live too far from California to attend have the opportunity to attend satellite events, organized annually around
May/June either in Asia or in Europe.
A detailed report is produced after each workshop.

Year Place Link Report Comments

2013 Stanford [2] 7th XLDB Conference

2013 CERN, Geneva/Switzerland [3] Satellite XLDB Workshop in Europe

2012 Stanford [4] [5] 6th XLDB Conference, Workshop & Tutorials

2012 Beijing, China [6] [7] Satellite XLDB Conference in Asia

2011 SLAC [8] [9] 5th XLDB Conference and Workshop

2011 Edinburgh, UK [10] not available Satellite XLDB Workshop in Europe

2010 SLAC [11] [12] 4th XLDB Conference and Workshop

2009 Lyon, France [13] [14] 3rd XLDB Workshop

2008 SLAC [15] [16] 2nd XLDB Workshop

2007 SLAC [17] [18] 1st XLDB Workshop

Tangible results
The XLDB events led to initiating the effort of building a new open source, science database, SciDB [19].
The XLDB organizers started defining a science benchmark [20] for scientific data management systems called
SS-DB.
At 2012 [21] the XLDB organizers announced that two major databases that support arrays as first-class objects
(MonetDB SciQL and SciDB) have formed a working group in conjunction with XLDB. This working group is
proposing a common syntax (provisionally named “ArrayQL”) for manipulating arrays, including array creation and
query.
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Secondary database server
A secondary database server or SDS is a database server that is kept in synchronisation with the main database so
that if the main database goes offline, the secondary database server can be used instead. This is important for a live
system that must be online 24 hours a day, and most DBMS systems that support SDSs are capable of automatically
detecting and switching to the secondary server within seconds of the main server going offline. The secondary
database server can also be used to run read-only queries to take load off the first database server and increase
system performance.
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Centralized database
A centralized database is a database located and maintained in one location, unlike a distributed database. One
main advantage is that all data is located in one place. The disadvantage is that bottlenecks may occur.

Distributed database
A distributed database is a database in which storage devices are not all attached to a common processing unit such
as the CPU, controlled by a distributed database management system (together sometimes called a distributed
database system). It may be stored in multiple computers, located in the same physical location; or may be dispersed
over a network of interconnected computers. Unlike parallel systems, in which the processors are tightly coupled and
constitute a single database system, a distributed database system consists of loosely-coupled sites that share no
physical components.
System administrators can distribute collections of data (e.g. in a database) across multiple physical locations. A
distributed database can reside on network servers on the Internet, on corporate intranets or extranets, or on other
company networks. Because they store data across multiple computers, distributed databases can improve
performance at end-user worksites by allowing transactions to be processed on many machines, instead of being
limited to one.[1]

Two processes ensure that the distributed databases remain up-to-date and current: replication and duplication.
1.1. Replication involves using specialized software that looks for changes in the distributive database. Once the

changes have been identified, the replication process makes all the databases look the same. The replication
process can be complex and time-consuming depending on the size and number of the distributed databases. This
process can also require a lot of time and computer resources.

2. Duplication, on the other hand, has less complexity. It basically identifies one database as a master and then
duplicates that database. The duplication process is normally done at a set time after hours. This is to ensure that
each distributed location has the same data. In the duplication process, users may change only the master
database. This ensures that local data will not be overwritten.

Both replication and duplication can keep the data current in all distributive locations.
Besides distributed database replication and fragmentation, there are many other distributed database design
technologies. For example, local autonomy, synchronous and asynchronous distributed database technologies. These
technologies' implementation can and does depend on the needs of the business and the sensitivity/confidentiality of
the data stored in the database, and hence the price the business is willing to spend on ensuring data security,
consistency and integrity.
When discussing access to distributed databases, Microsoft favors the term distributed query, which it defines in
protocol-specific manner as "[a]ny SELECT, INSERT, UPDATE, or DELETE statement that references tables and
rowsets from one or more external OLE DB data sources". Oracle provides a more language-centric view in which
distributed queries and distributed transactions form part of distributed SQL.
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Architecture
A database user accesses the distributed database through:
Local applications

applications which do not require data from other sites.
Global applications

applications which do require data from other sites.
A homogeneous distributed database has identical software and hardware running all databases instances, and may
appear through a single interface as if it were a single database. A heterogeneous distributed database may have
different hardware, operating systems, database management systems, and even data models for different databases.

Homogeneous DDBMS
In a homogeneous distributed database all sites have identical software and are aware of each other and agree to
cooperate in processing user requests. Each site surrenders part of its autonomy in terms of right to change schema or
software. A homogeneous DDBMS appears to the user as a single system. The homogeneous system is much easier
to design and manage. The following conditions must be satisfied for homogeneous database:
• The operating system used, at each location must be same or compatible.Wikipedia:Avoid weasel

wordsWikipedia:Please clarify
•• The data structures used at each location must be same or compatible.
•• The database application (or DBMS) used at each location must be same or compatible.

Heterogeneous DDBMS
In a heterogeneous distributed database, different sites may use different schema and software. Difference in schema
is a major problem for query processing and transaction processing. Sites may not be aware of each other and may
provide only limited facilities for cooperation in transaction processing. In heterogeneous systems, different nodes
may have different hardware & software and data structures at various nodes or locations are also incompatible.
Different computers and operating systems, database applications or data models may be used at each of the
locations. For example, one location may have the latest relational database management technology, while another
location may store data using conventional files or old version of database management system. Similarly, one
location may have the Windows NT operating system, while another may have UNIX. Heterogeneous systems are
usually used when individual sites use their own hardware and software. On heterogeneous system, translations are
required to allow communication between different sites (or DBMS). In this system, the users must be able to make
requests in a database language at their local sites. Usually the SQL database language is used for this purpose. If the
hardware is different, then the translation is straightforward, in which computer codes and word-length is changed.
The heterogeneous system is often not technically or economically feasible. In this system, a user at one location
may be able to read but not update the data at another location.

http://en.wikipedia.org/wiki/Avoid_weasel_words
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Important considerations
Care with a distributed database must be taken to ensure the following:
• The distribution is transparent — users must be able to interact with the system as if it were one logical system.

This applies to the system's performance, and methods of access among other things.
• Transactions are transparent — each transaction must maintain database integrity across multiple databases.

Transactions must also be divided into sub-transactions, each sub-transaction affecting one database system.
There are two principal approaches to store a relation r in a distributed database system:

A) Replication
B) Fragmentation/Partitioning

A) Replication: In replication, the system maintains several identical replicas of the same relation r in different sites.
•• Data is more available in this scheme.
•• Parallelism is increased when read request is served.
•• Increases overhead on update operations as each site containing the replica needed to be updated in order to

maintain consistency.
• Multi-datacenter replication provides geographical diversity: http:/ / basho. com/ tag/

multi-datacenter-replication/
B) Fragmentation: The relation r is fragmented into several relations r1, r2, r3....rn in such a way that the actual
relation could be reconstructed from the fragments and then the fragments are scattered to different locations. There
are basically two schemes of fragmentation:

•• Horizontal fragmentation - splits the relation by assigning each tuple of r to one or more fragments.
•• Vertical fragmentation - splits the relation by decomposing the schema R of relation r.

Advantages
•• Management of distributed data with different levels of transparency like network transparency, fragmentation

transparency, replication transparency, etc.
•• Increase reliability and availability
•• Easier expansion
• Reflects organizational structure — database fragments potentially stored within the departments they relate to
• Local autonomy or site autonomy — a department can control the data about them (as they are the ones familiar

with it)
• Protection of valuable data — if there were ever a catastrophic event such as a fire, all of the data would not be in

one place, but distributed in multiple locations
• Improved performance — data is located near the site of greatest demand, and the database systems themselves

are parallelized, allowing load on the databases to be balanced among servers. (A high load on one module of the
database won't affect other modules of the database in a distributed database)

• Economics — it may cost less to create a network of smaller computers with the power of a single large computer
• Modularity — systems can be modified, added and removed from the distributed database without affecting other

modules (systems)
•• Reliable transactions - due to replication of the database
•• Hardware, operating-system, network, fragmentation, DBMS, replication and location independence
•• Continuous operation, even if some nodes go offline (depending on design)
•• Distributed query processing can improve performance
•• Distributed transaction management
•• Single-site failure does not affect performance of system.
• All transactions follow A.C.I.D. property:

http://en.wikipedia.org/w/index.php?title=Database_replication
http://basho.com/tag/multi-datacenter-replication/
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•• A-atomicity, the transaction takes place as a whole or not at all
•• C-consistency, maps one consistent DB state to another
•• I-isolation, each transaction sees a consistent DB
•• D-durability, the results of a transaction must survive system failures

The Merge Replication Method is popularly used to consolidate the data between databases.[citation needed]

Disadvantages
• Complexity — DBAs may have to do extra work to ensure that the distributed nature of the system is transparent.

Extra work must also be done to maintain multiple disparate systems, instead of one big one. Extra database
design work must also be done to account for the disconnected nature of the database — for example, joins
become prohibitively expensive when performed across multiple systems.

• Economics — increased complexity and a more extensive infrastructure means extra labour costs
• Security — remote database fragments must be secured, and they are not centralized so the remote sites must be

secured as well. The infrastructure must also be secured (for example, by encrypting the network links between
remote sites).

• Difficult to maintain integrity — but in a distributed database, enforcing integrity over a network may require too
much of the network's resources to be feasible

• Inexperience — distributed databases are difficult to work with, and in such a young field there is not much
readily available experience in "proper" practice

• Lack of standards — there are no tools or methodologies yet to help users convert a centralized DBMS into a
distributed DBMS[citation needed]

• Database design more complex — In addition to traditional database design challenges, the design of a distributed
database has to consider fragmentation of data, allocation of fragments to specific sites and data replication

•• Additional software is required
•• Operating system should support distributed environment
• Concurrency control poses a major issue. It can be solved by locking and timestamping.
•• Distributed access to data
•• Analysis of distributed data
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Distributed database management system
A distributed database is a database in which storage devices are not all attached to a common processing unit such
as the CPU, controlled by a distributed database management system (together sometimes called a distributed
database system). It may be stored in multiple computers, located in the same physical location; or may be dispersed
over a network of interconnected computers. Unlike parallel systems, in which the processors are tightly coupled and
constitute a single database system, a distributed database system consists of loosely-coupled sites that share no
physical components.
System administrators can distribute collections of data (e.g. in a database) across multiple physical locations. A
distributed database can reside on network servers on the Internet, on corporate intranets or extranets, or on other
company networks. Because they store data across multiple computers, distributed databases can improve
performance at end-user worksites by allowing transactions to be processed on many machines, instead of being
limited to one.[1]

Two processes ensure that the distributed databases remain up-to-date and current: replication and duplication.
1.1. Replication involves using specialized software that looks for changes in the distributive database. Once the

changes have been identified, the replication process makes all the databases look the same. The replication
process can be complex and time-consuming depending on the size and number of the distributed databases. This
process can also require a lot of time and computer resources.

2. Duplication, on the other hand, has less complexity. It basically identifies one database as a master and then
duplicates that database. The duplication process is normally done at a set time after hours. This is to ensure that
each distributed location has the same data. In the duplication process, users may change only the master
database. This ensures that local data will not be overwritten.

Both replication and duplication can keep the data current in all distributive locations.
Besides distributed database replication and fragmentation, there are many other distributed database design
technologies. For example, local autonomy, synchronous and asynchronous distributed database technologies. These
technologies' implementation can and does depend on the needs of the business and the sensitivity/confidentiality of
the data stored in the database, and hence the price the business is willing to spend on ensuring data security,
consistency and integrity.
When discussing access to distributed databases, Microsoft favors the term distributed query, which it defines in
protocol-specific manner as "[a]ny SELECT, INSERT, UPDATE, or DELETE statement that references tables and
rowsets from one or more external OLE DB data sources". Oracle provides a more language-centric view in which
distributed queries and distributed transactions form part of distributed SQL.

Architecture
A database user accesses the distributed database through:
Local applications

applications which do not require data from other sites.
Global applications

applications which do require data from other sites.
A homogeneous distributed database has identical software and hardware running all databases instances, and may
appear through a single interface as if it were a single database. A heterogeneous distributed database may have
different hardware, operating systems, database management systems, and even data models for different databases.
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Homogeneous DDBMS
In a homogeneous distributed database all sites have identical software and are aware of each other and agree to
cooperate in processing user requests. Each site surrenders part of its autonomy in terms of right to change schema or
software. A homogeneous DDBMS appears to the user as a single system. The homogeneous system is much easier
to design and manage. The following conditions must be satisfied for homogeneous database:
• The operating system used, at each location must be same or compatible.Wikipedia:Avoid weasel

wordsWikipedia:Please clarify
•• The data structures used at each location must be same or compatible.
•• The database application (or DBMS) used at each location must be same or compatible.

Heterogeneous DDBMS
In a heterogeneous distributed database, different sites may use different schema and software. Difference in schema
is a major problem for query processing and transaction processing. Sites may not be aware of each other and may
provide only limited facilities for cooperation in transaction processing. In heterogeneous systems, different nodes
may have different hardware & software and data structures at various nodes or locations are also incompatible.
Different computers and operating systems, database applications or data models may be used at each of the
locations. For example, one location may have the latest relational database management technology, while another
location may store data using conventional files or old version of database management system. Similarly, one
location may have the Windows NT operating system, while another may have UNIX. Heterogeneous systems are
usually used when individual sites use their own hardware and software. On heterogeneous system, translations are
required to allow communication between different sites (or DBMS). In this system, the users must be able to make
requests in a database language at their local sites. Usually the SQL database language is used for this purpose. If the
hardware is different, then the translation is straightforward, in which computer codes and word-length is changed.
The heterogeneous system is often not technically or economically feasible. In this system, a user at one location
may be able to read but not update the data at another location.

Important considerations
Care with a distributed database must be taken to ensure the following:
• The distribution is transparent — users must be able to interact with the system as if it were one logical system.

This applies to the system's performance, and methods of access among other things.
• Transactions are transparent — each transaction must maintain database integrity across multiple databases.

Transactions must also be divided into sub-transactions, each sub-transaction affecting one database system.
There are two principal approaches to store a relation r in a distributed database system:

A) Replication
B) Fragmentation/Partitioning

A) Replication: In replication, the system maintains several identical replicas of the same relation r in different sites.
•• Data is more available in this scheme.
•• Parallelism is increased when read request is served.
•• Increases overhead on update operations as each site containing the replica needed to be updated in order to

maintain consistency.
• Multi-datacenter replication provides geographical diversity: http:/ / basho. com/ tag/

multi-datacenter-replication/
B) Fragmentation: The relation r is fragmented into several relations r1, r2, r3....rn in such a way that the actual
relation could be reconstructed from the fragments and then the fragments are scattered to different locations. There
are basically two schemes of fragmentation:
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•• Horizontal fragmentation - splits the relation by assigning each tuple of r to one or more fragments.
•• Vertical fragmentation - splits the relation by decomposing the schema R of relation r.

Advantages
•• Management of distributed data with different levels of transparency like network transparency, fragmentation

transparency, replication transparency, etc.
•• Increase reliability and availability
•• Easier expansion
• Reflects organizational structure — database fragments potentially stored within the departments they relate to
• Local autonomy or site autonomy — a department can control the data about them (as they are the ones familiar

with it)
• Protection of valuable data — if there were ever a catastrophic event such as a fire, all of the data would not be in

one place, but distributed in multiple locations
• Improved performance — data is located near the site of greatest demand, and the database systems themselves

are parallelized, allowing load on the databases to be balanced among servers. (A high load on one module of the
database won't affect other modules of the database in a distributed database)

• Economics — it may cost less to create a network of smaller computers with the power of a single large computer
• Modularity — systems can be modified, added and removed from the distributed database without affecting other

modules (systems)
•• Reliable transactions - due to replication of the database
•• Hardware, operating-system, network, fragmentation, DBMS, replication and location independence
•• Continuous operation, even if some nodes go offline (depending on design)
•• Distributed query processing can improve performance
•• Distributed transaction management
•• Single-site failure does not affect performance of system.
• All transactions follow A.C.I.D. property:

•• A-atomicity, the transaction takes place as a whole or not at all
•• C-consistency, maps one consistent DB state to another
•• I-isolation, each transaction sees a consistent DB
•• D-durability, the results of a transaction must survive system failures

The Merge Replication Method is popularly used to consolidate the data between databases.[citation needed]

Disadvantages
• Complexity — DBAs may have to do extra work to ensure that the distributed nature of the system is transparent.

Extra work must also be done to maintain multiple disparate systems, instead of one big one. Extra database
design work must also be done to account for the disconnected nature of the database — for example, joins
become prohibitively expensive when performed across multiple systems.

• Economics — increased complexity and a more extensive infrastructure means extra labour costs
• Security — remote database fragments must be secured, and they are not centralized so the remote sites must be

secured as well. The infrastructure must also be secured (for example, by encrypting the network links between
remote sites).

• Difficult to maintain integrity — but in a distributed database, enforcing integrity over a network may require too
much of the network's resources to be feasible

• Inexperience — distributed databases are difficult to work with, and in such a young field there is not much
readily available experience in "proper" practice
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• Lack of standards — there are no tools or methodologies yet to help users convert a centralized DBMS into a
distributed DBMS[citation needed]

• Database design more complex — In addition to traditional database design challenges, the design of a distributed
database has to consider fragmentation of data, allocation of fragments to specific sites and data replication

•• Additional software is required
•• Operating system should support distributed environment
• Concurrency control poses a major issue. It can be solved by locking and timestamping.
•• Distributed access to data
•• Analysis of distributed data
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Distributed file system
A clustered file system is a file system which is shared by being simultaneously mounted on multiple servers. There
are several approaches to clustering, most of which do not employ a clustered file system (only direct attached
storage for each node). Clustered file systems can provide features like location-independent addressing and
redundancy which improve reliability or reduce the complexity of the other parts of the cluster. Parallel file systems
are a type of clustered file system that spread data across multiple storage nodes, usually for redundancy or
performance.[1]

Shared-disk / storage area network
A shared-disk filesystem uses a storage-area network (SAN) to provide direct disk access from multiple computers
at the block level. Access control and translation from file-level operations that applications use to block-level
operations used by the SAN must take place on the client node. The most common type of clustered filesystems is
shared-disk filesystem, which—by adding mechanisms for concurrency control—provides a consistent and
serializable view of the file system, avoiding corruption and unintended data loss even when multiple clients try to
access the same files at the same time. It is a common practice for shared-disk filesystems to employ some sort of a
fencing mechanism to prevent data corruption in case of node failures, because an unfenced device can cause data
corruption if it loses communication with its sister nodes, and tries to access the same information other nodes are
accessing.
The underlying storage area network may use any of a number of block-level protocols, including SCSI, iSCSI,
HyperSCSI, ATA over Ethernet (AoE), Fibre Channel, network block device, and InfiniBand.
There are different architectural approaches to a shared-disk filesystem. Some distribute file information across all
the servers in a cluster (fully distributed). Others utilize a centralized metadata server. Both achieve the same result
of enabling all servers to access all the data on a shared storage device.[citation needed]
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Examples
• Silicon Graphics (SGI) clustered file system (CXFS)
•• Veritas Cluster File System
• DataPlow Nasan File System
• DataPlow SAN File System (SFS)
• IBM General Parallel File System (GPFS)
• Microsoft Cluster Shared Volumes (CSV)
• Oracle Cluster File System (OCFS)
•• PolyServe storage solutions
• Quantum StorNext FileSystem (SNFS), ex ADIC, ex CentraVision FileSystem (CVFS)
• Blue Whale Clustered file system (BWFS)
• Red Hat Global File System (GFS)
• Sanbolic Melio FS clustered file system
• Sun QFS
•• TerraScale Technologies TerraFS
•• VMware VMFS
•• Xsan

Distributed file systems
Distributed file systems do not share block level access to the same storage but use a network protocol.[2] These are
commonly known as network file systems, even though they are not the only file systems that use the network to send
data.[citation needed] Distributed file systems can restrict access to the file system depending on access lists or
capabilities on both the servers and the clients, depending on how the protocol is designed.
The difference between a distributed file system and a distributed data store is that a distributed file system allows
files to be accessed using the same interfaces and semantics as local files - e.g. mounting/unmounting, listing
directories, read/write at byte boundaries, system's native permission model. Distributed data stores, by contrast,
require using a different API or library and have different semantics (most often those of a database).

Design goals
Distributed file systems may aim for "transparency" in a number of aspects. That is, they aim to be "invisible" to
client programs, which "see" a system which is similar to a local file system. Behind the scenes, the distributed file
system handles locating files, transporting data, and potentially providing other features listed below.
• Access transparency is that clients are unaware that files are distributed and can access them in the same way as

local files are accessed.
• Location transparency; a consistent name space exists encompassing local as well as remote files. The name of a

file does not give its location.
• Concurrency transparency; all clients have the same view of the state of the file system. This means that if one

process is modifying a file, any other processes on the same system or remote systems that are accessing the files
will see the modifications in a coherent manner.

• Failure transparency; the client and client programs should operate correctly after a server failure.
• Heterogeneity; file service should be provided across different hardware and operating system platforms.
• Scalability; the file system should work well in small environments (1 machine, a dozen machines) and also scale

gracefully to huge ones (hundreds through tens of thousands of systems).
• Replication transparency; to support scalability, we may wish to replicate files across multiple servers. Clients

should be unaware of this.
• Migration transparency; files should be able to move around without the client's knowledge.
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History
The Incompatible Timesharing System used virtual devices for transparent inter-machine filesystem access in the
1960s. More file servers were developed in the 1970s. In 1976 Digital Equipment Corporation created the File
Access Listener (FAL), an implementation of the Data Access Protocol as part of DECnet Phase II which became the
first widely used network file system. In 1985 Sun Microsystems created the file system called "Network File
System" (NFS) which became the first widely used Internet Protocol based network file system. Other notable
network file systems are Andrew File System (AFS), Apple Filing Protocol (AFP), NetWare Core Protocol (NCP),
and Server Message Block (SMB) which is also known as Common Internet File System (CIFS).

Examples
• GFS (Google Inc.)
• Ceph (Inktank)
• MooseFS (Core Technology / Gemius)
• Windows Distributed File System (DFS) (Microsoft)
• FhGFS (Fraunhofer)
• GlusterFS (Red Hat)
•• Lustre
•• Ibrix

Network attached storage
Network attached storage (NAS) provides both storage and a file system, like a shared disk file system on top of a
storage area network (SAN). NAS typically uses file-based protocols (as opposed to block-based protocols a SAN
would use) such as NFS (popular on UNIX systems), SMB/CIFS (Server Message Block/Common Internet File
System) (used with MS Windows systems), AFP (used with Apple Macintosh computers), or NCP (used with OES
and Novell NetWare).

Design considerations

Avoiding single point of failure
The failure of disk hardware or a given storage node in a cluster can create a single point of failure that can result in
data loss or unavailability. Fault tolerance and high availability can be provided through data replication of one sort
or another, so that data remains intact and available despite the failure of any single piece of equipment. For
examples, see the lists of distributed fault-tolerant file systems and distributed parallel fault-tolerant file systems.

Performance
A common performance measurement of a clustered file system is the amount of time needed to satisfy service
requests. In conventional systems, this time consists of a disk-access time and a small amount of CPU-processing
time. But in a clustered file system, a remote access has additional overhead due to the distributed structure. This
includes the time to deliver the request to a server, the time to deliver the response to the client, and for each
direction, a CPU overhead of running the communication protocol software.
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Concurrency
Concurrency control becomes an issue when more than one person or client is accessing the same file or block and
want to update it. Hence updates to the file from one client should not interfere with access and updates from other
clients. This problem is more complex with file systems due to concurrent overlapping writes, where different
writers write to overlapping regions of the file concurrently.[3] This problem is usually handled by concurrency
control or locking which may either be built into the file system or provided by an add-on protocol.

History
IBM mainframes in the 1970s could share physical disks and file systems if each machine had its own channel
connection to the drives' control units. In the 1980s, Digital Equipment Corporation's TOPS-20 and VAX/VMS
clusters included shared disk filesystems.[citation needed]
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Further reading
• A Taxonomy of Distributed Storage Systems (http:/ / www. cloudbus. org/ reports/ DistributedStorageTaxonomy.

pdf)
• A Taxonomy and Survey on Distributed File Systems (http:/ / trac. nchc. org. tw/ grid/ raw-attachment/ wiki/ jazz/

09-05-22/ A_Taxonomy_and_Survey_on_Distributed_File_Systems. pdf)
• A survey of distributed file systems (http:/ / www. cis. upenn. edu/ ~bcpierce/ courses/ dd/ papers/ satya89survey.

ps)
• The Evolution of File Systems (http:/ / www. snia-europe. org/ objects_store/ Christian_Bandulet_SNIATutorial

Basics_EvolutionFileSystems. pdf)
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Distributed data store
A distributed data store is a computer network where information is stored on more than one node, often in a
replicated fashion. It is usually specifically used to refer to either a distributed database where users store
information on a number of nodes, or a computer network in which users store information on a number of peer
network nodes.

Distributed databases
Distributed databases are usually non-relational databases that make a quick access to data over a large number of
nodes possible. Some distributed databases expose rich query abilities while others are limited to a key-value store
semantics. Examples of limited distributed databases are Google's BigTable, which is much more than a distributed
file system or a peer-to-peer network, Amazon's Dynamo and Windows Azure Storage.
As the ability of arbitrary querying is not as important as the availability, designers of distributed data stores have
increased the latter at an expense of consistency. But the high-speed read/write access results in reduced consistency,
as it is not possible to have both consistency, availability, and partition tolerance of the network, as it has been
proven by the CAP theorem.

Peer network node data stores
In peer network data stores, the user can usually reciprocate and allow other users to use their computer as a storage
node as well. Information may or may not be accessible to other users depending on the design of the network.
Most peer-to-peer networks do not have distributed data stores in that the user's data is only available when their
node is on the network. However, this distinction is somewhat blurred in a system such as BitTorrent, where it is
possible for the originating node to go offline but the content to continue to be served. Still, this is only the case for
individual files requested by the redistributors, as contrasted with a network such as Freenet where all computers are
made available to serve all files.
Distributed data stores typically use an error detection and correction technique. Some distributed data stores (such
as Parchive over NNTP) use forward error correction techniques to recover the original file when parts of that file
are damaged or unavailable. Others try again to download that file from a different mirror.

Examples

Distributed non-relational databases
• Apache Cassandra, former data store of Facebook
• BigTable, the data store of Google
• Druid (open-source data store), used by Netflix
• Dynamo of Amazon
• HBase, current data store of Facebook's Messaging Platform
•• Riak
• Voldemort, data store used by LinkedIn
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Peer network node data stores
•• BitTorrent
•• Chord project
•• GNUnet
•• Freenet
• Unity, of the software Perfect Dark
•• Mnet
• NNTP (the distributed data storage protocol used for Usenet news)
•• Storage@home
•• Tahoe-LAFS

References

Heterogeneous Database System
A heterogeneous database system is an automated (or semi-automated) system for the integration of
heterogeneous, disparate database management systems to present a user with a single, unified query interface.
Heterogeneous database systems (HDBs) are computational models and software implementations that provide
heterogeneous database integration.

Problems of heterogeneous database integration
This article does not contain details of distributed database management systems (sometimes known as federated
database systems).

Technical heterogeneity
Different file formats, access protocols, query languages etc. Often called syntactic heterogeneity from the point of
view of data.

Data model heterogeneity
Different ways of representing and storing the same data. Table decompositions may vary, column names (data
labels) may be different (but have the same semantics), data encoding schemes may vary (i.e., should a measurement
scale be explicitly included in a field or should it be implied elsewhere). Also referred as schematic heterogeneity.

Semantic heterogeneity
Data across constituent databases may be related but different. Perhaps a database system must be able to integrate
genomic and proteomic data. They are related—a gene may have several protein products—but the data are different
(nucleotide sequences and amino acid sequences, or hydrophilic or -phobic amino acid sequence and positively or
negatively charged amino acids). There may be many ways of looking at semantically similar, but distinct, datasets.
The system may also be required to present "new" knowledge to the user. Relationships may be inferred between
data according to rules specified in domain ontologies.
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Simple Sloppy Semantic Database
Simple Sloppy Semantic Database (S3DB) is a distributed infrastructure that relies on Semantic Web concepts for
management of heterogeneous data. This distributed data management system was first proposed in 2006, following
the argumentation the previous year that omics data sets would be more easily managed if fragmented in RDF
triples. That first version, 1.0, was focused on the support of an indexing engine for triplestore management. The
second version, made available in October 2007, added cross-referencing between triples in distinct S3DB
deployments to support it as a distributed infrastructure. The third version was released in July 2008 and exposes its
API through a specialized query language[1] accessible as a REST web service. An update of that release (version
3.5) also includes a RESTful SPARQL endpoint. This update introduced a self-update feature which replaces version
numbers by date of update. The rationale, core data model, and usage in National Cancer Institute (NIH/NCI)
SPORE awards [2] are described and illustrated in a PLoS ONE manuscript published August 13, 2008 and a BMC
Bioinformatics manuscript published on July 20, 2010. The following year, S3DB's API was published and was put
to use in the management of a clinical trial at MDAnderson Cancer Center using a web application with a
self-assembled interface.[3] In 2012, in "Semantic Web meets Integrative Biology: a survey" the features of S3DB
were highlighted in an independent assessment. The summary of this assessment was that "S3QL supports a
permission control mechanism that allows users to specify contextual minutia such as provenance and access control
on the semantic level. The effectiveness of S3QL was illustrated through use cases of IB, such as genomic
characterization of cancer and molecular epidemiology of infectious diseases. We expect S3QL or its variations to be
accepted as the standard access control mechanism by the SW community". The API's specification is kept at
s3ql.org [4]. S3DB is licensed under a Creative Commons Attribution-Noncommercial-Share Alike 3.0 United States
License.

External links
Documentation and wiki are maintained at www.s3db.org [5]. This application is publicly available with open source
in PHP code. The use of S3DB's web-services formatted as JSON is demonstrated in a youtube video [6]. Code
development at github.com/s3db/s3db [7].
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Distributed transaction
A distributed transaction is an operations bundle, in which two or more network hosts are involved. Usually, hosts
provide transactional resources, while the transaction manager is responsible for creating and managing a global
transaction that encompasses all operations against such resources. Distributed transactions, as any other
transactions, must have all four ACID (atomicity, consistency, isolation, durability) properties, where atomicity
guarantees all-or-nothing outcomes for the unit of work (operations bundle).
Open Group, a vendor consortium, proposed the X/Open Distributed Transaction Processing (DTP) Model (X/Open
XA), which became a de facto standard for behavior of transaction model components.
Databases are common transactional resources and, often, transactions span a couple of such databases. In this case,
a distributed transaction can be seen as a database transaction that must be synchronized (or provide ACID
properties) among multiple participating databases which are distributed among different physical locations. The
isolation property (the I of ACID) poses a special challenge for multi database transactions, since the (global)
serializability property could be violated, even if each database provides it (see also global serializability). In
practice most commercial database systems use strong strict two phase locking (SS2PL) for concurrency control,
which ensures global serializability, if all the participating databases employ it. (see also commitment ordering for
multidatabases.)
A common algorithm for ensuring correct completion of a distributed transaction is the two-phase commit (2PC).
This algorithm is usually applied for updates able to commit in a short period of time, ranging from couple of
milliseconds to couple of minutes.
There are also long-lived distributed transactions, for example a transaction to book a trip, which consists of booking
a flight, a rental car and a hotel. Since booking the flight might take up to a day to get a confirmation, two-phase
commit is not applicable here, it will lock the resources for this long. In this case more sophisticated techniques that
involve multiple undo levels are used. The way you can undo the hotel booking by calling a desk and cancelling the
reservation, a system can be designed to undo certain operations (unless they are irreversibly finished).
In practice, long-lived distributed transactions are implemented in systems based on Web Services. Usually these
transactions utilize principles of Compensating transactions, Optimism and Isolation Without Locking. X/Open
standard does not cover long-lived DTP.
Several modern technologies, including Enterprise Java Beans (EJBs) and Microsoft Transaction Server (MTS) fully
support distributed transaction standards.

References
• "Web-Services Transactions" [1]. Web-Services Transactions. Retrieved May 2, 2005.
• "Nuts And Bolts Of Transaction Processing" [2]. Article about Transaction Management. Retrieved May 3, 2005.
• "A Detailed Comparison of Enterprise JavaBeans (EJB) & The Microsoft Transaction Server (MTS) Models" [3].

Further reading
• Gerhard Weikum, Gottfried Vossen, Transactional information systems: theory, algorithms, and the practice of

concurrency control and recovery, Morgan Kaufmann, 2002, ISBN 1-55860-508-8

http://en.wikipedia.org/w/index.php?title=Operations_bundle
http://en.wikipedia.org/w/index.php?title=X/Open_XA
http://en.wikipedia.org/w/index.php?title=Synchronized
http://en.wikipedia.org/w/index.php?title=Distributed_computing
http://en.wikipedia.org/w/index.php?title=Isolation_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Two_phase_locking
http://en.wikipedia.org/w/index.php?title=Algorithm
http://en.wikipedia.org/w/index.php?title=Correctness
http://en.wikipedia.org/w/index.php?title=Two-phase_commit
http://en.wikipedia.org/w/index.php?title=Commit_%28data_management%29
http://en.wikipedia.org/w/index.php?title=Web_Services
http://en.wikipedia.org/w/index.php?title=Compensating_transaction
http://en.wikipedia.org/w/index.php?title=Enterprise_Java_Beans
http://xml.sys-con.com/read/43755.htm
http://www.subbu.org/articles/transactions/NutsAndBoltsOfTP.html
http://gsraj.tripod.com/misc/ejbmtscomp.html


Distributed transaction 921

References
[1] http:/ / xml. sys-con. com/ read/ 43755. htm
[2] http:/ / www. subbu. org/ articles/ transactions/ NutsAndBoltsOfTP. html
[3] http:/ / gsraj. tripod. com/ misc/ ejbmtscomp. html

Network transparency
Network transparency in its most general sense refers to the ability of a protocol to transmit data over the network
in a manner which is transparent (invisible) to those using the applications that are using the protocol.
The term is often incorrectly applied in the context of the X Window System, which is able to transmit graphical data
over the network and integrate it seamlessly with applications running and displaying locally.

Databases
In a centralized database system, the only available resource that needs to be shielded from the user is the data (that
is, the storage system). In a distributed DBMS, a second resource needs to be managed in much the same manner:
the network. Preferably, the user should be protected from the network operational details. Then there would be no
difference between database applications that would run on the centralized database and those that would run on a
distributed one. This kind of transparency is referred to as network transparency or distribution transparency.
From a database management system (DBMS) perspective, distribution transparency requires that users do not have
to specify where data is located.
Some have separated distribution transparency into location transparency and naming transparency.
Location transparency in commands used to perform a task is independent both of the locations of the data, and of
the system on which an operation is carried out.
Naming transparency means that a unique name is provided for each object in the database.

Firewalls
Transparency in firewall technology can be defined at the networking (IP or Internet layer) or at the application
layer.
Transparency at the IP layer means the client targets the real IP address of the server. If a connection is
non-transparent, then the client targets an intermediate host (address), which could be a proxy or a caching server. IP
layer transparency could be also defined from the point of server's view. If the connection is transparent, the server
sees the real client IP. If it is non-transparent, the server sees the IP of the intermediate host.
Transparency at the application layer means the client application uses the protocol in a different way. An example
of a transparent HTTP request for a server:

GET / HTTP/1.1
Host: example.org
Connection: Keep-Alive

An example non-transparent HTTP request for a proxy (cache):
GET http:/ / foo. bar/ HTTP/1.1
Proxy-Connection: Keep-Alive

Application layer transparency is symmetric when the same working mode is used on both the sides. The
transparency is asymmetric when the firewall (usually a proxy) converts server type requests to proxy type or vice
versa.
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Transparency at the IP layer does not mean automatically application layer transparency.

References

Long-lived transaction
A long-lived transaction is a transaction that spans multiple database transactions. The transaction is considered
"long-lived" because its boundaries must, by necessity of business logic, extend past a single database transaction. A
long-lived transaction can be thought of as a sequence of database transactions grouped to achieve a single atomic
result..
A common example is a multi-step sequence of requests and responses of an interaction with a user through a web
client.
A long-lived transaction creates challenges of concurrency control and scalability.
A chief strategy in designing long-lived transactions is optimistic concurrency control with versioning.
So much research work related to these long lived transactions was carried out by several professors from the Oxford
University and Michigan State University and the Central University of Hyderabad. Dr. James from the Oxford
University created several hypotheses for long-lived transactions. Dr Copperfield of the Michigan State University
was regarded highly for his contributions in this field. Dr A B Sagar of Hyderabad Central University has also done
very creative work in relating long-lived transactions with financial transactions in Microfinance.
However the study is not complete and is still open to challenges and research issues.

Distributed concurrency control
Distributed concurrency control is the concurrency control of a system distributed over a computer network
(Bernstein et al. 1987, Weikum and Vossen 2001).
In database systems and transaction processing (transaction management) distributed concurrency control refers
primarily to the concurrency control of a distributed database. It also refers to the concurrency control in a
multidatabase (and other multi-transactional object) environment (e.g., federated database, grid computing, and
cloud computing environments. A major goal for distributed concurrency control is distributed serializability (or
global serializability for multidatabase systems). Distributed concurrency control poses special challenges beyond
centralized one, primarily due to communication and computer latency. It often requires special techniques, like
distributed lock manager over fast computer networks with low latency, like switched fabric (e.g., InfiniBand).
commitment ordering (or commit ordering) is a general serializability technique that achieves distributed
serializability (and global serializability in particular) effectively on a large scale, without concurrency control
information distribution (e.g., local precedence relations, locks, timestamps, or tickets), and thus without
performance penalties that are typical to other serializability techniques (Raz 1992).
The most common distributed concurrency control technique is strong strict two-phase locking (SS2PL, also named 
rigorousness), which is also a common centralized concurrency control technique. SS2PL provides both the 
serializability, strictness, and commitment ordering properties. Strictness, a special case of recoverability, is utilized 
for effective recovery from failure, and commitment ordering allows participating in a general solution for global 
serializability. For large-scale distribution and complex transactions, distributed locking's typical heavy performance 
penalty (due to delays, latency) can be saved by using the atomic commitment protocol, which is needed in a 
distributed database for (distributed) transactions' atomicity (e.g., two-phase commit, or a simpler one in a reliable
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system), together with some local commitment ordering variant (e.g., local SS2PL) instead of distributed locking, to
achieve global serializability in the entire system. All the commitment ordering theoretical results are applicable
whenever atomic commitment is utilized over partitioned, distributed recoverable (transactional) data, including
automatic distributed deadlock resolution. Such technique can be utilized also for a large-scale parallel database,
where a single large database, residing on many nodes and using a distributed lock manager, is replaced with a
(homogeneous) multidatabase, comprising many relatively small databases (loosely defined; any process that
supports transactions over partitioned data and participates in atomic commitment complies), fitting each into a
single node, and using commitment ordering (e.g., SS2PL, strict CO) together with some appropriate atomic
commitment protocol (without using a distributed lock manager).
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Consistency model
In computer science, consistency models are used in distributed systems like distributed shared memory systems or
distributed data stores (such as a filesystems, databases, optimistic replication systems or Web caching). The system
supports a given model if operations on memory follow specific rules. The data consistency model specifies a
contract between programmer and system, wherein the system guarantees that if the programmer follows the rules,
memory will be consistent and the results of memory operations will be predictable.
High level languages, such as C, C++, and Java, partially maintain the contract by translating memory operations
into low-level operations in a way that preserves memory semantics. To hold to the contract, compilers may reorder
some memory instructions, and library calls such as pthread_mutex_lock() encapsulate required
synchronization.
Verifying sequential consistency is undecidable in general, even for finite-state cache-coherence protocols.
Consistency models define rules for the apparent order and visibility of updates, and it is a continuum with tradeoffs.

Example
Assume that the following case occurs:
•• The row X is replicated on nodes M and N
•• The client A writes row X to node N
•• After a period of time t, client B reads row X from node M
The consistency model has to determine whether client B sees the write from client A or not.
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Types
A non-exhaustive list of consistency models are
•• causal consistency
•• delta consistency
•• entry consistency
•• eventual consistency
•• fork consistency
• linearizability (also known as strict or atomic consistency)
•• one-copy serializability
• PRAM consistency (also known as FIFO consistency)
•• release consistency
•• sequential consistency
•• serializability
•• vector-field consistency
•• weak consistency
•• strong consistency
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Distributed Transaction Coordinator
The Distributed Transaction Coordinator (MSDTC) service is a component of modern versions of Microsoft
Windows that is responsible for coordinating transactions that span multiple resource managers, such as databases,
message queues, and file systems. MSDTC is included in Windows 2000 and later operating systems, and is also
available for Windows NT 4.0.
MSDTC performs the transaction coordination role for components, usually with COM and .NET architectures. In
MSDTC terminology, the director is called the transaction manager.
By default, the Microsoft Distributed Transaction Coordinator (MSDTC) service is installed with Windows 2000. It
cannot be uninstalled through Add/Remove Programs.

External links
• Distributed Transaction Coordinator [1] on the Microsoft Developer Network
• New functionality in the Distributed Transaction Coordinator service in Windows Server 2003 Service Pack 1 and

in Windows XP Service Pack 2 [2]

• Florin Lazar's weblog [3]; a Microsoft developer blog with extensive discussions on MSDTC and transaction
processing

[4]; Mohsen Agsen is a Technical Fellow who formed the core transaction group, which designed and delivered the
Distributed Transaction Coordinator (DTC)
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Two-phase commit protocol
In transaction processing, databases, and computer networking, the two-phase commit protocol (2PC) is a type of
atomic commitment protocol (ACP). It is a distributed algorithm that coordinates all the processes that participate in
a distributed atomic transaction on whether to commit or abort (roll back) the transaction (it is a specialized type of
consensus protocol). The protocol achieves its goal even in many cases of temporary system failure (involving either
process, network node, communication, etc. failures), and is thus widely utilized.[1][2][3] However, it is not resilient
to all possible failure configurations, and in rare cases user (e.g., a system's administrator) intervention is needed to
remedy an outcome. To accommodate recovery from failure (automatic in most cases) the protocol's participants use
logging of the protocol's states. Log records, which are typically slow to generate but survive failures, are used by
the protocol's recovery procedures. Many protocol variants exist that primarily differ in logging strategies and
recovery mechanisms. Though usually intended to be used infrequently, recovery procedures compose a substantial
portion of the protocol, due to many possible failure scenarios to be considered and supported by the protocol.
In a "normal execution" of any single distributed transaction, i.e., when no failure occurs, which is typically the most
frequent situation, the protocol consists of two phases:
1. The commit-request phase (or voting phase), in which a coordinator process attempts to prepare all the

transaction's participating processes (named participants, cohorts, or workers) to take the necessary steps for
either committing or aborting the transaction and to vote, either "Yes": commit (if the transaction participant's
local portion execution has ended properly), or "No": abort (if a problem has been detected with the local
portion), and

2. The commit phase, in which, based on voting of the cohorts, the coordinator decides whether to commit (only if
all have voted "Yes") or abort the transaction (otherwise), and notifies the result to all the cohorts. The cohorts
then follow with the needed actions (commit or abort) with their local transactional resources (also called
recoverable resources; e.g., database data) and their respective portions in the transaction's other output (if
applicable).

Note that the two-phase commit (2PC) protocol should not be confused with the two-phase locking (2PL) protocol, a
concurrency control protocol.

Assumptions
The protocol works in the following manner: one node is designated the coordinator, which is the master site, and
the rest of the nodes in the network are designated the cohorts. The protocol assumes that there is stable storage at
each node with a write-ahead log, that no node crashes forever, that the data in the write-ahead log is never lost or
corrupted in a crash, and that any two nodes can communicate with each other. The last assumption is not too
restrictive, as network communication can typically be rerouted. The first two assumptions are much stronger; if a
node is totally destroyed then data can be lost.
The protocol is initiated by the coordinator after the last step of the transaction has been reached. The cohorts then
respond with an agreement message or an abort message depending on whether the transaction has been processed
successfully at the cohort.
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Basic algorithm

Commit request phase
or voting phase

1. The coordinator sends a query to commit message to all cohorts and waits until it has received a reply from all
cohorts.

2. The cohorts execute the transaction up to the point where they will be asked to commit. They each write an entry
to their undo log and an entry to their redo log.

3. Each cohort replies with an agreement message (cohort votes Yes to commit), if the cohort's actions succeeded,
or an abort message (cohort votes No, not to commit), if the cohort experiences a failure that will make it
impossible to commit.

Commit phase
or Completion phase

Success

If the coordinator received an agreement message from all cohorts during the commit-request phase:
1. The coordinator sends a commit message to all the cohorts.
2.2. Each cohort completes the operation, and releases all the locks and resources held during the transaction.
3. Each cohort sends an acknowledgment to the coordinator.
4.4. The coordinator completes the transaction when all acknowledgments have been received.

Failure

If any cohort votes No during the commit-request phase (or the coordinator's timeout expires):
1. The coordinator sends a rollback message to all the cohorts.
2.2. Each cohort undoes the transaction using the undo log, and releases the resources and locks held during the

transaction.
3. Each cohort sends an acknowledgement to the coordinator.
4.4. The coordinator undoes the transaction when all acknowledgements have been received.

Message flow

Coordinator                                         Cohort

                              QUERY TO COMMIT

                -------------------------------->

                              VOTE YES/NO           prepare*/abort*

                <-------------------------------

commit*/abort*                COMMIT/ROLLBACK

                -------------------------------->

                              ACKNOWLEDGMENT        commit*/abort*

                <--------------------------------  

end

An * next to the record type means that the record is forced to stable storage.[4]
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Disadvantages
The greatest disadvantage of the two-phase commit protocol is that it is a blocking protocol. If the coordinator fails
permanently, some cohorts will never resolve their transactions: After a cohort has sent an agreement message to
the coordinator, it will block until a commit or rollback is received.

Implementing the two-phase commit protocol

Common architecture
In many cases the 2PC protocol is distributed in a computer network. It is easily distributed by implementing
multiple dedicated 2PC components similar to each other, typically named Transaction managers (TMs; also
referred to as 2PC agents), that carry out the protocol's execution for each transaction (e.g., The Open Group's
X/Open XA). The databases involved with a distributed transaction, the participants, both the coordinator and
cohorts, register to close TMs (typically residing on respective same network nodes as the participants) for
terminating that transaction using 2PC. Each distributed transaction has an ad hoc set of TMs, the TMs to which the
transaction participants register. A leader, the coordinator TM, exists for each transaction to coordinate 2PC for it,
typically the TM of the coordinator database. However, the coordinator role can be transferred to another TM for
performance or reliability reasons. Rather than exchanging 2PC messages among themselves, the participants
exchange the messages with their respective TMs. The relevant TMs communicate among themselves to execute the
2PC protocol schema above, "representing" the respective participants, for terminating that transaction. With this
architecture the protocol is fully distributed (does not need any central processing component or data structure), and
scales up with number of network nodes (network size) effectively.
This common architecture is also effective for the distribution of other atomic commitment protocols besides 2PC,
since all such protocols use the same voting mechanism and outcome propagation to protocol participants.

Protocol optimizations
Database research has been done on ways to get most of the benefits of the two-phase commit protocol while
reducing costs by protocol optimizations and protocol operations saving under certain system's behavior
assumptions.

Presume abort and Presume commit

Presumed abort or Presumed commit are common such optimizations.[5] An assumption about the outcome of
transactions, either commit, or abort, can save both messages and logging operations by the participants during the
2PC protocol's execution. For example, when presumed abort, if during system recovery from failure no logged
evidence for commit of some transaction is found by the recovery procedure, then it assumes that the transaction has
been aborted, and acts accordingly. This means that it does not matter if aborts are logged at all, and such logging
can be saved under this assumption. Typically a penalty of additional operations is paid during recovery from failure,
depending on optimization type. Thus the best variant of optimization, if any, is chosen according to failure and
transaction outcome statistics.

Tree two-phase commit protocol

The Tree 2PC protocol (also called Nested 2PC, or Recursive 2PC) is a common variant of 2PC in a computer 
network, which better utilizes the underlying communication infrastructure. The participants in a distributed 
transaction are typically invoked in an order which defines a tree structure, the invocation tree, where the 
participants are the nodes and the edges are the invocations (communication links). The same tree is commonly 
utilized to complete the transaction by a 2PC protocol, but also another communication tree can be utilized for this, 
in principle. In a tree 2PC the coordinator is considered the root ("top") of a communication tree (inverted tree),
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while the cohorts are the other nodes. The coordinator can be the node that originated the transaction (invoked
recursively (transitively) the other participants), but also another node in the same tree can take the coordinator role
instead. 2PC messages from the coordinator are propagated "down" the tree, while messages to the coordinator are
"collected" by a cohort from all the cohorts below it, before it sends the appropriate message "up" the tree (except an
abort message, which is propagated "up" immediately upon receiving it or if the current cohort initiates the abort).
The Dynamic two-phase commit (Dynamic two-phase commitment, D2PC) protocol[6] is a variant of Tree 2PC
with no predetermined coordinator. It subsumes several optimizations that have been proposed earlier. Agreement
messages (Yes votes) start to propagate from all the leaves, each leaf when completing its tasks on behalf of the
transaction (becoming ready). An intermediate (non leaf) node sends when ready an agreement message to the last
(single) neighboring node from which agreement message has not yet been received. The coordinator is determined
dynamically by racing agreement messages over the transaction tree, at the place where they collide. They collide
either at a transaction tree node, to be the coordinator, or on a tree edge. In the latter case one of the two edge's nodes
is elected as a coordinator (any node). D2PC is time optimal (among all the instances of a specific transaction tree,
and any specific Tree 2PC protocol implementation; all instances have the same tree; each instance has a different
node as coordinator): By choosing an optimal coordinator D2PC commits both the coordinator and each cohort in
minimum possible time, allowing the earliest possible release of locked resources in each transaction participant
(tree node).
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Three-phase commit protocol
In computer networking and databases, the three-phase commit protocol (3PC) is a distributed algorithm which lets
all nodes in a distributed system agree to commit a transaction. Unlike the two-phase commit protocol (2PC)
however, 3PC is non-blocking. Specifically, 3PC places an upper bound on the amount of time required before a
transaction either commits or aborts. This property ensures that if a given transaction is attempting to commit via
3PC and holds some resource locks, it will release the locks after the timeout.
3PC was originally described by Dale Skeen and Michael Stonebraker in their paper, “A Formal Model of Crash
Recovery in a Distributed System”. In that work, they modeled 2PC as a system of non-deterministic finite state
automata and proved that it is not resilient to a random single site failure. The basic observation is that in 2PC, while
one site is in the “prepared to commit” state, the other may be in either the “commit” or the “abort” state. From this
analysis, they developed 3PC to avoid such states and it is thus resilient to such failures.

Protocol Description
In describing the protocol, we use terminology similar to that used in the two-phase commit protocol. Thus we have
a single coordinator site leading the transaction and a set of one or more cohorts being directed by the coordinator.

Coordinator
1. The coordinator receives a transaction request. If there is a failure at this point, the coordinator aborts the

transaction (i.e. upon recovery, it will consider the transaction aborted). Otherwise, the coordinator sends a
canCommit? message to the cohorts and moves to the waiting state.

2. If there is a failure, timeout, or if the coordinator receives a No message in the waiting state, the coordinator
aborts the transaction and sends an abort message to all cohorts. Otherwise the coordinator will receive Yes
messages from all cohorts within the time window, so it sends preCommit messages to all cohorts and moves to
the prepared state.

3.3. If the coordinator succeeds in the prepared state, it will move to the commit state. However if the coordinator
times out while waiting for an acknowledgement from a cohort, it will abort the transaction. In the case where all
acknowledgements are received, the coordinator moves to the commit state as well.
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Cohort
1. The cohort receives a canCommit? message from the coordinator. If the cohort agrees it sends a Yes message to

the coordinator and moves to the prepared state. Otherwise it sends a No message and aborts. If there is a failure,
it moves to the abort state.

2. In the prepared state, if the cohort receives an abort message from the coordinator, fails, or times out waiting for
a commit, it aborts. If the cohort receives a preCommit message, it sends an ACK message back and awaits a
final commit or abort.

3. If, after a cohort member receives a preCommit message, the coordinator fails or times out, the cohort member
goes forward with the commit.

Motivation
A Two-phase commit protocol cannot dependably recover from a failure of both the coordinator and a cohort
member during the Commit phase. If only the coordinator had failed, and no cohort members had received a
commit message, it could safely be inferred that no commit had happened. If, however, both the coordinator and a
cohort member failed, it is possible that the failed cohort member was the first to be notified, and had actually done
the commit. Even if a new coordinator is selected, it cannot confidently proceed with the operation until it has
received an agreement from all cohort members ... and hence must block until all cohort members respond.
The Three-phase commit protocol eliminates this problem by introducing the Prepared to commit state. If the
coordinator fails before sending preCommit messages, the cohort will unanimously agree that the operation was
aborted. The coordinator will not send out a doCommit message until all cohort members have ACKed that they
are Prepared to commit. This eliminates the possibility that any cohort member actually completed the transaction
before all cohort members were aware of the decision to do so (an ambiguity that necessitated indefinite blocking in
the Two-phase commit protocol).

Disadvantages
The main disadvantage to this algorithm is that it cannot recover in the event the network is segmented in any
manner. The original 3PC algorithm assumes a fail-stop model, where processes fail by crashing and crashes can be
accurately detected, and does not work with network partitions or asynchronous communication.
Keidar and Dolev's E3PC algorithm eliminates this disadvantage.
The protocol requires at least 3 round trips to complete, needing a minimum of 3 round trip times (RTTs). This is
potentially a long latency to complete each transaction.
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Xeround
Xeround is a provider of cloud database software, launched in 2005.[1] The company was founded by Sharon Barkai
and Gilad Zlotkin. Zlotkin, a former research fellow at MIT Sloan School of Management,[2] founded five other
startups including Radview (NASDAQ:RDVW). Israeli financial newspaper Globes ranked the company as one of
Israel's most promising start-ups in 2006.[3]

Xeround's product was initially used by Telecom providers, including T-Mobile; in 2009 the company added a
MySQL front end to its product,[4] making it applicable to a mass market of 12 million MySQL applications.[5] The
product allows MySQL users to scale their database and achieve high availability on cloud platforms like Amazon
EC2.[] The beta version of the service was reported to be used by 2000 organizations;[6][7][8][9] General Availability
was announced in June 2011.[10] According to CNET blogger Dave Rosenberg, Xeround's MySQL support makes it
"well positioned to take a leadership position in the database market".[11]

On May 1, 2013 Xeround announced to its paid customers that they were shutting down the Cloud Database Service
and all data must be migrated before being dropped on May 15, 2013

Product
Xeround provides a cloud database service for applications based on the open source edition of the MySQL database
(MySQL is currently owned by Oracle). The product addresses two related problems: it is complex to run databases
on the cloud, especially if high availability is needed; and databases in general are difficult to scale, as data
throughput and volumes grow.[12] A cloud database service solves both problems, by managing the database on the
cloud and taking care of scalability and high availability, in a way that is transparent to the application. Instead of
connecting to a local instance of MySQL, applications can connect to Xeround's cloud database, and are then free to
scale as needed. Because Xeround is an in-memory distributed database, it is currently limited up to 50 Gigabytes of
data.[13] Xeround gives a no downtime SLA guarantee [14]. The service offers pay-per-use pricing, calculated per
Gigabyte per hour, with an additional charge for data transfer for large databases.[15]

Xeround offers its service on several cloud platforms - as of September 2011, Xeround supported Amazon EC2,
RackSpace,[16] and Heroku,[17] and is planning to support additional providers. As of March 2011, Xeround was the
only commercially available product which supports more than one cloud provider, allowing users to move their
databases freely between cloud platforms without being locked in.[18]

While Xeround uses the open source version of MySQL, the cloud database software itself is not open source.
Another distinction is that while Xeround offers MySQL as a front-end, on the back-end it is a NoSQL data storage
system distributed on a large number of physical nodes - so it is not subject to the scalability limitations of regular
MySQL databases.
On 1 May 2013 Xeround announced via an e-mail to customers that they would no longer be providing their service.
The service is to end on 15 May 2013. [19]
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Company timeline
•• 2005 - Xeround is founded by Sharon Barkai and Gilad Zlotkin, raises $6.5 million in Series A funding, focuses

initially on distributed database software for Telecom providers.
•• 2006 - Xeround ranked as one of Israel's most promising start-ups by Israeli financial newspaper Globes.
• 2008 - Xeround raises an additional $16 million in Series B funding.[20]

•• 2009 - Xeround recruits Razi Sharir as CEO and repositions its product as a cloud database service with a
MySQL front-end.

• 2010 - Xeround launches beta version of its database service.[21]

•• 2011 - Xeround announces General Availability of its cloud database service, and raises an additional $4 million
in its final financing round.

• 2011 - Xeround Raises $9.3M From Benchmark And Others.[22]

Competitors and alternatives
Xeround's primary competitors are database services offered by the large cloud vendors, Amazon Relational
Database Service and Database.com by SalesForce. Other cloud database providers mentioned by industry
sources[23] are Microsoft Azure SQL Database, NimbusDB, ClearDB, ParAccel, as well as NoSQL key-value data
stores such as Amazon SimpleDB, Google AppEngine Data Store, Couchbase Server, and Cloudant.
Database users running their applications on the cloud also have the option of installing databases in a "do it
yourself" manner instead of paying for a cloud database service. This involves purchasing a machine instance on a
cloud computing platform like Amazon EC2, and manually installing a database. This method is considered to be
less expensive, but more complex, than using an "out of the box" database service like Xeround.[24]

Next Generation
Currently the website is showing a message:
•• We are working on the next generation of data management solution for today's complex distributed infrastructure

needs. Register below if you wish to be notified.
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Vector-field consistency
Vector-Field Consistency[1] is a consistency model for replicated data (for example, objects), initially described in a
paper which was awarded the best-paper prize in the ACM/IFIP/Usenix Middleware Conference 2007. It has since
been enhanced for increased scalability and fault-tolerance in a recent paper.

Description
This consistency model was initially designed for replicated data management in adhoc gaming in order to minimize
bandwidth usage without sacrificing playability. Intuitively, it captures the notion that although players require,
wish, and take advantage of information regarding the whole of the game world (as opposed to a restricted view to
rooms, arenas, etc. of limited size employed in many multiplayer games), they need to know information with
greater freshness, frequency, and accuracy as other game entities are located closer and closer to the player's
position.
It prescribes a multidimensional divergence bounding scheme, based on a vector field that employs consistency
vectors k=(θ,σ,ν), standing for maximum allowed time - or replica staleness, sequence - or missing updates, and
value[2] - or user-defined measured replica divergence, applied to all space coordinates in game scenario or world.
The consistency vector-fields emanate from field-generators designated as pivots (for example, players) and field
intensity attenuates as distance grows from these pivots in concentric or square-like regions. This consistency model
unifies locality-awareness techniques employed in message routing and consistency enforcement for multiplayer
games, with divergence bounding techniques traditionally employed in replicated database and web scenarios.

Notes
[1][1] Designation coined by L. Veiga.

[2] Since in the Greek alphabet there was no letter for the vee sound, the nu letter was preferred for its resemblance with the roman V, for value, instead of β (beta) for the vee sound in

contemporary Greek speaking.
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Storage area network

Computer network types by
spatial scope

•• Near field Communication (NFC)
•• Body (BAN)
•• Personal (PAN)
•• Car/Electronics (CAN)
•• Near-me (NAN)
•• Local (LAN)

•• Home (HAN)
•• Storage (SAN)

•• Campus (CAN)
•• Backbone
•• Metropolitan (MAN)
•• Wide (WAN)
•• Cloud (IAN)
•• Internet
•• Interplanetary Internet
•• Intergalactic Computer Network

•• v
•• t
• e [1]

A storage area network (SAN) is a dedicated network that provides access to consolidated, block level data storage.
SANs are primarily used to enhance storage devices, such as disk arrays, tape libraries, and optical jukeboxes,
accessible to servers so that the devices appear like locally attached devices to the operating system. A SAN
typically has its own network of storage devices that are generally not accessible through the local area network by
other devices. The cost and complexity of SANs dropped in the early 2000s to levels allowing wider adoption across
both enterprise and small to medium sized business environments.
A SAN does not provide file abstraction, only block-level operations. However, file systems built on top of SANs do
provide file-level access, and are known as SAN filesystems or shared disk file systems.

Storage
Historically, data centers first created "islands" of SCSI disk arrays as direct-attached storage (DAS), each dedicated
to an application, and visible as a number of "virtual hard drives" (i.e. LUNs). Essentially, a SAN consolidates such
storage islands together using a high-speed network.
Operating systems maintain their own file systems on their own dedicated, non-shared LUNs, as though they were
local to themselves. If multiple systems were simply to attempt to share a LUN, these would interfere with each
other and quickly corrupt the data. Any planned sharing of data on different computers within a LUN requires
advanced solutions, such as SAN file systems or clustered computing.
Despite such issues, SANs help to increase storage capacity utilization, since multiple servers consolidate their
private storage space onto the disk arrays.
Common uses of a SAN include provision of transactionally accessed data that require high-speed block-level access
to the hard drives such as email servers, databases, and high usage file servers.
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SAN and NAS
NAS, Network Attached Storage was a solution to the problems of Direct Attached Storage (DAS). The solution was
that servers would share a connection to the storage devices via a network connection through the LAN. This set up
allows the server to be used loaded with software and applications instead of being split between two duties. With
the old DAS setup the server would be split between application use and storage use. With NAS there is no longer a
need for support of the traditional storage interface (SCSI) and now the server or client may access NAS storage with
a network connection. The drawback to this is that there is no longer a high-speed connection between the CPU and
storage units – they still must use the LAN to communicate and this creates bandwidth bottlenecks. In addition
requests are processed using file access protocols and CPU cycles must be used to convert into block requests that a
server may use to retrieve files and information. This has relegated NAS to be used as data backup more than
anything else [citation needed].

SAN-NAS hybrid

Hybrid using DAS, NAS and SAN technologies.

Despite the differences between SAN and NAS, it is
possible to create solutions that include both
technologies.[citation needed]

Benefits

Sharing storage usually simplifies storage
administration and adds flexibility since cables and
storage devices do not have to be physically moved
to shift storage from one server to another.
Other benefits include the ability to allow servers to
boot from the SAN itself. This allows for a quick and
easy replacement of faulty servers since the SAN can
be reconfigured so that a replacement server can use
the LUN of the faulty server. While this area of technology is still new, many view it as being the future of the
enterprise datacenter.

SANs also tend to enable more effective disaster recovery processes. A SAN could span a distant location containing
a secondary storage array. This enables storage replication either implemented by disk array controllers, by server
software, or by specialized SAN devices. Since IP WANs are often the least costly method of long-distance
transport, the Fibre Channel over IP (FCIP) and iSCSI protocols have been developed to allow SAN extension over
IP networks. The traditional physical SCSI layer could only support a few meters of distance - not nearly enough to
ensure business continuance in a disaster.
The economic consolidation of disk arrays has accelerated the advancement of several features including I/O
caching, snapshotting, and volume cloning (Business Continuance Volumes or BCVs).
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Network types
Most storage networks use the SCSI protocol for communication between servers and disk drive devices. A mapping
layer to other protocols is used to form a network:
• ATA over Ethernet (AoE), mapping of ATA over Ethernet
• Fibre Channel Protocol (FCP), the most prominent one, is a mapping of SCSI over Fibre Channel
• Fibre Channel over Ethernet (FCoE)
• ESCON over Fibre Channel (FICON), used by mainframe computers
• HyperSCSI, mapping of SCSI over Ethernet
• iFCP or SANoIP mapping of FCP over IP
• iSCSI, mapping of SCSI over TCP/IP
• iSCSI Extensions for RDMA (iSER), mapping of iSCSI over InfiniBand
Storage networks may also be built using SAS and SATA technologies. SAS evolved from SCSI direct-attached
storage. SATA evolved from IDE direct-attached storage. SAS and SATA devices can be networked using SAS
Expanders.

SAN infrastructure

Qlogic SAN-switch with optical Fibre Channel
connectors installed.

SANs often use a Fibre Channel fabric topology - an infrastructure
specially designed to handle storage communications. It provides faster
and more reliable access than higher-level protocols used in NAS. A
fabric is similar in concept to a network segment in a local area
network. A typical Fibre Channel SAN fabric is made up of a number
of Fibre Channel switches.

Today, all major SAN equipment vendors also offer some form of
Fibre Channel routing solution, and these bring substantial scalability
benefits to the SAN architecture by allowing data to cross between
different fabrics without merging them. These offerings use proprietary
protocol elements, and the top-level architectures being promoted are
radically different. They often enable mapping Fibre Channel traffic over IP or over SONET/SDH.

Compatibility

One of the early problems with Fibre Channel SANs was that the switches and other hardware from different
manufacturers were not compatible. Although the basic storage protocols FCP were always quite standard, some of
the higher-level functions did not interoperate well. Similarly, many host operating systems would react badly to
other operating systems sharing the same fabric. Many solutions were pushed to the market before standards were
finalized and vendors have since innovated around the standards[citation needed].

SANs in media and entertainment
Video editing workgroups require very high data transfer rates and very low latency. Outside of the enterprise
market, this is one area that greatly benefits from SANs.
SANs in Media and Entertainment are often referred to as Serverless SANs due to the nature of the configuration
which places the video workflow (ingest, editing, playout) clients directly on the SAN rather than attaching to
servers. Control of data flow is managed by a distributed file system such as StorNext by Quantum.

http://en.wikipedia.org/w/index.php?title=SCSI
http://en.wikipedia.org/w/index.php?title=ATA_over_Ethernet
http://en.wikipedia.org/w/index.php?title=AT_Attachment
http://en.wikipedia.org/w/index.php?title=Ethernet
http://en.wikipedia.org/w/index.php?title=Fibre_Channel_Protocol
http://en.wikipedia.org/w/index.php?title=Fibre_Channel
http://en.wikipedia.org/w/index.php?title=Fibre_Channel_over_Ethernet
http://en.wikipedia.org/w/index.php?title=ESCON
http://en.wikipedia.org/w/index.php?title=FICON
http://en.wikipedia.org/w/index.php?title=Mainframe_computer
http://en.wikipedia.org/w/index.php?title=HyperSCSI
http://en.wikipedia.org/w/index.php?title=IFCP
http://en.wikipedia.org/w/index.php?title=SANoIP
http://en.wikipedia.org/w/index.php?title=ISCSI
http://en.wikipedia.org/w/index.php?title=TCP/IP
http://en.wikipedia.org/w/index.php?title=ISCSI_Extensions_for_RDMA
http://en.wikipedia.org/w/index.php?title=InfiniBand
http://en.wikipedia.org/w/index.php?title=Serial_attached_SCSI
http://en.wikipedia.org/w/index.php?title=Serial_ATA
http://en.wikipedia.org/w/index.php?title=Parallel_ATA
http://en.wikipedia.org/w/index.php?title=Serial_attached_SCSI%23SAS_expanders
http://en.wikipedia.org/w/index.php?title=Serial_attached_SCSI%23SAS_expanders
http://en.wikipedia.org/w/index.php?title=Qlogic
http://en.wikipedia.org/w/index.php?title=Fibre_Channel_switch
http://en.wikipedia.org/w/index.php?title=Fibre_Channel
http://en.wikipedia.org/w/index.php?title=Electrical_connector
http://en.wikipedia.org/w/index.php?title=File%3AML-QLOGICNFCCONN.JPG
http://en.wikipedia.org/w/index.php?title=Fibre_Channel_fabric
http://en.wikipedia.org/w/index.php?title=Network-attached_storage
http://en.wikipedia.org/w/index.php?title=Network_segment
http://en.wikipedia.org/w/index.php?title=Fibre_Channel_switch
http://en.wikipedia.org/w/index.php?title=Synchronous_optical_networking
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Video_editing_workgroups


Storage area network 939

Per-node bandwidth usage control, sometimes referred to as Quality of Service (QoS), is especially important in
video workgroups as it ensures fair and prioritized bandwidth usage across the network, if there is insufficient open
bandwidth available.

Storage virtualization
Storage virtualization is the process of abstracting logical storage from physical storage. The physical storage
resources are aggregated into storage pools, from which the logical storage is created. It presents to the user a logical
space for data storage and transparently handles the process of mapping it to the physical location, a concept called
location transparency. This is implemented in modern disk arrays, often using vendor proprietary solutions.
However, the goal of storage virtualization is to group multiple disk arrays from different vendors, scattered over a
network, into a single storage device. The single storage device can then be managed uniformly. [citation needed]

SAN Storage QoS (Quality of Service)
SAN Storage QoS (Quality of Service) is the coordination of capacity and performance in a dedicated storage area
network. This enables the desired storage performance to be calculated and maintained for network customers
accessing the device.
Key factors that affect Storage Area Network QoS(Quality of Service) are:
• Bandwidth – The rate of data throughput available on the system.
• Latency – The time delay for a read/write operation to execute.
• Queue depth – The number of outstanding operations waiting to execute to the underlying disks (Traditional or

SSD).
QoS can be impacted in a SAN storage system by unexpected increase in data traffic (usage spike) from one network
user that can cause performance to decrease for other users on the same network. This can be known as the “Noisy
Neighbor Effect.” When QoS services are enabled in a SAN storage system, the “Noisy Neighbor Effect” can be
prevented and network storage performance can be accurately predicted.
Using SAN storage QoS is in contrast to using disk over-provisioning in a SAN environment. Over-provisioning can
be used to provide additional capacity to compensate for peak network traffic loads. However, where network loads
are not predictable, over-provisioning can eventually cause all bandwidth to be fully consumed and latency to
increase significantly resulting in SAN performance degradation.
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External links
• Introduction to Storage Area Networks Exhaustive Introduction into SAN, [[IBM Redbooks|IBM Redbook
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• SAN vs. DAS: A Cost Analysis of Storage in the Enterprise (http:/ / capitalhead. com/ articles/
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• SAS and SATA, solid-state storage lower data center power consumption (http:/ / searchstorage. techtarget. co.

uk/ generic/ 0,295582,sid181_gci1516893,00. html)
• SAN NAS Videos (http:/ / www. youtube. com/ playlist?list=PLivYD7W2z2HMGGRIwRoRcqLL4HMpR1dIe)
• Storage Area Network Info (http:/ / www. storageareanetworkinfo. blogspot. com. ar/ )
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Partition (database)
A partition is a division of a logical database or its constituent elements into distinct independent parts. Database
partitioning is normally done for manageability, performance or availability reasons.

Benefits of multiple partitions
A popular and favourable application of partitioning is in a distributed database management system. Each partition
may be spread over multiple nodes, and users at the node can perform local transactions on the partition. This
increases performance for sites that have regular transactions involving certain views of data, whilst maintaining
availability and security.

Partitioning criteria
Current high end relational database management systems provide for different criteria to split the database. They
take a partitioning key and assign a partition based on certain criteria. Common criteria are:
Range partitioning

Selects a partition by determining if the partitioning key is inside a certain range. An example could be a
partition for all rows where the column zipcode has a value between 70000 and 79999.

List partitioning
A partition is assigned a list of values. If the partitioning key has one of these values, the partition is chosen.
For example all rows where the column Country is either Iceland, Norway, Sweden, Finland or
Denmark could build a partition for the Nordic countries.

Hash partitioning
The value of a hash function determines membership in a partition. Assuming there are four partitions, the
hash function could return a value from 0 to 3.

Composite partitioning allows for certain combinations of the above partitioning schemes, by for example first
applying a range partitioning and then a hash partitioning. Consistent hashing could be considered a composite of
hash and list partitioning where the hash reduces the key space to a size that can be listed.

Partitioning methods
The partitioning can be done by either building separate smaller databases (each with its own tables, indices, and
transaction logs), or by splitting selected elements, for example just one table.
Horizontal partitioning (also see shard) involves putting different rows into different tables. Perhaps customers
with ZIP codes less than 50000 are stored in CustomersEast, while customers with ZIP codes greater than or equal to
50000 are stored in CustomersWest. The two partition tables are then CustomersEast and CustomersWest, while a
view with a union might be created over both of them to provide a complete view of all customers.
Vertical partitioning involves creating tables with fewer columns and using additional tables to store the remaining 
columns.[1] Normalization also involves this splitting of columns across tables, but vertical partitioning goes beyond 
that and partitions columns even when already normalized. Different physical storage might be used to realize 
vertical partitioning as well; storing infrequently used or very wide columns on a different device, for example, is a 
method of vertical partitioning. Done explicitly or implicitly, this type of partitioning is called "row splitting" (the 
row is split by its columns). A common form of vertical partitioning is to split dynamic data (slow to find) from 
static data (fast to find) in a table where the dynamic data is not used as often as the static. Creating a view across the 
two newly created tables restores the original table with a performance penalty, however performance will increase
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when accessing the static data e.g. for statistical analysis.

References
[1] Vertical Partitioning Algorithms for Database Design, by Shamkant Navathe, Stefano Ceri, Gio Wiederhold, and Jinglie Dou, Stanford

University 1984 (http:/ / citeseerx. ist. psu. edu/ viewdoc/ summary?doi=10. 1. 1. 97. 8306)

External links
• IBM DB2 partitioning (http:/ / publib. boulder. ibm. com/ infocenter/ db2help/ index. jsp?topic=/ com. ibm. db2.

udb. doc/ admin/ c0004885. htm)
• MySQL partitioning (http:/ / dev. mysql. com/ doc/ refman/ 5. 5/ en/ partitioning. html)
• Oracle partitioning (http:/ / www. oracle. com/ us/ products/ database/ options/ partitioning/ index. htm)
• SQL Server partitions (http:/ / msdn. microsoft. com/ en-us/ library/ ms190787. aspx)
• PostgreSQL partitioning (http:/ / www. postgresql. org/ docs/ current/ interactive/ ddl-partitioning. html)
• Sybase ASE 15.0 partitioning (http:/ / www. sybase. com/ detail?id=1036923)
• MongoDB partitioning (http:/ / www. mongodb. org/ display/ DOCS/ Sharding)
• ScimoreDB partitioning (http:/ / scimore. com/ wiki/ Distributed_schema)
• VoltDB partitioning (http:/ / community. voltdb. com/ docs/ UsingVoltDB/ ChapAppDesign#DesignPartition)

Shared nothing architecture
A shared nothing architecture (SN) is a distributed computing architecture in which each node is independent and
self-sufficient, and there is no single point of contention across the system. More specifically, none of the nodes
share memory or disk storage.
People typically contrast SN with systems that keep a large amount of centrally-stored state information, whether in
a database, an application server, or any other similar single point of contention. While SN is best known in the
context of web development, the concept predates the web: Michael Stonebraker at the University of California,
Berkeley used the term in a 1986 database paper.[1] In it he mentions existing commercial implementations of the
architecture (although none are named explicitly). Teradata, which delivered its first system in 1983, was probably
one of those commercial implementations. Tandem Computers officially released NonStop SQL, a shared nothing
database, in 1984. [2]

Shared nothing is popular for web development because of its scalability. As Google has demonstrated, a pure SN
system can scale almost infinitely simply by adding nodes in the form of inexpensive computers, since there is no
single bottleneck to slow the system down. Google calls this sharding. A SN system typically partitions its data
among many nodes on different databases (assigning different computers to deal with different users or queries), or
may require every node to maintain its own copy of the application's data, using some kind of coordination protocol.
This is often referred to as database sharding.
There is some doubt about whether a web application with many independent web nodes but a single, shared
database (clustered or otherwise) should be counted as SN. One of the approaches to achieve SN architecture for
stateful applications (which typically maintain state in a centralized database) is the use of a data grid, also known as
distributed caching. This still leaves the centralized database as a single point of failure.
Shared nothing architectures have become prevalent in the data warehousing space. There is much debate as to
whether the shared nothing approach is superior to shared Disk[3] with sound arguments presented by both camps.
Shared nothing architectures certainly take longer to respond to queries that involve joins over large data sets from
different partitions (machines). However the potential for scaling is huge.[4]
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What is shared?
While there is no single point of contention within the software/hardware components of SN systems, it should be
noted that information from disparate nodes may still need to be reintegrated at some point. Such points occur
wherever an information system that is outside the SN architecture queries information from disparate nodes within
the SN architecture for a single purpose. Examples of such external nodes might be:
1.1. persons (minds) who look at two SN nodes and decide that they hold or process data about the same thing

(simply recognising that two nodes belong to the same SN system would be sufficient)
2.2. any software/hardware system that is written to query different nodes within the SN architecture
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Shard (database architecture)
A database shard is a horizontal partition in a database or search engine. Each individual partition is referred to as a
shard or database shard.

Database architecture
Horizontal partitioning is a database design principle whereby rows of a database table are held separately, rather
than being split into columns (which is what normalization and vertical partitioning do, to differing extents). Each
partition forms part of a shard, which may in turn be located on a separate database server or physical location.
There are numerous advantages to this partitioning approach. Since the tables are divided and distributed into
multiple servers, the total number of rows in each table in each database is reduced. This reduces index size, which
generally improves search performance. A database shard can be placed on separate hardware, and multiple shards
can be placed on multiple machines. This enables a distribution of the database over a large number of machines,
which means that the database performance can be spread out over multiple machines, greatly improving
performance. In addition, if the database shard is based on some real-world segmentation of the data (e.g., European
customers v. American customers) then it may be possible to infer the appropriate shard membership easily and
automatically, and query only the relevant shard.
In practice, sharding is far more complex. Although it has been done for a long time by hand-coding (especially
where rows have an obvious grouping, as per the example above), this is often inflexible. There is a desire to support
sharding automatically, both in terms of adding code support for it, and for identifying candidates to be sharded
separately. Consistent hashing is one form of automatic sharding to spread large loads across multiple smaller
services and servers.
Where distributed computing is used to separate load between multiple servers (either for performance or reliability
reasons), a shard approach may also be useful.
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Shards compared to horizontal partitioning
Horizontal partitioning splits one or more tables by row, usually within a single instance of a schema and a database
server. It may offer an advantage by reducing index size (and thus search effort) provided that there is some obvious,
robust, implicit way to identify in which table a particular row will be found, without first needing to search the
index, e.g., the classic example of the 'CustomersEast' and 'CustomersWest' tables, where their zip code
already indicates where they will be found.
Sharding goes beyond this: it partitions the problematic table(s) in the same way, but it does this across potentially
multiple instances of the schema. The obvious advantage would be that search load for the large partitioned table can
now be split across multiple servers (logical or physical), not just multiple indexes on the same logical server.
Splitting shards across multiple isolated instances requires more than simple horizontal partitioning. The hoped-for
gains in efficiency would be lost, if querying the database required both instances to be queried, just to retrieve a
simple dimension table. Beyond partitioning, sharding thus splits large partitionable tables across the servers, while
smaller tables are replicated as complete units.
This is also why sharding is related to a shared nothing architecture—once sharded, each shard can live in a totally
separate logical schema instance / physical database server / data center / continent. There is no ongoing need to
retain shared access (from between shards) to the other unpartitioned tables in other shards.
This makes replication across multiple servers easy (simple horizontal partitioning does not). It is also useful for
worldwide distribution of applications, where communications links between data centers would otherwise be a
bottleneck.
There is also a requirement for some notification and replication mechanism between schema instances, so that the
unpartitioned tables remain as closely synchronized as the application demands. This is a complex choice in the
architecture of sharded systems: approaches range from making these effectively read-only (updates are rare and
batched), to dynamically replicated tables (at the cost of reducing some of the distribution benefits of sharding) and
many options in between.

Support for shards
CUBRID

CUBRID supports sharding from version 9.0
dbShards

CodeFutures dbShards is a product dedicated to database shards.
eXtreme Scale

eXtreme Scale is a cross-process in-memory key/value datastore (a variety of NoSQL datastore). It uses
sharding to achieve scalability across processes for both data and MapReduce-style parallel processing.[1]

Hibernate ORM
Hibernate Shards provides support for shards, although there has been little activity since 2007.

IBM Informix
IBM supports sharding in Informix since version 12.1 xC1 as part of the MACH11 technology. Informix 12.10
xC2 added full compatibility with MongoDB drivers, allowing the mix of regular relational tables with
NoSQL collections, still supporting sharding, failover and ACID properties.

MongoDB
MongoDB supports sharding from version 1.6

MySQL Cluster
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Auto-Sharding: Database is automatically and transparently partitioned across low cost commodity nodes,
allowing scale-out of read and write queries, without requiring changes to the application.

Plugin for Grails
Grails supports sharding using the Grails Sharding Plugin.

Ruby ActiveRecord
Octopus works as a database sharding and replication extension for the ActiveRecord ORM.

ScaleBase's Data Traffic Manager
ScaleBase's Data Traffic Manager is a software product dedicated to automating MySQL database sharding
without requiring changes to applications.

Solr Search Server
Solr enterprise search server provides sharding capabilities.

Spanner
Spanner is Google's global scale distributed database that shards data across multiple Paxos state machines to
scale to "millions of machines across hundreds of datacenters and trillions of database rows".

SQLAlchemy ORM
SQLAlchemy is an object-relational mapper for the Python programming language that provides sharding
capabilities.

SQL Azure
Microsoft supports sharding in SQL Azure through "federations".

Disadvantages of sharding
Sharding a database table before it has been optimized locally causes premature complexity. Sharding should be used
only when all other options for optimization are inadequate. The introduced complexity of database sharding causes
the following potential problems:
• Increased complexity of SQL - Increased bugs because the developers have to write more complicated SQL to

handle sharding logic.
• Sharding introduces complexity - The sharding software that partitions, balances, coordinates, and ensures

integrity can fail.
• Single point of failure - Corruption of one shard due to network/hardware/systems problems causes failure of the

entire table.
• Failover servers more complex - Failover servers must themselves have copies of the fleets of database shards.
• Backups more complex - Database backups of the individual shards must be coordinated with the backups of the

other shards.
• Operational complexity added - Adding/removing indexes, adding/deleting columns, modifying the schema

becomes much more difficult.
These historical complications of do-it-yourself sharding are now being addressed by independent software vendors
who provide autosharding solutions.
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Quorum (distributed computing)
A quorum is the minimum number of votes that a distributed transaction has to obtain in order to be allowed to
perform an operation in a distributed system. A quorum-based technique is implemented to enforce consistent
operation in a distributed system.

Quorum-based techniques in distributed database systems
Quorum-based voting can be used as a replica control method , as well as a commit method to ensure transaction
atomicity in the presence of network partitioning.

Quorum-based voting in commit protocols
In a distributed database system, a transaction could be executing its operations at multiple sites. Since atomicity
requires every distributed transaction to be atomic, the transaction must have the same fate (commit or abort) at
every site. In case of network partitioning, sites are partitioned and the partitions may not be able to communicate
with each other. This is where a quorum-based technique comes in. The fundamental idea is that a transaction is
executed if the majority of sites vote to execute it.
Every site in the system is assigned a vote Vi. Let us assume that the total number of votes in the system is V and the
abort and commit quorums are Va and Vc, respectively. Then the following rules must be obeyed in the
implementation of the commit protocol:
1. Va + Vc > V, where 0 < Vc, Va V.
2. Before a transaction commits, it must obtain a commit quorum Vc.

The total of at least one site that is prepared to commit and zero or more sites waiting Vc.
3. Before a transaction aborts, it must obtain an abort quorum Va

The total of zero or more sites that are prepared to abort or any sites waiting Va.
The first rule ensures that a transaction cannot be committed and aborted at the same time. The next two rules
indicate the votes that a transaction has to obtain before it can terminate one way or the other.

Quorum-based voting for replica control
In replicated databases, a data object has copies present at several sites. To ensure serializability, no two transactions
should be allowed to read or write a data item concurrently. In case of replicated databases, a quorum-based replica
control protocol can be used to ensure that no two copies of a data item are read or written by two transactions
concurrently.
The quorum-based voting for replica control is due to [Gifford, 1979] . Each copy of a replicated data item is
assigned a vote. Each operation then has to obtain a read quorum (Vr) or a write quorum (Vw) to read or write a data
item, respectively. If a given data item has a total of V votes, the quorums have to obey the following rules:
1. Vr + Vw > V
2. Vw > V/2
The first rule ensures that a data item is not read and written by two transactions concurrently. The second rule
ensures that two write operations from two transactions cannot occur concurrently on the same data item. The two
rules ensure that one-copy serializability is maintained.
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Physical Design

Physical data model

Physical Data Model Options.[1]

A physical data model (or database
design) is a representation of a data
design which takes into account the
facilities and constraints of a given
database management system. In the
lifecycle of a project it typically derives
from a logical data model, though it
may be reverse-engineered from a given
database implementation. A complete
physical data model will include all the
database artifacts required to create
relationships between tables or to
achieve performance goals, such as
indexes, constraint definitions, linking
tables, partitioned tables or clusters. Analysts can usually use a physical data model to calculate storage estimates; it
may include specific storage allocation details for a given database system.

As of 2012[2] seven main databases dominate the commercial marketplace: Informix, Oracle, Postgres, SQL Server,
Sybase, DB2 and MySQL. Other RDBMS systems tend either to be legacy databases or used within academia such
as universities or further education colleges. Physical data models for each implementation would differ
significantly, not least due to underlying operating-system requirements that may sit underneath them. For example:
SQL Server runs only on Microsoft Windows operating-systems, while Oracle and MySQL can run on Solaris,
Linux and other UNIX-based operating-systems as well as on Windows. This means that the disk requirements,
security requirements and many other aspects of a physical data model will be influenced by the RDBMS that a
database administrator (or an organization) chooses to use.
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Physical schema
Physical schema is a term used in data management to describe how data is to be represented and stored (files,
indices, et al.) in secondary storage using a particular database management system (DBMS) (e.g., Oracle RDBMS,
Sybase SQL Server, etc.).
In the ANSI/SPARC Architecture three schema approach, the internal schema is the view of data that involved data
management technology. This is as opposed to an external schema that reflects an individual's view of the data, or
the conceptual schema that is the integration of a set of external schemas.
Subsequently[citation needed] the internal schema was recognized to have two parts:
The logical schema was the way data were represented to conform to the constraints of a particular approach to
database management. At that time the choices were hierarchical and network. Describing the logical schema,
however, still did not describe how physically data would be stored on disk drives. That is the domain of the physical
schema. Now logical schemas describe data in terms of relational tables and columns, object-oriented classes, and
XML tags.
A single set of tables, for example, can be implemented in numerous ways, up to and including an architecture where
table rows are maintained on computers in different countries.

Storage model
A storage model is a model that captures key physical aspects of data structure in a data store.
On the other hand, a data model is a model that captures key logical aspects of data structure in a database.
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Storage block
A storage block is a physical sector on the surface of a disk or diskette. It is the smallest unit of transference
between the main memory and a given disk drive.
In the IBM mainframe terminology, a block is the minimal physical division of data in a disk drive, either as used on
a Fixed Block Architecture (FBA) disk or in the Cylinder-Head-Record (CCHHRR) addressing mode of a
Count-Key-Data (CKD) disk.[citation needed] Blocks are separated on the track by "inter-record gaps" (approx. 6 bytes
on IBM 3380 and IBM 3390 disk drive models). The number of blocks per tracks depends on the block size and the
specific gap size associated to each block. Each block can contain a discrete quantity of logical records or it can be
empty. Logical records are defined by the database designer or application designer; see Data set (IBM mainframe).

Tablespace
A tablespace is a storage location where the actual data underlying database objects can be kept. It provides a layer
of abstraction between physical and logical data, and serves to allocate storage for all DBMS managed segments. (A
database segment is a database object which occupies physical space such as table data and indexes.) Once created, a
tablespace can be referred to by name when creating database segments.
Tablespaces specify only the database storage locations, not the logical database structure, or database schema. For
instance, different objects in the same schema may have different underlying tablespaces. Similarly, a tablespace
may service segments for more than one schema. Sometimes it can be used to specify schema as to form a bond
between logical and physical data.
By using tablespaces, an administrator can control the disk layout of an installation. A common use of tablespaces is
to optimize performance. For example, a heavily used index can be placed on a fast SCSI disk. On the other hand, a
database table which contains archived data that is rarely accessed could be stored on a less expensive but slower
IDE disk.
While it is common for tablespaces to store their data in a filesystem file, a single file must be part of a single
tablespace. Some database management systems allow tablespaces to be configured directly over operating-system
device entries, called raw devices, providing better performance by avoiding the OS filesystem overheads.
Oracle stores data logically in tablespaces and physically in datafiles associated with the corresponding tablespace.
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Database tuning
Database tuning describes a group of activities used to optimize and homogenize the performance of a database. It
usually overlaps with query tuning, but refers to design of the database files, selection of the database management
system (DBMS) application, and configuration of the database's environment (operating system, CPU, etc.).
Database tuning aims to maximize use of system resources to perform work as efficiently and rapidly as possible.
Most systems are designed to manage their use of system resources, but there is still much room to improve their
efficiency by customizing their settings and configuration for the database and the DBMS.

I/O tuning
Hardware and software configuration of disk subsystems are examined: RAID levels and configuration, block and
stripe size allocation, and the configuration of disks, controller cards, storage cabinets, and external storage systems
such as SANs. Transaction logs and temporary spaces are heavy consumers of I/O, and affect performance for all
users of the database. Placing them appropriately is crucial.
Frequently joined tables and indexes are placed so that as they are requested from file storage, they can be retrieved
in parallel from separate disks simultaneously. Frequently accessed tables and indexes are placed on separate disks to
balance I/O and prevent read queuing.

DBMS tuning
DBMS tuning refers to tuning of the DBMS and the configuration of the memory and processing resources of the
computer running the DBMS. This is typically done through configuring the DBMS, but the resources involved are
shared with the host system.
Tuning the DBMS can involve setting the recovery interval (time needed to restore the state of data to a particular
point in time), assigning parallelism (the breaking up of work from a single query into tasks assigned to different
processing resources), and network protocols used to communicate with database consumers.
Memory is allocated for data, execution plans, procedure cache, and work space[clarify]. It is much faster to access
data in memory than data on storage, so maintaining a sizable cache of data makes activities perform faster. The
same consideration is given to work space. Caching execution plans and procedures means that they are reused
instead of recompiled when needed. It is important to take as much memory as possible, while leaving enough for
other processes and the OS to use without excessive paging of memory to storage.
Processing resources are sometimes assigned to specific activities to improve concurrency. On a server with eight
processors, six could be reserved for the DBMS to maximize available processing resources for the database.

Database maintenance
Database maintenance includes backups, column statistics updates, and defragmentation of data inside the database
files.
On a heavily used database, the transaction log grows rapidly. Transaction log entries must be removed from the log
to make room for future entries. Frequent transaction log backups are smaller, so they interrupt database activity for
shorter periods of time.
DBMS use statistic histograms to find data in a range against a table or index. Statistics updates should be scheduled
frequently and sample as much of the underlying data as possible. Accurate and updated statistics allow query
engines to make good decisions about execution plans, as well as efficiently locate data.
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Defragmentation of table and index data increases efficiency in accessing data. The amount of fragmentation
depends on the nature of the data, how it is changed over time, and the amount of free space in database pages to
accept inserts of data without creating additional pages.
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Database dump
For information on obtaining the Wikipedia database, see Wikipedia:Database download.

A database dump contains a record of the table structure and/or the data from a database and is usually in the form
of a list of SQL statements. A database dump is most often used for backing up a database so that its contents can be
restored in the event of data loss. Corrupted databases can often be recovered by analysis of the dump. Database
dumps are often published by free software and free content projects, to allow reuse or forking of the database.

Example
-- Database

CREATE DATABASE `example`;

USE `example`;

-- Table structure for table `users`

CREATE TABLE `users` (

  `id` int(8) unsigned NOT NULL AUTO_INCREMENT,

  `username` varchar(16) NOT NULL,

  `password` varchar(16) NOT NULL,

  PRIMARY KEY (`id`)

);

-- Data for table `users`

INSERT INTO `users` VALUES (1,'alice','secret'),(2,'bob','secret');

References
expdp or impdp or rman in oracle

External links
• mysqldump — A Database Backup Program [1]

• PostgreSQL dump backup methods [2], for PostgreSQL databases.
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Spindling
In computers spindling is the allocation of different files (e.g., the data files and index files of a database) on
different hard disks. This practice usually reduces contention for read or write resources, thus increasing the system's
performance.
The word comes from spindle, the axis on which the hard disks spin.
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Data Mapping and Integration Tasks

Data mapping

Data
transformation/Source

transformation
Concepts

•• metadata
•• data mapping
•• data transformation
•• model transformation

Languages

•• ATL
•• AWK
•• MOFM2T
•• QVT
•• TXL
• XML languages

Techniques and transforms

•• identity
•• synthesis
•• refinement

Applications

•• data migration
•• data conversion
•• ETL
•• program transformation

Application fields

•• Data warehouse
•• Software engineering
Software languages

macro
preprocessing

template

•• v
•• t
• e [1]

Data mapping is the process of creating data element mappings between two distinct data models. Data mapping is
used as a first step for a wide variety of data integration tasks including:
• Data transformation or data mediation between a data source and a destination
•• Identification of data relationships as part of data lineage analysis
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• Discovery of hidden sensitive data such as the last four digits social security number hidden in another user id as
part of a data masking or de-identification project

• Consolidation of multiple databases into a single data base and identifying redundant columns of data for
consolidation or elimination

For example, a company that would like to transmit and receive purchases and invoices with other companies might
use data mapping to create data maps from a company's data to standardized ANSI ASC X12 messages for items
such as purchase orders and invoices.

Standards
X12 standards are generic Electronic Data Interchange (EDI) standards designed to allow a company to exchange
data with any other company, regardless of industry. The standards are maintained by the Accredited Standards
Committee X12 (ASC X12), with the American National Standards Institute (ANSI) accredited to set standards for
EDI. The X12 standards are often called ANSI ASC X12 standards.
In the future, tools based on semantic web languages such as Resource Description Framework (RDF), the Web
Ontology Language (OWL) and standardized metadata registry will make data mapping a more automatic process.
This process will be accelerated if each application performed metadata publishing. Full automated data mapping is a
very difficult problem (see Semantic translation).

Hand-coded, graphical manual
Data mappings can be done in a variety of ways using procedural code, creating XSLT transforms or by using
graphical mapping tools that automatically generate executable transformation programs. These are graphical tools
that allow a user to "draw" lines from fields in one set of data to fields in another. Some graphical data mapping tools
allow users to "Auto-connect" a source and a destination. This feature is dependent on the source and destination
data element name being the same. Transformation programs are automatically created in SQL, XSLT, Java
programming language or C++. These kinds of graphical tools are found in most ETL Tools (Extract, Transform,
Load Tools) as the primary means of entering data maps to support data movement.

Data-driven mapping
This is the newest approach in data mapping and involves simultaneously evaluating actual data values in two data
sources using heuristics and statistics to automatically discover complex mappings between two data sets. This
approach is used to find transformations between two data sets and will discover substrings, concatenations,
arithmetic, case statements as well as other kinds of transformation logic. This approach also discovers data
exceptions that do not follow the discover....

Semantic mapping
Semantic mapping is similar to the auto-connect feature of data mappers with the exception that a metadata registry
can be consulted to look up data element synonyms. For example, if the source system lists FirstName but the
destination lists PersonGivenName, the mappings will still be made if these data elements are listed as synonyms in
the metadata registry. Semantic mapping is only able to discover exact matches between columns of data and will
not discover any transformation logic or exceptions between columns.
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Semantic integration
Semantic integration is the process of interrelating information from diverse sources, for example calendars and to
do lists, email archives, presence information (physical, psychological, and social), documents of all sorts, contacts
(including social graphs), search results, and advertising and marketing relevance derived from them. In this regard,
semantics focuses on the organization of and action upon information by acting as a intermediary between
heterogeneous data sources, which may conflict not only by structure but also context or value.

Applications and Methods
In enterprise application integration (EAI), semantic integration can facilitate or even automate the communication
between computer systems using metadata publishing. Metadata publishing potentially offers the ability to
automatically link ontologies. One approach to (semi-)automated ontology mapping requires the definition of a
semantic distance or its inverse, semantic similarity and appropriate rules. Other approaches include so-called lexical
methods, as well as methodologies that rely on exploiting the structures of the ontologies. For explicitly stating
similarity/equality, there exist special properties or relationships in most ontology languages. OWL, for example has
“sameIndividualAs” or “same-ClassAs”.
Eventually system designs may see the advent of composable architectures where published semantic-based
interfaces are joined together to enable new and meaningful capabilities[citation needed]. These could predominately be
described by means of design-time declarative specifications, that could ultimately be rendered and executed at
run-time[citation needed].
Semantic integration can also be used to facilitate design-time activities of interface design and mapping. In this
model, semantics are only explicitly applied to design and the run-time systems work at the syntax level[citation

needed]. This "early semantic binding" approach can improve overall system performance while retaining the benefits
of semantic driven design[citation needed].
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Examples
The Pacific Symposium on Biocomputing has been a venue for the popularization of the ontology mapping task in
the biomedical domain, and a number of papers on the subject can be found in its proceedings.
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Semantic translation
Semantic translation is the process of using semantic information to aid in the translation of data in one
representation or data model to another representation or data model. Semantic translation takes advantage of
semantics that associate meaning with individual data elements in one dictionary to create an equivalent meaning in
a second system.
An example of semantic translation is the conversion of XML data from one data model to a second data model
using formal ontologies for each system such as the Web Ontology Language (OWL). This is frequently required by
intelligent agents that wish to perform searches on remote computer systems that use different data models to store
their data elements. The process of allowing a single user to search multiple systems with a single search request is
also known as federated search.
Semantic translation should be differentiated from data mapping tools that do simple one-to-one translation of data
from one system to another without actually associating meaning with each data element.
Semantic translation requires that data elements in the source and destination systems have "semantic mappings" to a
central registry or registries of data elements. The simplest mapping is of course where there is equivalence. There
are three types of Semantic equivalence:
• Class Equivalence - indicating that class or "concepts" are equivalent. For example: "Person" is the same as

"Individual"
• Property Equivalence - indicating that two properties are equivalent. For example: "PersonGivenName" is the

same as "FirstName"
• Instance Equivalence - indicating that two individual instances of objects are equivalent. For example: "Dan

Smith" is the same person as "Daniel Smith"
Semantic translation is very difficult if the terms in a particular data model do not have direct one-to-one mappings
to data elements in a foreign data model. In that situation an alternative approach must be used to find mappings
from the original data to the foreign data elements. This problem can be alleviated by centralized metadata registries
that use the ISO-11179 standards such as the National Information Exchange Model (NIEM).
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Record linkage
Record linkage (RL) refers to the task of finding records in a data set that refer to the same entity across different
data sources (e.g., data files, books, websites, databases). Record linkage is necessary when joining data sets based
on entities that may or may not share a common identifier (e.g., database key, URI, National identification number),
as may be the case due to differences in record shape, storage location, and/or curator style or preference. A data set
that has undergone RL-oriented reconciliation may be referred to as being cross-linked. Record Linkage is called
Data Linkage in many jurisdictions, but is the same process.

History
The initial idea of record linkage goes back to Halbert L. Dunn in his 1946 article titled "Record Linkage" published
in the American Journal of Public Health. Howard Borden Newcombe laid the probabilistic foundations of modern
record linkage theory in a 1959 article in Science, which were then formalized in 1969 by Ivan Fellegi and Alan
Sunter who proved that the probabilistic decision rule they described was optimal when the comparison attributes
were conditionally independent. Their pioneering work "A Theory For Record Linkage" remains the mathematical
foundation for many record linkage applications even today.
Since the late 1990s, various machine learning techniques have been developed that can, under favorable conditions,
be used to estimate the conditional probabilities required by the Fellegi-Sunter (FS) theory. Several researchers have
reported that the conditional independence assumption of the FS algorithm is often violated in practice; however,
published efforts to explicitly model the conditional dependencies among the comparison attributes have not resulted
in an improvement in record linkage quality. [citation needed]

Record linkage can be done entirely without the aid of a computer, but the primary reasons computers are often used
for record linkage are to reduce or eliminate manual review and to make results more easily reproducible. Computer
matching has the advantages of allowing central supervision of processing, better quality control, speed, consistency,
and better reproducibility of results.

Naming conventions
"Record linkage" is the term used by statisticians, epidemiologists, and historians, among others, to describe the
process of joining records from one data source with another that describe the same entity. Commercial mail and
database applications refer to it as "merge/purge processing" or "list washing". Computer scientists often refer to it as
"data matching" or as the "object identity problem". Other names used to describe the same concept include:
"coreference/entity/identity/name/record resolution", "entity disambiguation/linking", "duplicate detection",
"deduplication", "record matching", "(reference) reconciliation", "object identification", "data/information
integration", and "conflation".[1] This profusion of terminology has led to few cross-references between these
research communities.[2]

While they share similar names, record linkage and Linked Data are two separate concepts. Whereas record linkage
focuses on the more narrow task of identifying matching entities across different data sets, Linked Data focuses on
the broader methods of structuring and publishing data to facilitate the discovery of related information.
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Methods

Data preprocessing
Record linkage is highly sensitive to the quality of the data being linked, so all data sets under consideration
(particularly their key identifier fields) should ideally undergo a data quality assessment prior to record linkage.
Many key identifiers for the same entity can be presented quite differently between (and even within) data sets,
which can greatly complicate record linkage unless understood ahead of time. For example, key identifiers for a man
named William J. Smith might appear in three different data sets as so:

Data set Name Date of birth City of residence

Data set 1 William J. Smith 1/2/73 Berkeley, California

Data set 2 Smith, W. J. 1973.1.2 Berkeley, CA

Data set 3 Bill Smith Jan 2, 1973 Berkeley, Calif.

In this example, the different formatting styles lead to records that look different but in fact all refer to the same
entity with the same logical identifier values. Most, if not all, record linkage strategies would result in more accurate
linkage if these values were first normalized or standardized into a consistent format (e.g., all names are "Surname,
Given name", all dates are "YYYY/MM/DD", and all cities are "Name, 2-letter state abbreviation"). Standardization
can be accomplished through simple rule-based data transformations or more complex procedures such as
lexicon-based tokenization and probabilistic hidden Markov models. Several of the packages listed in the Software
Implementations section provide some of these features to simplify the process of data standardization.

Identity resolution
Identity resolution is an operational intelligence process, typically powered by an identity resolution engine or
middleware, whereby organizations can connect disparate data sources with a view to understanding possible
identity matches and non-obvious relationships across multiple data silos. It analyzes all of the information relating
to individuals and/or entities from multiple sources of data, and then applies likelihood and probability scoring to
determine which identities are a match and what, if any, non-obvious relationships exist between those identities.
Identity resolution engines are typically used to uncover risk, fraud, and conflicts of interest, but are also useful tools
for use within Customer Data Integration (CDI) and Master Data Management (MDM) requirements. Typical uses
for identity resolution engines include terrorist screening, insurance fraud detection, USA Patriot Act compliance,
Organized retail crime ring detection and applicant screening.
For example: Across different data silos - employee records, vendor data, watch lists, etc. - an organization may have
several variations of an identity named ABC, which may or may not be the same individual. These entries may, in
fact, appear as ABC1, ABC2, or ABC3 within those data sources. By comparing similarities between underlying
attributes such as address, date of birth, or social security number, the user can eliminate some possible matches and
confirm others as very likely matches.
Identity resolution engines then apply rules, based on common sense logic, to identify hidden relationships across the
data. In the example above, perhaps ABC1 and ABC2 are not the same individual, but rather two distinct people who
share common attributes such as address or phone number.
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Data Matching

While entity resolution solutions include data matching technology, many data matching offerings do not fit the
definition of identity (or entity) resolution. Here are four factors that distinguish entity resolution from data
matching, according to John Talburt, director of the UALR Center for Advanced Research in Entity Resolution and
Information Quality:
•• Works with both structured and unstructured records, and it entails the process of extracting references when the

sources are unstructured or semi-structured
•• Uses elaborate business rules and concept models to deal with missing, conflicting, and corrupted information
•• Utilizes non-matching, asserted linking (associate) information in addition to direct matching
•• Uncovers non-obvious relationships and association networks (i.e. who's associated with whom)
In contrast to data quality products, more powerful identity resolution engines also include a rules engine and
workflow process, which apply business intelligence to the resolved identities and their relationships. These
advanced technologies make automated decisions and impact business processes in real time, limiting the need for
human intervention.

Deterministic record linkage
The simplest kind of record linkage, called deterministic or rules-based record linkage, generates links based on the
number of individual identifiers that match among the available data sets. Two records are said to match via a
deterministic record linkage procedure if all or some identifiers (above a certain threshold) are identical.
Deterministic record linkage is a good option when the entities in the data sets are identified by a common identifier,
or when there are several representative identifiers (e.g., name, date of birth, and sex when identifying a person)
whose quality of data is relatively high.
As an example, consider two standardized data sets, Set A and Set B, that contain different bits of information about
patients in a hospital system. The two data sets identify patients using a variety of identifiers: Social Security
Number (SSN), name, date of birth (DOB), sex, and ZIP code (ZIP). The records in two data sets (identified by the
"#" column) are shown below:

Data Set # SSN Name DOB Sex ZIP

Set A 1 000956723 Smith, William 1973/01/02 Male 94701

2 000956723 Smith, William 1973/01/02 Male 94703

3 000005555 Jones, Robert 1942/08/14 Male 94701

4 123001234 Sue, Mary 1972/11/19 Female 94109

Set B 1 000005555 Jones, Bob 1942/08/14

2 Smith, Bill 1973/01/02 Male 94701

The most simple deterministic record linkage strategy would be to pick a single identifier that is assumed to be
uniquely identifying, say SSN, and declare that records sharing the same value identify the same person while
records not sharing the same value identify different people. In this example, deterministic linkage based on SSN
would create entities based on A1 and A2; A3 and B1; and A4. While A1, A2, and B2 appear to represent the same
entity, B2 would not be included into the match because it is missing a value for SSN.
Handling exceptions such as missing identifiers involves the creation of additional record linkage rules. One such 
rule in the case of missing SSN might be to compare name, date of birth, sex, and ZIP code with other records in 
hopes of finding a match. In the above example, this rule would still not match A1/A2 with B2 because the names 
are still slightly different: standardization put the names into the proper (Surname, Given name) format but could not 
discern "Bill" as a nickname for "William". Running names through a phonetic algorithm such as Soundex, NYSIIS,
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or metaphone, can help to resolve these types of problems (though it may still stumble over surname changes as the
result of marriage or divorce), but then B2 would be matched only with A1 since the ZIP code in A2 is different.
Thus, another rule would need to be created to determine whether differences in particular identifiers are acceptable
(such as ZIP code) and which are not (such as date of birth).
As this example demonstrates, even a small decrease in data quality or small increase in the complexity of the data
can result in a very large increase in the number of rules necessary to link records properly. Eventually, these linkage
rules will become too numerous and interrelated to build without the aid of specialized software tools. In addition,
linkage rules are often specific to the nature of the data sets they are designed to link together. One study was able to
link the Social Security Death Master File with two hospital registries from the Midwestern United States using
SSN, NYSIIS-encoded first name, birth month, and sex, but these rules may not work as well with data sets from
other geographic regions or with data collected on younger populations. Thus, continuous maintenance testing of
these rules is necessary to ensure they continue to function as expected as new data enter the system and need to be
linked. New data that exhibit different characteristics than was initially expected could require a complete rebuilding
of the record linkage rule set, which could be a very time-consuming and expensive endeavor.

Probabilistic record linkage
Probabilistic record linkage, sometimes called fuzzy matching (also probabilistic merging or fuzzy merging in the
context of merging of databases), takes a different approach to the record linkage problem by taking into account a
wider range of potential identifiers, computing weights for each identifier based on its estimated ability to correctly
identify a match or a non-match, and using these weights to calculate the probability that two given records refer to
the same entity. Record pairs with probabilities above a certain threshold are considered to be matches, while pairs
with probabilities below another threshold are considered to be non-matches; pairs that fall between these two
thresholds are considered to be "possible matches" and can be dealt with accordingly (e.g., human reviewed, linked,
or not linked, depending on the requirements). Whereas deterministic record linkage requires a series of potentially
complex rules to be programmed ahead of time, probabilistic record linkage methods can be "trained" to perform
well with much less human intervention.
Many probabilistic record linkage algorithms assign match/non-match weights to identifiers by means of u
probabilities and m probabilities. The u probability is the probability that an identifier in two non-matching records
will agree purely by chance. For example, the u probability for birth month (where there are twelve values that are
approximately uniformly distributed) is 1/12 ≈ 0.083; identifiers with values that are not uniformly distributed will
have different u probabilities for different values (possibly including missing values). The m probability is the
probability that an identifier in matching pairs will agree (or be sufficiently similar, such as strings with high
Jaro-Winkler distance or low Levenshtein distance). This value would be 1.0 in the case of perfect data, but given
that this is rarely (if ever) true, it can instead be estimated. This estimation may be done based on prior knowledge of
the data sets, by manually identifying a large number of matching and non-matching pairs to "train" the probabilistic
record linkage algorithm, or by iteratively running the algorithm to obtain closer estimations of the m probability. If
a value of 0.95 were to be estimated for the m probability, then the match/non-match weights for the birth month
identifier would be:

http://en.wikipedia.org/w/index.php?title=Metaphone
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Outcome Proportion of links Proportion of non-links Frequency ratio Weight

Match m = 0.95 u ≈ 0.083 m/u ≈ 11.4 ln(m/u)/ln(2) ≈ 3.51

Non-match 1−m = 0.05 1-u ≈ 0.917 (1-m)/(1-u) ≈ 0.0545 ln((1-m)/(1-u))/ln(2) ≈ -4.20

The same calculations would be done for all other identifiers under consideration to find their match/non-match
weights. Then, the identifiers of one record would be compared with the identifiers with every other record to
compute the total weight: the match weight is added to the running total whenever a pair of identifiers agree, while
the non-match weight is added (i.e. the running total decreases) whenever the pair of identifiers disagrees. The
resulting total weight is then compared to the aforementioned thresholds to determine whether the pair should be
linked, non-linked, or set aside for special consideration (e.g. manual validation).
Determining where to set the match/non-match thresholds is a balancing act between obtaining an acceptable
sensitivity (or recall, the proportion of truly matching records that are linked by the algorithm) and positive
predictive value (or precision, the proportion of records linked by the algorithm that truly do match). Various manual
and automated methods are available to predict the best thresholds, and some record linkage software packages have
built-in tools to help the user find the most acceptable values. Because this can be a very computationally demanding
task, particularly for large data sets, a technique known as blocking is often used to improve efficiency. Blocking
attempts to restrict comparisons to just those records for which one or more particularly discriminating identifiers
agree, which has the effect of increasing the positive predictive value (precision) at the expense of sensitivity
(recall). For example, blocking based on a phonetically coded surname and ZIP code would reduce the total number
of comparisons required and would improve the chances that linked records would be correct (since two identifiers
already agree), but would potentially miss records referring to the same person whose surname or ZIP code was
different (due to marriage or relocation, for instance). Blocking based on birth month, a more stable identifier that
would be expected to change only in the case of data error, would provide a more modest gain in positive predictive
value and loss in sensitivity, but would create only twelve distinct groups which, for extremely large data sets, may
not provide much net improvement in computation speed. Thus, robust record linkage systems often use multiple
blocking passes to group data in various ways in order to come up with groups of records that should be compared to
each other.

Machine learning
In recent years, a variety of machine learning techniques have been used in record linkage. It has been
recognizedWikipedia:Manual of Style/Words to watch#Unsupported attributions that probabilistic record linkage is
equivalent to the "Naive Bayes" algorithm in the field of machine learning,[3] and suffers from the same assumption
of the independence of its features (an assumption that is typically not true).[4][5] Higher accuracy can often be
achieved by using various other machine learning techniques, including a single-layer perceptron.[6]

Mathematical model
In an application with two files, A and B, denote the rows (records) by in file A and in file B. Assign

 characteristics to each record. The set of records that represent identical entities is defined by

and the complement of set , namely set representing different entities is defined as

.
A vector, is defined, that contains the coded agreements and disagreements on each characteristic:
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http://en.wikipedia.org/w/index.php?title=Perceptron
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where is a subscript for the characteristics (sex, age, marital status, etc.) in the files. The conditional probabilities
of observing a specific vector given , are defined as

and

respectively.

Applications

Master data management
Most Master data management (MDM) products use a record linkage process to identify records from different
sources representing the same real-world entity. This linkage is used to create a "golden master record" containing
the cleaned, reconciled data about the entity. The techniques used in MDM are the same as for record linkage
generally.

Data warehousing and business intelligence
Record linkage plays a key role in data warehousing and business intelligence. Data warehouses serve to combine
data from many different operational source systems into one logical data model, which can then be subsequently fed
into a business intelligence system for reporting and analytics. Each operational source system may have its own
method of identifying the same entities used in the logical data model, so record linkage between the different
sources becomes necessary to ensure that the information about a particular entity in one source system can be
seamlessly compared with information about the same entity from another source system. Data standardization and
subsequent record linkage often occur in the "transform" portion of the extract, transform, load (ETL) process.

Historical research
Record linkage is important to social history research since most data sets, such as census records and parish
registers were recorded long before the invention of National identification numbers. When old sources are digitized,
linking of data sets is a prerequisite for longitudinal study. This process is often further complicated by lack of
standard spelling of names, family names that change according to place of dwelling, changing of administrative
boundaries, and problems of checking the data against other sources. Record linkage was among the most prominent
themes in the History and computing field in the 1980s, but has since been subject to less attention in research.[citation

needed]

Medical practice and research
Record linkage is an important tool in creating data required for examining the health of the public and of the health 
care system itself. It can be used to improve data holdings, data collection, quality assessment, and the dissemination 
of information. Data sources can be examined to eliminate duplicate records, to identify under-reporting and missing 
cases (e.g., census population counts), to create person-oriented health statistics, and to generate disease registries 
and health surveillance systems. Some cancer registries link various data sources (e.g., hospital admissions, 
pathology and clinical reports, and death registrations) to generate their registries. Record linkage is also used to 
create health indicators. For example, fetal and infant mortality is a general indicator of a country's socioeconomic 
development, public health, and maternal and child services. If infant death records are matched to birth records, it is 
possible to use birth variables, such as birth weight and gestational age, along with mortality data, such as cause of 
death, in analyzing the data. Linkages can help in follow-up studies of cohorts or other groups to determine factors 
such as vital status, residential status, or health outcomes. Tracing is often needed for follow-up of industrial cohorts,

http://en.wikipedia.org/w/index.php?title=Master_data_management
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http://en.wikipedia.org/wiki/Citation_needed
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clinical trials, and longitudinal surveys to obtain the cause of death and/or cancer. An example of a successful and
long-standing record linkage system allowing for population-based medical research is the Rochester Epidemiology
Project based in Rochester, Minnesota.

Criticism of existing software implementations
The main reasons cited are:
• Project costs: costs typically in the hundreds of thousands of dollars
• Time: lack of enough time to deal with large-scale data-cleansing software
• Security: concerns over sharing information, giving an application access across systems, and effects on legacy

systems

Notes and references
[1] http:/ / homes. cs. washington. edu/ ~pedrod/ papers/ icdm06. pdf
[2] Cristen, P & T: Febrl - Freely extensible biomedical record linkage (Manual, release 0.3) p.9 (http:/ / datamining. anu. edu. au/ linkage. html)
[3] Quass, Dallan, and Starkey, Paul. “Record Linkage for Genealogical Databases,” ACM SIGKDD ’03 Workshop on Data Cleaning, Record

Linkage, and Object Consolidation, August 24–27, 2003, Washington, D.C.
[4] Langley, Pat, Wayne Iba, and Kevin Thompson. “An Analysis of Bayesian Classifiers,” In Proceedings of the 10th National Conference on

Artificial Intelligence, (AAAI-92), AAAI Press/MIT Press, Cambridge, MA, pp. 223-228, 1992.
[5][5] Michie, D., D. Spiegelhalter, and C. Taylor. Machine Learning, Neural and Statistical Classification, Ellis Horwood, Hertfordshire, England.

Book 19, 1994.
[6] Wilson, D. Randall, "Beyond Probabilistic Record Linkage: Using Neural Networks and Complex Features to Improve Genealogical Record

Linkage", Proceedings of International Joint Conference on Neural Networks, San Jose, California, USA, July 31 – August 5, 2011

External links
• Data Linkage Project at Penn State, USA (http:/ / pike. psu. edu/ linkage/ )
• Datadecision - Data matching online tool (http:/ / www. datadecision. com)
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Metadata discovery
In metadata, metadata discovery is the process of using automated tools to discover the semantics of a data element
in data sets. This process usually ends with a set of mappings between the data source elements and a centralized
metadata registry. Metadata discovery is also known as metadata scanning.

Data source formats for metadata discovery
Data sets may be in a variety of different forms including:
1. Relational databases
2. Spreadsheets
3. XML files
4.4. Web services
5. Software source code such as Fortran, Jovial, COBOL, Assembler, RPG, PL/1, EasyTrieve, Java, C# or C++

classes, and thousands of other software languages
6. Unstructured text documents such as Microsoft Word or PDF files

A taxonomy of metadata matching algorithms
There are distinct categories of automated metadata discovery:

Lexical Matching
1. Exact match - where data element linkages are made based on the exact name of a column in a database, the

name of an XML element or a label on a screen. For example if a database column has the name
"PersonBirthDate" and a data element in a metadata registry also has the name "PersonBirthDate", automated
tools can infer that the column of a database has the same semantics (meaning) as the data element in the
metadata registry.

2. Synonym match - where the discovery tool is not just given a single name but a set of synonym.
3. Pattern match - in this case the tools is given a set of lexical patterns that it can match. For example the tools

may search for "*gender*" or "*sex*"

Semantic Matching
Semantic matching attempts to use semantics to associate target data with registered data elements.
1. Semantic Similarity - In this algorithm that relies on a database of word conceptual nearness is used. For

example the WordNet system can rank how close words are conceptually to each other. For example the terms
"Person", "Individual" and "Human" may be highly similar concepts.

Statistical Matching
Statistical matching uses statistics about data sources data itself to derive similarities with registered data elements.
1. Distinct Value Analysis - By analyzing all the distinct values in a column the similarity to a registered data

element may be made. For example if a column only has two distinct values of 'male' and 'female' this could be
mapped to 'PersonGenderCode'.

2. Data distribution analysis - By analyzing the distribution of values within a single column and comparing this
distribution with known data elements a semantic linkage could be inferred.
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Vendors
The following vendors (listed in alphabetical order) provide metadata discovery and metadata mapping software and
solutions
• Esquire Innovations (see [7 [1])
•• IBM
• InfoLibrarian Corporation (see [2])
• Masai Technologies (see [3])
• MindHARBOR Metadata Database application (see www.mindharbor.com/metadata-database.asp [4])
• Revelytix (see [5])
• Sliver Creek Systems (see [6])
• Sypherlink: Harvester (see [7])
• Unicorn Systems (see [8])

Research
• INDUS project at the Iowa State University (see [9])
• Mercury - A Distributed Metadata Management and Data Discovery System developed at the Oak Ridge

National Laboratory DAAC (see [10])

References
[1] http:/ / www. esqinc. com/ section/ products/ 2/ iscrub. html
[2] http:/ / www. infolibcorp. com/ scanners. html
[3] http:/ / www. masaitechnologies. com/
[4] http:/ / www. mindharbor. com/ metadata-database. asp
[5] http:/ / www. revelytix. com/
[6] http:/ / www. silvercreeksystems. com/
[7] http:/ / www. sypherlink. com/ products/ index. asp
[8] http:/ / www. unicorn. com/ products/ unicornsystem/ scanners. htm
[9] http:/ / www. cild. iastate. edu/ software/ indus. html
[10] http:/ / mercury. ornl. gov

• Massive Data Analysis Systems (http:/ / www. sdsc. edu/ MDAS/ Reports/ MDAS. Final. SciTech/ techreport-97.
1/ techreport. html) by San Diego Supercomputer Center June 1997

• IBM Whitepaper on Enterprise Metadata Discovery (http:/ / public. dhe. ibm. com/ software/ dw/ library/ j-emd/
EnterpriseMetadataDiscovery_v0. 12. pdf)

• White Paper on Metadata Management (http:/ / esqinc. com/ Content/ WhitePapers/ Managing-Metadata. php) -
by Esquire Innovations (http:/ / esqinc. com/ )
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Schema matching
The terms schema matching and mapping are often used interchangeably. For this article, we differentiate the two
as follows: Schema matching is the process of identifying that two objects are semantically related (scope of this
article) while mapping refers to the transformations between the objects. For example, in the two schemas
DB1.Student (Name, SSN, Level, Major, Marks) and DB2.Grad-Student (Name, ID, Major, Grades); possible
matches would be: DB1.Student ≈ DB2.Grad-Student; DB1.SSN = DB2.ID etc. and possible transformations or
mappings would be: DB1.Marks to DB2.Grades (100-90 A; 90-80 B: etc.).
Automating these two approaches has been one of the fundamental tasks of data integration. In general it is not
possible to determine fully automatically the different correspondences between two schemas, primarily because of
the differing and often not explicated or documented semantics of the two schemas.

Impediments to Schema Matching
Among others, common challenges to automating matching and mapping have been previously classified in
especially for relational DB schemas; and in - a fairly comprehensive list of heterogeneity not limited to the
relational model recognizing schematic vs semantic differences/heterogeneity. Most of these heterogeneities exist
because schemas use different representations or definitions to represent the same information (schema conflicts);
OR different expressions, units, and precision result in conflicting representations of the same data (data conflicts).
Research in schema matching seeks to provide automated support to the process of finding semantic matches
between two schemas. This process is made harder due to heterogeneities at the following levels
•• Syntactic heterogeneity - differences in the language used for representing the elements
•• Structural heterogeneity - differences in the types, structures of the elements
• Model / Representational heterogeneity – differences in the underlying models (database, ontologies) or their

representations (relational, object-oriented, RDF,OWL)
• Semantic heterogeneity - where the same real world entity is represented using different terms or vice-versa

Schema Matching

Methodology
Discusses a generic methodology for the task of schema integration or the activities involved. According to the
authors, one can view the integration
•• Preintegration - An analysis of schemas is carried out before integration to decide upon some integration policy.

This governs the choice of schemas to be integrated, the order of integration, and a possible assignment of
preferences to entire schemas or portions of schemas.

•• Comparison of the Schemas - Schemas are analyzed and compared to determine the correspondences among
concepts and detect possible conflicts. Interschema properties may be discovered while comparing schemas.

•• Conforming the Schemas - Once conflicts are detected, an effort is made to resolve them so that the merging of
various schemas is possible.

•• Merging and Restructuring - Now the schemas are ready to be superimposed, giving rise to some intermediate
integrated schema(s). The intermediate results are analyzed and, if necessary, restructured in order to achieve
several desirable qualities.
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Approaches
Approaches to schema integration can be broadly classified as ones that exploit either just schema information or
schema and instance level information.
Schema-level matchers only consider schema information, not instance data. The available information includes the
usual properties of schema elements, such as name, description, data type, relationship types (part-of, is-a, etc.),
constraints, and schema structure. Working at the element (atomic elements like attributes of objects) or structure
level (matching combinations of elements that appear together in a structure), these properties are used to identify
matching elements in two schemas. Language-based or linguistic matchers use names and text (i.e., words or
sentences) to find semantically similar schema elements. Constraint based matchers exploit constraints often
contained in schemas. Such constraints are used to define data types and value ranges, uniqueness, optionality,
relationship types and cardinalities, etc. Constraints in two input schemas are matched to determine the similarity of
the schema elements.
Instance-level matchers use instance-level data to gather important insight into the contents and meaning of the
schema elements. These are typically used in addition to schema level matches in order to boost the confidence in
match results, more so when the information available at the schema level is insufficient. Matchers at this level use
linguistic and constraint based characterization of instances. For example, using linguistic techniques, it might be
possible to look at the Dept, DeptName and EmpName instances to conclude that DeptName is a better match
candidate for Dept than EmpName. Constraints like zipcodes must be 5 digits long or format of phone numbers may
allow matching of such types of instance data.
Hybrid matchers directly combine several matching approaches to determine match candidates based on multiple
criteria or information sources.
Most of these techniques also employ additional information such as dictionaries, thesauri, and user-provided match
or mismatch information

Reusing matching information Another initiative has been to re-use previous matching information as auxiliary
information for future matching tasks. The motivation for this work is that structures or substructures often repeat,
for example in schemas in the E-commerce domain. Such a reuse of previous matches however needs to be a careful
choice. It is possible that such a reuse makes sense only for some part of a new schema or only in some domains. For
example, Salary and Income may be considered identical in a payroll application but not in a tax reporting
application. There are several open ended challenges in such reuse that deserves further work.
Sample Prototypes Typically, the implementation of such matching techniques can be classified as being either rule
based or learner based systems. The complementary nature of these different approaches has instigated a number of
applications using a combination of techniques depending on the nature of the domain or application under
consideration.

Identified Relationships
The relationship types between objects that are identified at the end of a matching process are typically those with set
semantics such as overlap, disjointness, exclusion, equivalence, subsumption. The logical encodings of these
relationships are what they mean. Among others, an early attempt to use description logics for schema integration
and identifying such relationships was presented. Several state of the art matching tools today and those
benchmarked in the Ontology Alignment Evaluation Initiative[1] are capable of identifying many such simple (1:1 /
1:n / n:1 element level matches) and complex matches (n:1 / n:m element or structure level matches) between
objects.
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References
[1] Ontology Alignment Evaluation Initiative::2006 (http:/ / oaei. ontologymatching. org/ 2006/ )

External links
• Early work in schema matching (http:/ / knoesis. wright. edu/ library/ download/ S04-Dagstuhl-Early-Work. pdf)

Schema crosswalk
A Schema crosswalk is a table that shows equivalent elements (or "fields") in more than one database schema. It
maps the elements in one schema to the equivalent elements in another schema.
Crosswalk tables are often employed within or in parallel to enterprise systems, especially when multiple systems are
interfaced or when the system includes legacy system data. In the context of Interfaces, they function as a sort of
internal ETL mechanism.
For example, this is a metadata crosswalk from MARC to Dublin Core:

MARC field Dublin Core element

260$c (Date of publication, distribution, etc.) → Date.Created

522 (Geographic Coverage Note) → Coverage.Spatial

300$a (Physical Description) → Format.Extent

Crosswalks show people where to put the data from one scheme into a different scheme. They are often used by
libraries, archives, museums, and other cultural institutions to translate data to or from MARC, Dublin Core, TEI,
and other metadata schemes. For example, say an archive has a MARC record in their catalog describing a
manuscript. If the archive makes a digital copy of that manuscript and wants to display it on the web along with the
information from the catalog, it will have to translate the data from the MARC catalog record into a different format
such as MODS that is viewable in a webpage. Because MARC has different fields than MODS, decisions must be
made about where to put the data into MODS. This type of "translating" from one format to another is often called
"metadata mapping" or "field mapping," and is related to "data mapping," and "semantic mapping."
Crosswalks also have several technical capabilities. They help databases using different metadata schemes to share
information. They help metadata harvesters create union catalogs. They enable search engines to search multiple
databases simultaneously with a single query.

Challenges for crosswalks
One of the biggest challenges for crosswalks is that no two metadata schemes are 100% equivalent. One scheme may
have a field that doesn't exist in another scheme, or it may have a field that is split into two different fields in another
scheme; this is why you often lose data when mapping from a complex scheme to a simpler one. For example, when
mapping from MARC to Simple Dublin Core, you lose the distinction between types of titles:
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MARC field Dublin Core element

210 Abbreviated Title → Title

222 Key Title → Title

240 Uniform Title → Title

242 Translated Title → Title

245 Title Statement → Title

246 Variant Title → Title

Simple Dublin Core only has one single "Title" element so all of the different types of MARC titles get lumped
together without any further distinctions. This is called "many-to-one" mapping. This is also why, once you've
translated these titles into Simple Dublin Core you can't translate them back into MARC. Once they're Simple
Dublin Core you've lost the MARC information about what types of titles they are so when you map from Simple
Dublin Core back to MARC, all the data in the "Title" element maps to the basic MARC 245 Title Statement field.[1]

Dublin Core element MARC field

Title → 245 Title Statement

Title → 245 Title Statement

Title → 245 Title Statement

Title → 245 Title Statement

Title → 245 Title Statement

Title → 245 Title Statement

This is why crosswalks are said to be "lateral" (one-way) mappings from one scheme to another. Separate crosswalks
would be required to map from scheme A to scheme B and from scheme B to scheme A.[2]

Difficulties in mapping
Other mapping problems arise when:
•• One scheme has one element that needs to be split up with different parts of it placed in multiple other elements in

the second scheme ("one-to-many" mapping)
•• One scheme allows an element to be repeated more than once while another only allows that element to appear

once with multiple terms in it
• Schemes have different data formats (e.g. John Doe or Doe, John)
•• An element in one scheme is indexed but the equivalent element in the other scheme is not
•• Schemes may use different controlled vocabularies
•• Schemes change their standards over time
Some of these problems are simply not fixable. As Karen Coyle says in "Crosswalking Citation Metadata: The
University of California's Experience,"

"The more metadata experience we have, the more it becomes clear that metadata perfection is not
attainable, and anyone who attempts it will be sorely disappointed. When metadata is crosswalked
between two or more unrelated sources, there will be data elements that cannot be reconciled in an ideal
manner. The key to a successful metadata crosswalk is intelligent flexibility. It is essential to focus on
the important goals and be willing to compromise in order to reach a practical conclusion to projects."[3]
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Examples
MARC to Dublin Core (Library of Congress) http:/ / loc. gov/ marc/ marc2dc. html
Dublin Core to MARC21 (Library of Congress) http:/ / www. loc. gov/ marc/ dccross. html
Dublin Core to UNIMARC (UKOLN) http:/ / www. ukoln. ac. uk/ metadata/ interoperability/ dc_unimarc. html
TEI to and from MARC http:/ / purl. oclc. org/ NET/ teiinlibraries
FGDC to USMARC (Alexandria) http:/ / www. alexandria. ucsb. edu/ public-documents/ metadata/ fgdc2marc. html
ONIX to MARC21 (LC) http:/ / www. loc. gov/ marc/ onix2marc. html
VRA to MARC (Indiana University) http:/ / php. indiana. edu/ %7Efryp/ marcmap. html
Metadata Mappings (MIT Library) http:/ / libraries. mit. edu/ guides/ subjects/ metadata/ mappings. html
Wikipedia:Link rot
Mapping Between Metadata formats (UKOLN) http:/ / www. ukoln. ac. uk/ metadata/ interoperability/
International Metadata Standard Mappings (Academia Sinica) http:/ / www. sinica. edu. tw/ %7Emetadata/ standard/
mapping-foreign_eng. htm
JATS to MARC http:/ / webservices. itcs. umich. edu/ mediawiki/ jats/ index. php/ JATS-to-MARC_mapping

References
[1] "Dublin Core to MARC Crosswalk," (http:/ / www. loc. gov/ marc/ dccross. html) Network Development and MARC Standards Office,

Library of Congress
[2][2] "Metadata Fundamentals for All Librarians," Priscilla Caplan, American Library Association, Chicago, 2003, p.39
[3] in "Metadata in Practice" Diane I. Hillmann and Elaine L. Westbrooks, eds., American Library Association, Chicago, 2004, p. 91.

External links
• "Metadata Crosswalk Depository" (SchemaTrans) (http:/ / www. oclc. org/ research/ researchworks/ schematrans/

default. htm)(OCLC)
• "Mapping Between Metadata Formats" (http:/ / www. ukoln. ac. uk/ metadata/ interoperability) (UKOLN)
• "Crosswalks the Path to Universal Access?" (http:/ / www. getty. edu/ research/ conducting_research/ standards/

intrometadata/ path. html) (Getty)
• "Metadata Interoperability and Standardization - A Study of Methodology Part I" (http:/ / www. dlib. org/ dlib/

june06/ chan/ 06chan. html) (D-Lib)
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Schema evolution
In computer science, schema evolution refers to the problem of evolving a database schema to adapt it to a change
in the modeled reality. The problem is not limited to the modification of the schema. It, in fact, affects the data stored
under the given schema and the queries (and thus the applications) posed on that schema.
Until recently the design of a database was expected to create a "one size fits all" schema capable of accepting every
future change in the requirements, thus, schema evolution was not considered. This assumption, almost unrealistic in
the context of traditional information systems, becomes unacceptable in the context of Web Information Systems,
that due to the distributed and cooperative nature of their development and fruition are subject of an even stronger
pressure toward change (from 39% to over 500% more intense than in traditional settings). Due to this historical
heritage the process of schema evolution is nowadays a particularly taxing one. It is, in fact, widely acknowledged
that the data management core of an applications is one of the most difficult and critical components to evolve. The
key problem is the impact of the schema evolution on queries and applications. As shown in (which provides an
analysis of the MediaWiki evolution) each evolution step might affect up to 70% of the queries operating on the
schema, that must be manually reworked consequently.
The problem has been recognized as a very pressing one by the database community for more than 12 years. The
support for Schema Evolution, is a difficult problem involving complex mapping among schema versions, the tool
support has been so far very limited. The recent theoretical advances on mapping composition and mapping
invertibility, which represent the core problems underlying the schema evolution remains almost inaccessible to the
large public.

Related works
• A rich bibliography on Schema Evolution is collected at: http:/ / se-pubs. dbs. uni-leipzig. de/ pubs/ results/

taxonomy%3A100
• UCLA university carried out an analysis of the MediaWiki Schema Evolution: Schema Evolution Benchmark [1]

• PRISM, a tool to support graceful relational schema evolution: Prism: schema evolution tool [2]

• PRIMA, a tool supporting transaction time databases under schema evolution PRIMA: supporting
transaction-time DB under schema evolution [3]

• Pario is a software development tool that includes fully automated schema evolution

References
[1] http:/ / yellowstone. cs. ucla. edu/ schema-evolution/ index. php/ Schema_Evolution_Benchmark
[2] http:/ / yellowstone. cs. ucla. edu/ schema-evolution/ index. php/ Schema_Evolution_Tool
[3] http:/ / prima. schemaevolution. org
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Data integration
Data integration involves combining data residing in different sources and providing users with a unified view of
these data. This process becomes significant in a variety of situations, which include both commercial (when two
similar companies need to merge their databases) and scientific (combining research results from different
bioinformatics repositories, for example) domains. Data integration appears with increasing frequency as the volume
and the need to share existing data explodes. It has become the focus of extensive theoretical work, and numerous
open problems remain unsolved. In management circles, people frequently refer to data integration as "Enterprise
Information Integration" (EII).

History

Figure 1: Simple schematic for a data warehouse. The ETL process extracts
information from the source databases, transforms it and then loads it into the

data warehouse.

Figure 2: Simple schematic for a data-integration solution. A system designer
constructs a mediated schema against which users can run queries. The
virtual database interfaces with the source databases via wrapper code if

required.

Issues with combining heterogeneous data
sources under a single query interface have
existed for some time. The rapid adoption of
databases after the 1960s naturally led to the
need to share or to merge existing repositories.
This merging can take place at several levels in
the database architecture.

One popular solution is implemented based on
data warehousing (see figure 1). The warehouse
system extracts, transforms, and loads data from
heterogeneous sources into a single view schema
so data becomes compatible with each other.
This approach offers a tightly coupled
architecture because the data is already
physically reconciled in a single queriable
repository, so it usually takes little time to
resolve queries. However, problems lie in the
data freshness, that is, information in warehouse
is not always up-to-date. Thus updating an
original data source may outdate the warehouse,
accordingly, the ETL process needs re-execution
for synchronization. Difficulties also arise in
constructing data warehouses when one has only
a query interface to summary data sources and
no access to the full data. This problem
frequently emerges when integrating several
commercial query services like travel or
classified advertisement web applications.

As of 2009[1] the trend in data integration has
favored loosening the coupling between
data[citation needed] and providing a unified
query-interface to access real time data over a
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mediated schema (see figure 2), which allows information to be retrieved directly from original databases. This
approach relies on a mappings between the mediated schema and the schema of original sources, and transform a
query into specialized queries to match the schema of the original databases. Such mappings can be specified in 2
ways : as a mapping from entities in the mediated schema to entities in the original sources (the "Global As View"
(GAV) approach), or as a mapping from entities in the original sources to the mediated schema (the "Local As View"
(LAV) approach). The latter approach requires more sophisticated inferences to resolve a query on the mediated
schema, but makes it easier to add new data sources to a (stable) mediated schema.
As of 2010[1] some of the work in data integration research concerns the semantic integration problem. This
problem addresses not the structuring of the architecture of the integration, but how to resolve semantic conflicts
between heterogeneous data sources. For example if two companies merge their databases, certain concepts and
definitions in their respective schemas like "earnings" inevitably have different meanings. In one database it may
mean profits in dollars (a floating-point number), while in the other it might represent the number of sales (an
integer). A common strategy for the resolution of such problems involves the use of ontologies which explicitly
define schema terms and thus help to resolve semantic conflicts. This approach represents ontology-based data
integration. On the other hand, the problem of combining research results from different bioinformatics repositories
requires bench-marking of the similarities, computed from different data sources, on a single criterion such as
positive predictive value. This enables the data sources to be directly comparable and can be integrated even when
the natures of experiments are distinct.
As of 2011[1] it was determined that current data modeling methods were imparting data isolation into every data
architecture in the form of islands of disparate data and information silos each of which represents a disparate
system. This data isolation is an unintended artifact of the data modeling methodology that results in the
development of disparate data models. Disparate data models, when instantiated as databases, form disparate
databases. Enhanced data model methodologies have been developed to eliminate the data isolation artifact and to
promote the development of integrated data models. One enhanced data modeling method recasts data models by
augmenting them with structural metadata in the form of standardized data entities. As a result of recasting multiple
data models, the set of recast data models will now share one or more commonality relationships that relate the
structural metadata now common to these data models. Commonality relationships are a peer-to-peer type of entity
relationships that relate the standardized data entities of multiple data models. Multiple data models that contain the
same standard data entity may participate in the same commonality relationship. When integrated data models are
instantiated as databases and are properly populated from a common set of master data, then these databases are
integrated.

Example
Consider a web application where a user can query a variety of information about cities (such as crime statistics,
weather, hotels, demographics, etc.). Traditionally, the information must be stored in a single database with a single
schema. But any single enterprise would find information of this breadth somewhat difficult and expensive to
collect. Even if the resources exist to gather the data, it would likely duplicate data in existing crime databases,
weather websites, and census data.
A data-integration solution may address this problem by considering these external resources as materialized views
over a virtual mediated schema, resulting in "virtual data integration". This means application-developers construct a
virtual schema — the mediated schema — to best model the kinds of answers their users want. Next, they design
"wrappers" or adapters for each data source, such as the crime database and weather website. These adapters simply
transform the local query results (those returned by the respective websites or databases) into an easily processed
form for the data integration solution (see figure 2). When an application-user queries the mediated schema, the
data-integration solution transforms this query into appropriate queries over the respective data sources. Finally, the
virtual database combines the results of these queries into the answer to the user's query.
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This solution offers the convenience of adding new sources by simply constructing an adapter or an application
software blade for them. It contrasts with ETL systems or with a single database solution, which require manual
integration of entire new dataset into the system. The virtual ETL solutions leverage virtual mediated schema to
implement data harmonization; whereby the data is copied from the designated "master" source to the defined
targets, field by field. Advanced Data virtualization is also built on the concept of object-oriented modeling in order
to construct virtual mediated schema or virtual metadata repository, using hub and spoke architecture.
Each data source is disparate and as such is not designed to support reliable joins between data sources. Therefore,
data virtualization as well as data federation depends upon accidental data commonality to support combining data
and information from disparate data sets. Because of this lack of data value commonality across data sources, the
return set may be inaccurate, incomplete, and impossible to validate.
One solution is to recast disparate databases to integrate these databases without the need for ETL. The recast
databases support commonality constraints where referential integrity may be enforced between databases. The
recast databases provide designed data access paths with data value commonality across databases.

Theory of data integration
The theory of data integration forms a subset of database theory and formalizes the underlying concepts of the
problem in first-order logic. Applying the theories gives indications as to the feasibility and difficulty of data
integration. While its definitions may appear abstract, they have sufficient generality to accommodate all manner of
integration systems.[citation needed]

Definitions

Data integration systems are formally defined as a triple where is the global (or mediated) schema,
is the heterogeneous set of source schemas, and is the mapping that maps queries between the source and the

global schemas. Both and are expressed in languages over alphabets composed of symbols for each of their
respective relations. The mapping consists of assertions between queries over and queries over . When
users pose queries over the data integration system, they pose queries over and the mapping then asserts
connections between the elements in the global schema and the source schemas.
A database over a schema is defined as a set of sets, one for each relation (in a relational database). The database
corresponding to the source schema would comprise the set of sets of tuples for each of the heterogeneous data
sources and is called the source database. Note that this single source database may actually represent a collection of
disconnected databases. The database corresponding to the virtual mediated schema is called the global
database. The global database must satisfy the mapping with respect to the source database. The legality of this
mapping depends on the nature of the correspondence between and . Two popular ways to model this
correspondence exist: Global as View or GAV and Local as View or LAV.
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Figure 3: Illustration of tuple space of the GAV and LAV mappings. In GAV, the
system is constrained to the set of tuples mapped by the mediators while the set of

tuples expressible over the sources may be much larger and richer. In LAV, the
system is constrained to the set of tuples in the sources while the set of tuples

expressible over the global schema can be much larger. Therefore LAV systems
must often deal with incomplete answers.

GAV systems model the global database as
a set of views over . In this case 
associates to each element of as a query
over . Query processing becomes a
straightforward operation due to the
well-defined associations between and

. The burden of complexity falls on
implementing mediator code instructing the
data integration system exactly how to
retrieve elements from the source databases.
If any new sources join the system,
considerable effort may be necessary to
update the mediator, thus the GAV approach
appears preferable when the sources seem
unlikely to change.

In a GAV approach to the example data integration system above, the system designer would first develop mediators
for each of the city information sources and then design the global schema around these mediators. For example,
consider if one of the sources served a weather website. The designer would likely then add a corresponding element
for weather to the global schema. Then the bulk of effort concentrates on writing the proper mediator code that will
transform predicates on weather into a query over the weather website. This effort can become complex if some
other source also relates to weather, because the designer may need to write code to properly combine the results
from the two sources.
On the other hand, in LAV, the source database is modeled as a set of views over . In this case associates to
each element of a query over . Here the exact associations between and are no longer well-defined. As
is illustrated in the next section, the burden of determining how to retrieve elements from the sources is placed on the
query processor. The benefit of an LAV modeling is that new sources can be added with far less work than in a GAV
system, thus the LAV approach should be favored in cases where the mediated schema is more stable and unlikely to
change.
In an LAV approach to the example data integration system above, the system designer designs the global schema
first and then simply inputs the schemas of the respective city information sources. Consider again if one of the
sources serves a weather website. The designer would add corresponding elements for weather to the global schema
only if none existed already. Then programmers write an adapter or wrapper for the website and add a schema
description of the website's results to the source schemas. The complexity of adding the new source moves from the
designer to the query processor.

Query processing
The theory of query processing in data integration systems is commonly expressed using conjunctive queries and
Datalog, a purely declarative logic programming language. One can loosely think of a conjunctive query as a logical
function applied to the relations of a database such as " where ". If a tuple or set of tuples is
substituted into the rule and satisfies it (makes it true), then we consider that tuple as part of the set of answers in the
query. While formal languages like Datalog express these queries concisely and without ambiguity, common SQL
queries count as conjunctive queries as well.
In terms of data integration, "query containment" represents an important property of conjunctive queries. A query 

contains another query (denoted ) if the results of applying are a subset of the results of 
applying for any database. The two queries are said to be equivalent if the resulting sets are equal for any 
database. This is important because in both GAV and LAV systems, a user poses conjunctive queries over a virtual
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schema represented by a set of views, or "materialized" conjunctive queries. Integration seeks to rewrite the queries
represented by the views to make their results equivalent or maximally contained by our user's query. This
corresponds to the problem of answering queries using views (AQUV).
In GAV systems, a system designer writes mediator code to define the query-rewriting. Each element in the user's
query corresponds to a substitution rule just as each element in the global schema corresponds to a query over the
source. Query processing simply expands the subgoals of the user's query according to the rule specified in the
mediator and thus the resulting query is likely to be equivalent. While the designer does the majority of the work
beforehand, some GAV systems such as Tsimmis [2] involve simplifying the mediator description process.
In LAV systems, queries undergo a more radical process of rewriting because no mediator exists to align the user's
query with a simple expansion strategy. The integration system must execute a search over the space of possible
queries in order to find the best rewrite. The resulting rewrite may not be an equivalent query but maximally
contained, and the resulting tuples may be incomplete. As of 2009[1] the MiniCon algorithm is the leading query
rewriting algorithm for LAV data integration systems.
In general, the complexity of query rewriting is NP-complete. If the space of rewrites is relatively small this does not
pose a problem — even for integration systems with hundreds of sources.

Data Integration in the Life Sciences
Large-scale questions in science, such as global warming, invasive species spread, and resource depletion, are
increasingly requiring the collection of disparate data sets for meta-analysis. This type of data integration is
especially challenging for ecological and environmental data because metadata standards are not agreed upon and
there are many different data types produced in these fields. National Science Foundation initiatives such as Datanet
are intended to make data integration easier for scientists by providing cyberinfrastructure and setting standards. The
two funded Datanet initiatives are DataONE and the Data Conservancy.

References
[1] http:/ / en. wikipedia. org/ w/ index. php?title=Data_integration& action=edit
[2] http:/ / www-db. stanford. edu/ tsimmis/

Further reading
• Ronald Schuldt (November 15, 2011). UDEF – Six Steps to Cost Effective Data Integration (https:/ / www.

createspace. com/ 3711806). CreateSpace. ISBN 978-1-4664-6762-0.
• Roberta Shauger (December 20, 2011). UDEF Concepts Defined – Reference Guide (https:/ / www. createspace.

com/ 3753707). CreateSpace. ISBN 978-1-4681-1483-6.
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Ontology-based data integration
Ontology based Data Integration involves the use of ontology(s) to effectively combine data or information from
multiple heterogeneous sources. It is one of the multiple data integration approaches and may be classified as
Global-As-View (GAV). The effectiveness of ontology based data integration is closely tied to the consistency and
expressivity of the ontology used in the integration process.

Background
Data from multiple sources are characterized by multiple types of heterogeneity. The following hierarchy is often
used:[1]

• Syntactic Heterogeneity: is a result of differences in representation format of data
• Schematic or Structural Heterogeneity: the native model or structure to store data differ in data sources leading to

structural heterogeneity. Schematic heterogeneity that particularly appears in structured databases is also an
aspect of structural heterogeneity.

• Semantic Heterogeneity: differences in interpretation of the 'meaning' of data are source of semantic
heterogeneity

• System Heterogeneity: use of different operating system, hardware platforms lead to system heterogeneity
Ontologies, as formal models of representation with explicitly defined concepts and named relationships linking
them, are used to address the issue of semantic heterogeneity in data sources. In domains like bioinformatics and
biomedicine, the rapid development, adoption and public availability of ontologies [2] has made it possible for the
data integration community to leverage them for semantic integration of data and information.

The Role of Ontologies
Ontologies enable the unambiguous identification of entities in heterogeneous information systems and assertion of
applicable named relationships that connect these entities together. Specifically, ontologies play the following roles:
•• Content Explication
The ontology enables accurate interpretation of data from multiple sources through the explicit definition of terms
and relationships in the ontology.
•• Query Model
In some systems like SIMS, the query is formulated using the ontology as a global query schema.
•• Verification
The ontology verifies the mappings used to integrate data from multiple sources. These mappings may either be user
specified or generated by a system.

Approaches using ontologies for data Integration
There are three main architectures that are implemented in ontology-based data integration applications, namely,
Single ontology approach

A single ontology is used as a global reference model in the system. This is the simplest approach as it can be
simulated by other approaches. SIMS is a prominent example of this approach.

Multiple ontologies
Multiple ontologies, each modeling an individual data source, are used in combination for integration. Though, 
this approach is more flexible than the single ontology approach, it requires creation of mappings between the 
multiple ontologies. Ontology mapping is a challenging issue and is focus of large number of research efforts
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in computer science [3]. The OBSERVER system is an example of this approach.
Hybrid approaches

The hybrid approach involves the use of multiple ontologies that subscribe to a common, top-level vocabulary.
The top-level vocabulary defines the basic terms of the domain. Thus, the hybrid approach makes it easier to
use multiple ontologies for integration in presence of the common vocabulary.

References
[1] AHM02 Tutorial 5: Data Integration and Mediation; Contributors: B. Ludaescher, I. Altintas, A. Gupta, M. Martone, R. Marciano, X. Qian

(http:/ / daks. ucdavis. edu/ ~ludaesch/ Paper/ AHM02/ tutorial5. html)
[2] http:/ / www. bioontology. org/ repositories. html#obo
[3] http:/ / www. ontologymatching. org/

External links
• OBSERVER home page (http:/ / sid. cps. unizar. es/ OBSERVER/ )

Ontology merging
Ontology merging defines the act of bringing together two conceptually divergent ontologies or the instance data
associated to two ontologies. This is similar to work in database merging (schema matching). This merging process
can be performed in a number of ways, manually, semi automatically, or automatically. Manual ontology merging
although ideal is extremely labour intensive and current research attempts to find semi or entirely automated
techniques to merge ontologies. These techniques are statistically driven often taking into account similarity of
concepts and raw similarity of instances through textual string metrics and semantic knowledge. These techniques
are similar to those used in information integration employing string metrics from open source similarity libraries.
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Parallel

MapReduce
MapReduce is a programming model for processing large data sets with a parallel, distributed algorithm on a
cluster.[1]

A MapReduce program is composed of a Map() procedure that performs filtering and sorting (such as sorting
students by first name into queues, one queue for each name) and a Reduce() procedure that performs a summary
operation (such as counting the number of students in each queue, yielding name frequencies). The "MapReduce
System" (also called "infrastructure" or "framework") orchestrates by marshalling the distributed servers, running the
various tasks in parallel, managing all communications and data transfers between the various parts of the system,
and providing for redundancy and fault tolerance.
The model is inspired by the map and reduce functions commonly used in functional programming,[2] although their
purpose in the MapReduce framework is not the same as in their original forms. Furthermore, the key contributions
of the MapReduce framework are not the actual map and reduce functions, but the scalability and fault-tolerance
achieved for a variety of applications by optimizing the execution engine once.
MapReduce libraries have been written in many programming languages, with different levels of optimization. A
popular open-source implementation is Apache Hadoop. The name MapReduce originally referred to the proprietary
Google technology but has since been genericized.

Overview
'MapReduce' is a framework for processing parallelizable problems across huge datasets using a large number of
computers (nodes), collectively referred to as a cluster (if all nodes are on the same local network and use similar
hardware) or a grid (if the nodes are shared across geographically and administratively distributed systems, and use
more heterogenous hardware). Computational processing can occur on data stored either in a filesystem
(unstructured) or in a database (structured). MapReduce can take advantage of locality of data, processing data on or
near the storage assets to decrease transmission of data.
"Map" step: The master node takes the input, divides it into smaller sub-problems, and distributes them to worker
nodes. A worker node may do this again in turn, leading to a multi-level tree structure. The worker node processes
the smaller problem, and passes the answer back to its master node.
"Reduce" step: The master node then collects the answers to all the sub-problems and combines them in some way
to form the output – the answer to the problem it was originally trying to solve.
MapReduce allows for distributed processing of the map and reduction operations. Provided that each mapping
operation is independent of the others, all maps can be performed in parallel – though in practice this is limited by
the number of independent data sources and/or the number of CPUs near each source. Similarly, a set of 'reducers'
can perform the reduction phase, provided that all outputs of the map operation that share the same key are presented
to the same reducer at the same time, or that the reduction function is associative. While this process can often
appear inefficient compared to algorithms that are more sequential, MapReduce can be applied to significantly larger
datasets than "commodity" servers can handle – a large server farm can use MapReduce to sort a petabyte of data in
only a few hours.[citation needed] The parallelism also offers some possibility of recovering from partial failure of
servers or storage during the operation: if one mapper or reducer fails, the work can be rescheduled – assuming the
input data is still available.
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Another way to look at MapReduce is as a 5-step parallel and distributed computation:
1. Prepare the Map() input – the "MapReduce system" designates Map processors, assigns the K1 input key value

each processor would work on, and provides that processor with all the input data associated with that key value.
2. Run the user-provided Map() code – Map() is run exactly once for each K1 key value, generating output

organized by key values K2.
3. "Shuffle" the Map output to the Reduce processors – the MapReduce system designates Reduce processors,

assigns the K2 key value each processor would work on, and provides that processor with all the Map-generated
data associated with that key value.

4. Run the user-provided Reduce() code – Reduce() is run exactly once for each K2 key value produced by the
Map step.

5. Produce the final output – the MapReduce system collects all the Reduce output, and sorts it by K2 to produce
the final outcome.

Logically these 5 steps can be thought of as running in sequence – each step starts only after the previous step is
completed – though in practice, of course, they can be intertwined, as long as the final result is not affected.
In many situations the input data might already be distributed ("sharded") among many different servers, in which
case step 1 could sometimes be greatly simplified by assigning Map servers that would process the locally present
input data. Similarly, step 3 could sometimes be sped up by assigning Reduce processors that are as much as possible
local to the Map-generated data they need to process.

Logical view
The Map and Reduce functions of MapReduce are both defined with respect to data structured in (key, value) pairs.
Map takes one pair of data with a type in one data domain, and returns a list of pairs in a different domain:
Map(k1,v1) → list(k2,v2)
The Map function is applied in parallel to every pair in the input dataset. This produces a list of pairs for each call.
After that, the MapReduce framework collects all pairs with the same key from all lists and groups them together,
creating one group for each key.
The Reduce function is then applied in parallel to each group, which in turn produces a collection of values in the
same domain:
Reduce(k2, list (v2)) → list(v3)
Each Reduce call typically produces either one value v3 or an empty return, though one call is allowed to return
more than one value. The returns of all calls are collected as the desired result list.
Thus the MapReduce framework transforms a list of (key, value) pairs into a list of values. This behavior is different
from the typical functional programming map and reduce combination, which accepts a list of arbitrary values and
returns one single value that combines all the values returned by map.
It is necessary but not sufficient to have implementations of the map and reduce abstractions in order to implement
MapReduce. Distributed implementations of MapReduce require a means of connecting the processes performing
the Map and Reduce phases. This may be a distributed file system. Other options are possible, such as direct
streaming from mappers to reducers, or for the mapping processors to serve up their results to reducers that query
them.
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Examples
The prototypical MapReduce example counts the appearance of each word in a set of documents:[3]

function map(String name, String document):

  // name: document name

  // document: document contents

  for each word w in document:

    emit (w, 1)

function reduce(String word, Iterator partialCounts):

  // word: a word

  // partialCounts: a list of aggregated partial counts

  sum = 0

  for each pc in partialCounts:

    sum += ParseInt(pc)

  emit (word, sum)

Here, each document is split into words, and each word is counted by the map function, using the word as the result
key. The framework puts together all the pairs with the same key and feeds them to the same call to reduce, thus this
function just needs to sum all of its input values to find the total appearances of that word.
As another example, imagine that for a database of 1.1 billion people, one would like to compute the average number
of social contacts a person has according to age. In SQL such a query could be expressed as:

  SELECT age, AVG(contacts)

    FROM social.person

GROUP BY age

ORDER BY age

Using MapReduce, the K1 key values could be the integers 1 through 1,100, each representing a batch of 1 million
records, the K2 key value could be a person’s age in years, and this computation could be achieved using the
following functions:

function Map is

    input: integer K1 between 1 and 1100, representing a batch of 1 million social.person records

    for each social.person record in the K1 batch do

        let Y be the person's age

        let N be the number of contacts the person has

        produce one output record (Y,(N,1))

    repeat

end function

function Reduce is

    input: age (in years) Y

    for each input record (Y,(N,C)) do

        Accumulate in S the sum of N*C

        Accumulate in C
new

 the sum of C

    repeat

    let A be S/C
new

    produce one output record (Y,(A,C
new

))
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end function

The MapReduce System would line up the 1,100 Map processors, and would provide each with its corresponding 1
million input records. The Map step would produce 1.1 billion (Y,(N,1)) records, with Y values ranging
between, say, 8 and 103. The MapReduce System would then line up the 96 Reduce processors by performing
shuffling operation of the key/value pairs due to the fact that we need average per age, and provide each with its
millions of corresponding input records. The Reduce step would result in the much reduced set of only 96 output
records (Y,A), which would be put in the final result file, sorted by Y.
The count info in the record is important if the processing is reduced more than one time. If we don't add the count of
the records, the computed average would be wrong, for example:

-- map output #1: age, quantity of contacts

10, 9

10, 9

10, 9

-- map output #2: age, quantity of contacts

10, 9

10, 9

-- map output #3: age, quantity of contacts

10, 10

If we reduce files #1 and #2, we will have a new file with an average of 9 contacts for a 10 year old person
((9+9+9+9+9)/5):

-- reduce step #1: age, average of contacts

10, 9

If we reduce it with file #3, we lost the count of how many records we've already seen, so we would end up with an
average of 9.5 contacts for a 10 year old person ((9+10)/2), which is wrong. The correct answer is 9.17
((9+9+9+9+9+10)/6).

Dataflow
The frozen part of the MapReduce framework is a large distributed sort. The hot spots, which the application defines,
are:
• an input reader
• a Map function
• a partition function
• a compare function
• a Reduce function
• an output writer
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Input reader
The input reader divides the input into appropriate size 'splits' (in practice typically 16 MB to 128 MB) and the
framework assigns one split to each Map function. The input reader reads data from stable storage (typically a
distributed file system) and generates key/value pairs.
A common example will read a directory full of text files and return each line as a record.

Map function
The Map function takes a series of key/value pairs, processes each, and generates zero or more output key/value
pairs. The input and output types of the map can be (and often are) different from each other.
If the application is doing a word count, the map function would break the line into words and output a key/value
pair for each word. Each output pair would contain the word as the key and the number of instances of that word in
the line as the value.

Partition function
Each Map function output is allocated to a particular reducer by the application's partition function for sharding
purposes. The partition function is given the key and the number of reducers and returns the index of the desired
reducer.
A typical default is to hash the key and use the hash value modulo the number of reducers. It is important to pick a
partition function that gives an approximately uniform distribution of data per shard for load-balancing purposes,
otherwise the MapReduce operation can be held up waiting for slow reducers (reducers assigned more than their
share of data) to finish.
Between the map and reduce stages, the data is shuffled (parallel-sorted / exchanged between nodes) in order to
move the data from the map node that produced it to the shard in which it will be reduced. The shuffle can
sometimes take longer than the computation time depending on network bandwidth, CPU speeds, data produced and
time taken by map and reduce computations.

Comparison function
The input for each Reduce is pulled from the machine where the Map ran and sorted using the application's
comparison function.

Reduce function
The framework calls the application's Reduce function once for each unique key in the sorted order. The Reduce can
iterate through the values that are associated with that key and produce zero or more outputs.
In the word count example, the Reduce function takes the input values, sums them and generates a single output of
the word and the final sum.

Output writer
The Output Writer writes the output of the Reduce to the stable storage, usually a distributed file system.

Distribution and reliability
MapReduce achieves reliability by parceling out a number of operations on the set of data to each node in the 
network. Each node is expected to report back periodically with completed work and status updates. If a node falls 
silent for longer than that interval, the master node (similar to the master server in the Google File System) records 
the node as dead and sends out the node's assigned work to other nodes. Individual operations use atomic operations
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for naming file outputs as a check to ensure that there are not parallel conflicting threads running. When files are
renamed, it is possible to also copy them to another name in addition to the name of the task (allowing for
side-effects).
The reduce operations operate much the same way. Because of their inferior properties with regard to parallel
operations, the master node attempts to schedule reduce operations on the same node, or in the same rack as the node
holding the data being operated on. This property is desirable as it conserves bandwidth across the backbone network
of the datacenter.
Implementations are not necessarily highly reliable. For example, in older versions of Hadoop the NameNode was a
single point of failure for the distributed filesystem. Later versions of Hadoop have high availability with an
active/passive failover for the "NameNode."

Uses
MapReduce is useful in a wide range of applications, including distributed pattern-based searching, distributed
sorting, web link-graph reversal, term-vector per host, web access log stats, inverted index construction, document
clustering, machine learning, and statistical machine translation. Moreover, the MapReduce model has been adapted
to several computing environments like multi-core and many-core systems, desktop grids, volunteer computing
environments, dynamic cloud environments, and mobile environments.
At Google, MapReduce was used to completely regenerate Google's index of the World Wide Web. It replaced the
old ad hoc programs that updated the index and ran the various analyses.
MapReduce's stable inputs and outputs are usually stored in a distributed file system. The transient data is usually
stored on local disk and fetched remotely by the reducers.

Criticism

Lack of novelty
David DeWitt and Michael Stonebraker, computer scientists specializing in parallel databases and shared-nothing
architectures, have been critical of the breadth of problems that MapReduce can be used for. They called its interface
too low-level and questioned whether it really represents the paradigm shift its proponents have claimed it is. They
challenged the MapReduce proponents' claims of novelty, citing Teradata as an example of prior art that has existed
for over two decades. They also compared MapReduce programmers to Codasyl programmers, noting both are
"writing in a low-level language performing low-level record manipulation." MapReduce's use of input files and lack
of schema support prevents the performance improvements enabled by common database system features such as
B-trees and hash partitioning, though projects such as Pig (or PigLatin), Sawzall, Apache Hive, YSmart [4], HBase
and BigTable are addressing some of these problems.
Greg Jorgensen wrote an article rejecting these views. Jorgensen asserts that DeWitt and Stonebraker's entire
analysis is groundless as MapReduce was never designed nor intended to be used as a database.
DeWitt and Stonebraker have subsequently published a detailed benchmark study in 2009 comparing performance of
Hadoop's MapReduce and RDBMS approaches on several specific problems. They concluded that relational
databases offer real advantages for many kinds of data use, especially on complex processing or where the data is
used across an enterprise, but that MapReduce may be easier for users to adopt for simple or one-time processing
tasks.
Google has been granted a patent on MapReduce.[5] However, there have been claims that this patent should not
have been granted because MapReduce is too similar to existing products. For example, map and reduce
functionality can be very easily implemented in Oracle's PL/SQL database oriented language.
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Restricted programming framework
MapReduce tasks must be written as acyclic dataflow programs, i.e. a stateless mapper followed by a stateless
reducer, that are executed by a batch job scheduler. This paradigm makes repeated querying of datasets difficult and
imposes limitations that are felt in fields such as machine learning, where iterative algorithms that revisit a single
working set multiple times are the norm.

Conferences and users groups
• The First International Workshop on MapReduce and its Applications (MAPREDUCE'10) [6] was held with the

HPDC conference and OGF'29 meeting in Chicago, IL.
• MapReduce Users Groups [7] around the world.
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• "MapReduce for the Cell B.E. Architecture" (http:/ / pages. cs. wisc. edu/ ~dekruijf/ docs/ mapreduce-cell. pdf)
— paper by Marc de Kruijf and Karthikeyan Sankaralingam; from University of Wisconsin–Madison

• "Mars: A MapReduce Framework on Graphics Processors" (http:/ / www. cse. ust. hk/ catalac/ users/ saven/
GPGPU/ MapReduce/ PACT08/ 171. pdf) — paper by Bingsheng He, Wenbin Fang, Qiong Luo, Naga K.
Govindaraju, Tuyong Wang; from Hong Kong University of Science and Technology; published in Proc. PACT
2008. It presents the design and implementation of MapReduce on graphics processors.

• "A Peer-to-Peer Framework for Supporting MapReduce Applications in Dynamic Cloud Environments" (http:/ /
www. springerlink. com/ content/ h17r882710314147/ ) — paper by Fabrizio Marozzo, Domenico Talia, Paolo
Trunfio; from University of Calabria; published in Cloud Computing: Principles, Systems and Applications, N.
Antonopoulos, L. Gillam (Editors), chapt. 7, pp. 113–125, Springer, 2010, ISBN 978-1-84996-240-7.

• "Map-Reduce-Merge: Simplified Relational Data Processing on Large Clusters" (http:/ / portal. acm. org/ citation.
cfm?doid=1247480. 1247602) — paper by Hung-Chih Yang, Ali Dasdan, Ruey-Lung Hsiao, and D. Stott Parker;
from Yahoo and UCLA; published in Proc. of ACM SIGMOD, pp. 1029–1040, 2007. (This paper shows how to
extend MapReduce for relational data processing.)

• FLuX: the Fault-tolerant (http:/ / citeseer. ist. psu. edu/ 647742. html), Load Balancing (http:/ / citeseer. ist. psu.
edu/ 546646. html) eXchange operator from UC Berkeley provides an integration of partitioned parallelism with
process pairs. This results in a more pipelined approach than Google's MapReduce with instantaneous failover,
but with additional implementation cost.

• "A New Computation Model for Rack-Based Computing" (http:/ / infolab. stanford. edu/ ~ullman/ pub/ mapred.
pdf) — paper by Foto N. Afrati; Jeffrey D. Ullman; from Stanford University; Not published as of Nov 2009.
This paper is an attempt to develop a general model in which one can compare algorithms for computing in an
environment similar to what map-reduce expects.

• FPMR: MapReduce framework on FPGA (http:/ / portal. acm. org/ beta/ citation. cfm?id=1723112.
1723129)—paper by Yi Shan, Bo Wang, Jing Yan, Yu Wang, Ningyi Xu, Huazhong Yang (2010), in FPGA '10,
Proceedings of the 18th annual ACM/SIGDA international symposium on Field programmable gate arrays.

• "Tiled-MapReduce: Optimizing Resource Usages of Data-parallel Applications on Multicore with Tiling" (http:/ /
ipads. se. sjtu. edu. cn/ lib/ exe/ fetch. php?media=publications:ostrich-pact10. pdf)—paper by Rong Chen, Haibo
Chen and Binyu Zang from Fudan University; published in Proc. PACT 2010. It presents the Tiled-MapReduce
programming model which optimizes resource usages of MapReduce applications on multicore environment
using tiling strategy.

• "Tiled MapReduce: Efficient and Flexible MapReduce Processing on Multicore with Tiling" (http:/ / ipads. se.
sjtu. edu. cn/ lib/ exe/ fetch. php?media=publications:ostrich-taco13. pdf)—paper by Rong Chen, and Haibo Chen
from Shanghai Jiao Tong University; published in ACM TACO, 10(1), 2013. It extends the earlier version of
Ostrich to support several usage scenarios such as online and incremental computing on multicore machines.

• "Scheduling divisible MapReduce computations " (http:/ / dx. doi. org/ 10. 1016/ j. jpdc. 2010. 12. 004)—paper
by Joanna Berlińska from Adam Mickiewicz University and Maciej Drozdowski from Poznan University of
Technology; Journal of Parallel and Distributed Computing 71 (2011) 450-459, doi: 10.1016/j.jpdc.2010.12.004
(http:/ / dx. doi. org/ 10. 1016/ j. jpdc. 2010. 12. 004). It presents scheduling and performance model of
MapReduce.

• "Nephele/PACTs: A Programming Model and Execution Framework for Web-Scale Analytical Processing"
(http:/ / stratosphere. eu/ files/ NephelePACTs_10. pdf)—paper by D. Battré, S. Ewen, F. Hueske, O. Kao, V.
Markl, and D. Warneke from TU Berlin (http:/ / www. tu-berlin. de/ menue/ home/ parameter/ en/ ) published in
Proc. of ACM SoCC 2010. The paper introduces the PACT programming model, a generalization of MapReduce,
developed in the Stratosphere (http:/ / www. stratosphere. eu) research project.

http://www.dbms2.com/2008/08/26/why-mapreduce-matters-to-sql-data-warehousing/
http://www.dbms2.com/2008/08/26/why-mapreduce-matters-to-sql-data-warehousing/
http://en.wikipedia.org/w/index.php?title=Aster_Data_Systems
http://en.wikipedia.org/w/index.php?title=Greenplum
http://pages.cs.wisc.edu/~dekruijf/docs/mapreduce-cell.pdf
http://en.wikipedia.org/w/index.php?title=University_of_Wisconsin%E2%80%93Madison
http://www.cse.ust.hk/catalac/users/saven/GPGPU/MapReduce/PACT08/171.pdf
http://www.cse.ust.hk/catalac/users/saven/GPGPU/MapReduce/PACT08/171.pdf
http://en.wikipedia.org/w/index.php?title=Hong_Kong_University_of_Science_and_Technology
http://www.springerlink.com/content/h17r882710314147/
http://www.springerlink.com/content/h17r882710314147/
http://en.wikipedia.org/w/index.php?title=University_of_Calabria
http://portal.acm.org/citation.cfm?doid=1247480.1247602
http://portal.acm.org/citation.cfm?doid=1247480.1247602
http://en.wikipedia.org/w/index.php?title=Yahoo
http://en.wikipedia.org/w/index.php?title=UCLA
http://citeseer.ist.psu.edu/647742.html
http://citeseer.ist.psu.edu/546646.html
http://citeseer.ist.psu.edu/546646.html
http://en.wikipedia.org/w/index.php?title=UC_Berkeley
http://infolab.stanford.edu/~ullman/pub/mapred.pdf
http://infolab.stanford.edu/~ullman/pub/mapred.pdf
http://en.wikipedia.org/w/index.php?title=Stanford_University
http://portal.acm.org/beta/citation.cfm?id=1723112.1723129
http://portal.acm.org/beta/citation.cfm?id=1723112.1723129
http://ipads.se.sjtu.edu.cn/lib/exe/fetch.php?media=publications:ostrich-pact10.pdf
http://ipads.se.sjtu.edu.cn/lib/exe/fetch.php?media=publications:ostrich-pact10.pdf
http://en.wikipedia.org/w/index.php?title=Fudan_University
http://ipads.se.sjtu.edu.cn/lib/exe/fetch.php?media=publications:ostrich-taco13.pdf
http://ipads.se.sjtu.edu.cn/lib/exe/fetch.php?media=publications:ostrich-taco13.pdf
http://en.wikipedia.org/w/index.php?title=Shanghai_Jiao_Tong_University
http://dx.doi.org/10.1016/j.jpdc.2010.12.004
http://en.wikipedia.org/w/index.php?title=Adam_Mickiewicz_University
http://en.wikipedia.org/w/index.php?title=Poznan_University_of_Technology
http://en.wikipedia.org/w/index.php?title=Poznan_University_of_Technology
http://en.wikipedia.org/w/index.php?title=Digital_object_identifier
http://dx.doi.org/10.1016%2Fj.jpdc.2010.12.004
http://stratosphere.eu/files/NephelePACTs_10.pdf
http://www.tu-berlin.de/menue/home/parameter/en/
http://www.stratosphere.eu


MapReduce 987

• "MapReduce and PACT - Comparing Data Parallel Programming Models" (http:/ / stratosphere. eu/ files/
ComparingMapReduceAndPACTs_11. pdf)—paper by A. Alexandrov, S. Ewen, M. Heimel, F. Hueske, O. Kao,
V. Markl, E. Nijkamp, and D. Warneke from TU Berlin (http:/ / www. tu-berlin. de/ menue/ home/ parameter/ en/
) published in Proc. of BTW 2011.

Books
• Jimmy Lin and Chris Dyer. "Data-Intensive Text Processing with MapReduce" (http:/ / www. umiacs. umd. edu/

~jimmylin/ book. html) (manuscript)
Educational courses
• Cluster Computing and MapReduce (http:/ / code. google. com/ edu/ submissions/ mapreduce-minilecture/ listing.

html) course from Google Code University (http:/ / code. google. com/ edu/ ) contains video lectures and related
course materials from a series of lectures that was taught to Google software engineering interns during the
Summer of 2007.

• MapReduce in a Week (http:/ / code. google. com/ edu/ submissions/ mapreduce/ listing. html) course from
Google Code University (http:/ / code. google. com/ edu/ ) contains a comprehensive introduction to MapReduce
including lectures, reading material, and programming assignments.

• MapReduce course (http:/ / mr. iap. 2008. googlepages. com/ ), taught by engineers of Google Boston, part of
2008 Independent Activities Period at MIT.

Bibliography
• MapReduce bibliography by A. Kamil, 2010 (http:/ / www. columbia. edu/ ~ak2834/ mapreduce. html)
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Apache Hadoop is an open-source software framework for storage and large-scale processing of data-sets on
clusters of commodity hardware. Hadoop is an Apache top-level project being built and used by a global community
of contributors and users. It is licensed under the Apache License 2.0.
The Apache Hadoop framework is composed of the following modules:
• Hadoop Common – contains libraries and utilities needed by other Hadoop modules
• Hadoop Distributed File System (HDFS) – a distributed file-system that stores data on commodity machines,

providing very high aggregate bandwidth across the cluster.
• Hadoop YARN – a resource-management platform responsible for managing compute resources in clusters and

using them for scheduling of users' applications.
• Hadoop MapReduce – a programming model for large scale data processing.
All the modules in Hadoop are designed with a fundamental assumption that hardware failures (of individual
machines, or racks of machines) are common and thus should be automatically handled in software by the
framework. Apache Hadoop's MapReduce and HDFS components originally derived respectively from Google's
MapReduce and Google File System (GFS) papers.
Beyond HDFS, YARN and MapReduce, the entire Apache Hadoop “platform” is now commonly considered to
consist of a number of related projects as well – Apache Pig, Apache Hive, Apache HBase, Apache Spark, and
others.
For the end-users, though MapReduce Java code is common, any programming language can be used with "Hadoop
Streaming" to implement the "map" and "reduce" parts of the user's program. Apache Pig, Apache Hive, Apache
Spark among other related projects expose higher level user interfaces like Pig latin and a SQL variant respectively.
The Hadoop framework itself is mostly written in the Java programming language, with some native code in C and
command line utilities written as shell-scripts.
Apache Hadoop is a registered trademark of the Apache Software Foundation.
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History
Hadoop was created by Doug Cutting and Mike Cafarella in 2005. Cutting, who was working at Yahoo! at the
time,[2] named it after his son's toy elephant. It was originally developed to support distribution for the Nutch search
engine project.[3]

Architecture
Hadoop consists of the Hadoop Common package, which provides filesystem and OS level abstractions, a
MapReduce engine (either MapReduce/MR1 or YARN/MR2) and the Hadoop Distributed File System (HDFS). The
Hadoop Common package contains the necessary Java ARchive (JAR) files and scripts needed to start Hadoop. The
package also provides source code, documentation and a contribution section that includes projects from the Hadoop
Community.[citation needed]

For effective scheduling of work, every Hadoop-compatible file system should provide location awareness: the name
of the rack (more precisely, of the network switch) where a worker node is. Hadoop applications can use this
information to run work on the node where the data is, and, failing that, on the same rack/switch, reducing backbone
traffic. HDFS uses this method when replicating data to try to keep different copies of the data on different racks.
The goal is to reduce the impact of a rack power outage or switch failure, so that even if these events occur, the data
may still be readable.

A multi-node Hadoop cluster

A small Hadoop cluster includes a single master and multiple
worker nodes. The master node consists of a JobTracker,
TaskTracker, NameNode and DataNode. A slave or worker
node acts as both a DataNode and TaskTracker, though it is
possible to have data-only worker nodes and compute-only
worker nodes. These are normally used only in nonstandard
applications. Hadoop requires Java Runtime Environment
(JRE) 1.6 or higher. The standard start-up and shutdown scripts
require Secure Shell (ssh) to be set up between nodes in the
cluster.

In a larger cluster, the HDFS is managed through a dedicated
NameNode server to host the file system index, and a
secondary NameNode that can generate snapshots of the namenode's memory structures, thus preventing file-system
corruption and reducing loss of data. Similarly, a standalone JobTracker server can manage job scheduling. In
clusters where the Hadoop MapReduce engine is deployed against an alternate file system, the NameNode,
secondary NameNode and DataNode architecture of HDFS is replaced by the file-system-specific equivalent.

File system

Hadoop distributed file system

The Hadoop distributed file system (HDFS) is a distributed, scalable, and portable file-system written in Java for
the Hadoop framework. Each node in a Hadoop instance typically has a single namenode; a cluster of datanodes
form the HDFS cluster. The situation is typical because each node does not require a datanode to be present. Each
datanode serves up blocks of data over the network using a block protocol specific to HDFS. The file system uses the
TCP/IP layer for communication. Clients use Remote procedure call (RPC) to communicate between each other.
HDFS stores large files (typically in the range of gigabytes to terabytes) across multiple machines. It achieves 
reliability by replicating the data across multiple hosts, and hence theoretically does not require RAID storage on 
hosts (but to increase I/O performance some RAID configurations are still useful). With the default replication value,
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3, data is stored on three nodes: two on the same rack, and one on a different rack. Data nodes can talk to each other
to rebalance data, to move copies around, and to keep the replication of data high. HDFS is not fully
POSIX-compliant, because the requirements for a POSIX file-system differ from the target goals for a Hadoop
application. The tradeoff of not having a fully POSIX-compliant file-system is increased performance for data
throughput and support for non-POSIX operations such as Append.
HDFS added the high-availability capabilities, as announced for release 2.0 in May 2012, allowing the main
metadata server (the NameNode) to be failed over manually to a backup in the event of failure. The project has also
started developing automatic fail-over.
The HDFS file system includes a so-called secondary namenode, which misleads some people into thinking[citation

needed] that when the primary namenode goes offline, the secondary namenode takes over. In fact, the secondary
namenode regularly connects with the primary namenode and builds snapshots of the primary namenode's directory
information, which the system then saves to local or remote directories. These checkpointed images can be used to
restart a failed primary namenode without having to replay the entire journal of file-system actions, then to edit the
log to create an up-to-date directory structure. Because the namenode is the single point for storage and management
of metadata, it can become a bottleneck for supporting a huge number of files, especially a large number of small
files. HDFS Federation, a new addition, aims to tackle this problem to a certain extent by allowing multiple
name-spaces served by separate namenodes.
An advantage of using HDFS is data awareness between the job tracker and task tracker. The job tracker schedules
map or reduce jobs to task trackers with an awareness of the data location. For example: if node A contains data
(x,y,z) and node B contains data (a,b,c), the job tracker schedules node B to perform map or reduce tasks on (a,b,c)
and node A would be scheduled to perform map or reduce tasks on (x,y,z). This reduces the amount of traffic that
goes over the network and prevents unnecessary data transfer. When Hadoop is used with other file systems this
advantage is not always available. This can have a significant impact on job-completion times, which has been
demonstrated when running data-intensive jobs.
HDFS was designedWikipedia:Manual of Style/Words to watch#Unsupported attributions for mostly immutable
files and may not be suitable for systems requiring concurrent write-operations.
Another limitation of HDFS is that it cannot be mounted directly by an existing operating system. Getting data into
and out of the HDFS file system, an action that often needs to be performed before and after executing a job, can be
inconvenient. A Filesystem in Userspace (FUSE) virtual file system has been developed to address this problem, at
least for Linux and some other Unix systems.
File access can be achieved through the native Java API, the Thrift API to generate a client in the language of the
users' choosing (C++, Java, Python, PHP, Ruby, Erlang, Perl, Haskell, C#, Cocoa, Smalltalk, and OCaml), the
command-line interface, or browsed through the HDFS-UI webapp over HTTP.

Other file systems

By May 2011, the list of supported file systems included:
• Amazon S3 file system. This is targeted at clusters hosted on the Amazon Elastic Compute Cloud

server-on-demand infrastructure. There is no rack-awareness in this file system, as it is all remote.
• CloudStore (previously Kosmos Distributed File System), which is rack-aware.
• FTP File system: this stores all its data on remotely accessible FTP servers.
• HDFS: Hadoop's own rack-aware file system. This is designed to scale to tens of petabytes of storage and runs on

top of the file systems of the underlying operating systems.
• MapR's maprfs[4] file system. This system provides inherent high availability, transactionally correct snapshots

and mirrors while offering higher scaling than HDFS while giving higher performance. Maprfs is available as part
of the MapR distribution[5] and as a native option[6] on Elastic Map Reduce from Amazon's web services, as well
as on Google Compute Engine.
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• Read-only HTTP and HTTPS file systems.
Hadoop can work directly with any distributed file system that can be mounted by the underlying operating system
simply by using a file:// URL; however, this comes at a price: the loss of locality. To reduce network traffic, Hadoop
needs to know which servers are closest to the data; this is information that Hadoop-specific file system bridges can
provide.
Out-of-the-box, this includes Amazon S3, and the CloudStore filestore, through s3:// and kfs:// URLs directly.
A number of third-party file system bridges have also been written, none of which are currently in Hadoop
distributions.
• In 2009 IBM discussed running Hadoop over the IBM General Parallel File System. The source code was

published in October 2009.
• In April 2010, Parascale published the source code to run Hadoop against the Parascale file system.
• In April 2010, Appistry released a Hadoop file system driver for use with its own CloudIQ Storage product.
• In June 2010, HP discussed a location-aware IBRIX Fusion file system driver.
• In May 2011, MapR Technologies, Inc. announced the availability of an alternative file system for Hadoop, which

replaced the HDFS file system with a full random-access read/write file system, with advanced features like
snaphots and mirrors, and got rid of the single point of failure issue of the default HDFS NameNode.

JobTracker and TaskTracker: the MapReduce engine
Above the file systems comes the MapReduce engine, which consists of one JobTracker, to which client applications
submit MapReduce jobs. The JobTracker pushes work out to available TaskTracker nodes in the cluster, striving to
keep the work as close to the data as possible. With a rack-aware file system, the JobTracker knows which node
contains the data, and which other machines are nearby. If the work cannot be hosted on the actual node where the
data resides, priority is given to nodes in the same rack. This reduces network traffic on the main backbone network.
If a TaskTracker fails or times out, that part of the job is rescheduled. The TaskTracker on each node spawns off a
separate Java Virtual Machine process to prevent the TaskTracker itself from failing if the running job crashes the
JVM. A heartbeat is sent from the TaskTracker to the JobTracker every few minutes to check its status. The Job
Tracker and TaskTracker status and information is exposed by Jetty and can be viewed from a web browser.
If the JobTracker failed on Hadoop 0.20 or earlier, all ongoing work was lost. Hadoop version 0.21 added some
checkpointing to this process; the JobTracker records what it is up to in the file system. When a JobTracker starts up,
it looks for any such data, so that it can restart work from where it left off.
Known limitations of this approach are:
• The allocation of work to TaskTrackers is very simple. Every TaskTracker has a number of available slots (such

as "4 slots"). Every active map or reduce task takes up one slot. The Job Tracker allocates work to the tracker
nearest to the data with an available slot. There is no consideration of the current system load of the allocated
machine, and hence its actual availability.

• If one TaskTracker is very slow, it can delay the entire MapReduce job – especially towards the end of a job,
where everything can end up waiting for the slowest task. With speculative execution enabled, however, a single
task can be executed on multiple slave nodes.
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Scheduling

By default Hadoop uses FIFO, and optional 5 scheduling priorities to schedule jobs from a work queue.[7] In version
0.19 the job scheduler was refactored out of the JobTracker, and added the ability to use an alternate scheduler (such
as the Fair scheduler or the Capacity scheduler).

Fair scheduler

The fair scheduler was developed by Facebook. The goal of the fair scheduler is to provide fast response times for
small jobs and QoS for production jobs. The fair scheduler has three basic concepts.[8]

1. Jobs are grouped into Pools.
2.2. Each pool is assigned a guaranteed minimum share.
3.3. Excess capacity is split between jobs.
By default, jobs that are uncategorized go into a default pool. Pools have to specify the minimum number of map
slots, reduce slots, and a limit on the number of running jobs.

Capacity scheduler

The capacity scheduler was developed by Yahoo. The capacity scheduler supports several features that are similar to
the fair scheduler.[9]

•• Jobs are submitted into queues.
•• Queues are allocated a fraction of the total resource capacity.
•• Free resources are allocated to queues beyond their total capacity.
•• Within a queue a job with a high level of priority has access to the queue's resources.
There is no preemption once a job is running.

Other applications
The HDFS file system is not restricted to MapReduce jobs. It can be used for other applications, many of which are
under development at Apache. The list includes the HBase database, the Apache Mahout machine learning system,
and the Apache Hive Data Warehouse system. Hadoop can in theory be used for any sort of work that is
batch-oriented rather than real-time, that is very data-intensive, and able to work on pieces of the data in parallel. As
of October 2009, commercial applications of Hadoop included:
•• Log and/or clickstream analysis of various kinds
•• Marketing analytics
•• Machine learning and/or sophisticated data mining
•• Image processing
•• Processing of XML messages
•• Web crawling and/or text processing
•• General archiving, including of relational/tabular data, e.g. for compliance
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Prominent users

Yahoo!
On February 19, 2008, Yahoo! Inc. launched what it claimed was the world's largest Hadoop production application.
The Yahoo! Search Webmap is a Hadoop application that runs on a more than 10,000 core Linux cluster and
produces data that is used in every Yahoo! Web search query.[10]

There are multiple Hadoop clusters at Yahoo! and no HDFS file systems or MapReduce jobs are split across multiple
datacenters. Every Hadoop cluster node bootstraps the Linux image, including the Hadoop distribution. Work that
the clusters perform is known to include the index calculations for the Yahoo! search engine.
On June 10, 2009, Yahoo! made the source code of the version of Hadoop it runs in production available to the
public. Yahoo! contributes all the work it does on Hadoop to the open-source community. The company's developers
also fix bugs, provide stability improvements internally and release this patched source code so that other users may
benefit from their effort.

Facebook
In 2010 Facebook claimed that they had the largest Hadoop cluster in the world with 21 PB of storage. On June 13,
2012 they announced the data had grown to 100 PB. On November 8, 2012 they announced the data gathered in the
warehouse grows by roughly half a PB per day.

Other users
As of 2013, Hadoop adoption is widespread. For example, more than half of the Fortune 50 uses Hadoop.

Hadoop on Amazon EC2/S3 services
It is possible to run Hadoop on Amazon Elastic Compute Cloud (EC2) and Amazon Simple Storage Service (S3). As
an example The New York Times used 100 Amazon EC2 instances and a Hadoop application to process 4 TB of raw
image TIFF data (stored in S3) into 11 million finished PDFs in the space of 24 hours at a computation cost of about
$240 (not including bandwidth).
There is support for the S3 file system in Hadoop distributions, and the Hadoop team generates EC2 machine images
after every release. From a pure performance perspective, Hadoop on S3/EC2 is inefficient, as the S3 file system is
remote and delays returning from every write operation until the data is guaranteed not to be lost. This removes the
locality advantages of Hadoop, which schedules work near data to save on network load.

Amazon Elastic MapReduce
Elastic MapReduce (EMR)[11] was introduced by Amazon in April 2009. Provisioning of the Hadoop cluster,
running and terminating jobs, and handling data transfer between EC2 and S3 are automated by Elastic MapReduce.
Apache Hive, which is built on top of Hadoop for providing data warehouse services, is also offered in Elastic
MapReduce.
Support for using Spot Instances[12] was later added in August 2011. Elastic MapReduce is fault tolerant for slave
failures, and it is recommended to only run the Task Instance Group on spot instances to take advantage of the lower
cost while maintaining availability.
In June 2012, premium options for EMR were added that replace ordinary Hadoop with MapR's M3 and M5
versions. These options provide additional capabilities over and above what the default EMR offering provides.
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Industry support of academic clusters
IBM and Google announced an initiative in 2007 to use Hadoop to support university courses in distributed
computer programming.
In 2008 this collaboration, the Academic Cloud Computing Initiative (ACCI), partnered with the National Science
Foundation to provide grant funding to academic researchers interested in exploring large-data applications. This
resulted in the creation of the Cluster Exploratory (CLuE) program.

Running Hadoop in compute farm environments
Hadoop can also be used in compute farms and high-performance computing environments. Instead of setting up a
dedicated Hadoop cluster, an existing compute farm can be used if the resource manager of the cluster is aware of
the Hadoop jobs, and thus Hadoop jobs can be scheduled like other jobs in the cluster.

Grid engine integration
Integration with Sun Grid Engine was released in 2008, and running Hadoop on Sun Grid (Sun's on-demand utility
computing service) was possible. In the initial implementation of the integration, the CPU-time scheduler has no
knowledge of the locality of the data. Unfortunately, this means that the processing is not always done on the same
rack as the data; this was a key feature of the Hadoop Runtime. An improved integration with data-locality was
announced during the Sun HPC Software Workshop '09.
In 2008-2009 Sun released the Hadoop Live CD OpenSolaris project, which allows running a fully functional
Hadoop cluster using a live CD. This distribution includes Hadoop 0.19 – as of April 2010 there has not been an
updated release.

Condor integration
The Condor High-Throughput Computing System integration was presented at the Condor Week conference in 2010.

Commercial support
A number of companies offer commercial implementations or support for Hadoop.
•• Big Data Partnership, based in Europe, offers Hadoop consulting, implementation services and training.
• BMC Software provides BMC Control-M for Hadoop, which adds capabilities to monitor and manage Hadoop

workflows with predictive analytics and automated alerts.
• Cloudera offers CDH (Cloudera's Distribution including Apache Hadoop) and Cloudera Enterprise.
• Dell added Pentaho Business Analytics to the Dell Apache Hadoop solution for big data analytics. This consists

of Dell servers, Dell networking components, Dell's Crowbar cloud deployment framework open source software,
and Cloudera Distribution including Apache Hadoop (CDH).

• EMC released EMC Greenplum Community Edition and EMC Greenplum HD Enterprise Edition in May 2011.
The community edition, with optional for-fee technical support, consists of Hadoop, HDFS, HBase, Hive, and the
ZooKeeper configuration service. The enterprise edition is an offering based on the MapR product, and offers
proprietary features such as snapshots and wide area replication.

•• Asia's Etu is owned by Systex Corporation and represented in Europe by GNR Corporation.
• EMC Isilon announced support for HDFS in its OneFS clustered file system.
• Google added AppEngine-MapReduce to support running Hadoop 0.20 programs on Google App Engine.
• Grand Logic's JobServer product allows developers and admins to deploy, manage and monitor their Hadoop

infrastructure, with support for Hadoop job processing and HDFS file/content management.
• Hortonworks (formed by Yahoo! and Benchmark Capital focuses is on making Hadoop more robust and easier to

install, manage and use for enterprise users.
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• IBM offers WebSphere eXtreme Scale (formerly ObjectGrid), which includes two styles of the HADOOP
map-reduce pattern in its "agents" a.k.a. DataGrid APIs. Together with its scalable distributed data cache
capability, it gives both map-reduce's ability to parallelize function and the ability to store plenty of data (in
memory) for the function to quickly access. It's transactional and highly available, too.

• IBM offers InfoSphere BigInsights based on Hadoop in both a basic and enterprise edition.
• Intel released its own Hadoop distribution that takes advantage of capabilities in Intel Xeon chips, such as its

processor instructions for accelerating AES encryption.
• MapR Technologies, Inc. announced the availability of their distributed file system and MapReduce engine, the

MapR Distribution for Apache Hadoop. The MapR product includes most Hadoop eco-system components and
adds capabilities such as snapshots, mirrors, NFS access and full read-write file semantics. MapR's distribution
was selected by Amazon to provide premium versions of the Elastic Map Reduce (EMR) service.

• MetaScale, a wholly owned subsidiary of Sears offers vendor neutral and platform independent Hadoop
consulting and implementation services.

• Microsoft offers Windows Azure HDInsight, which is a 100% Apache compatible Hadoop distribution on
Windows Azure.

• OceanSync Hadoop Management and Visualization Software allows users to control, monitor, and visualize all
aspects of a Hadoop cluster including data analytic workflow management and output data processing
visualization. The package is offered in three versions, OceanSync Free Desktop Edition, OceanSync Enterprise
Edition with Visualization, and OceanSync Mobile for iPhone/Android devices, by Dovestech.

• Oracle announced the Big Data Appliance, which integrates Cloudera's Distribution Including Hadoop (CDH),
Oracle Linux, the R programming language, and a NoSQL database with the Exadata hardware.

• Pentaho announced support for Apache Hadoop allowing companies to access data integration and business
analytics directly against Apache Hadoop based distributions of Hadoop. In January 2012, Pentaho announced
they made their big data integration capabilities freely under open source, and moved the entire Pentaho Kettle
(data integration engine) project from the LGPL license to the Apache License.

• Pivotal offers Pivotal HD, a distribution of Hadoop that includes HAWQ, with 100% ANSI SQL compatibility.
• Platform Computing announced support for the Hadoop MapReduce API in its Symphony software.
• Silicon Graphics International offers Hadoop optimized solutions based on the SGI Rackable and CloudRack

server lines with implementation services.
• Splunk offers a Hadoop integration product called Hadoop Connect, which is certified on MapR, Cloudera,

Hortonworks, and Apache Hadoop. This integration allows users to search Hadoop data from Splunk and import
data from Hadoop into Splunk and vice versa.

• sqrrl offers sqrrl enterprise, which extends hadoop with Apache accumulo and combines the features of several
datastores (Column + Document + Graph).[13]

• Supermicro offers Hadoop servers and rack solutions based on standard servers, multi-nodes and fixed-disks
designs.

• Syncsort provides an ETL Solution, which extends the capabilities of Hadoop, turning it into a highly scalable,
affordable, and easy-to-use data integration environment.[14]

• Talend offers Talend Open Studio for Big Data, released under the Apache Software License, that includes native
support for Apache Hadoop.

• Teradata offers Teradata Appliance for Hadoop, as well as customer support for software-only Hadoop
deployments.[15]

• TIBCO supports Hadoop with their Businessworks Hadoop plugin and the TIBCO Spotfire Client.
• WANdisco offers Non Stop Hadoop for both Cloudera & Hortonworks Hadoop distributions.[16]

• Zettaset offers new version of its Big Data Mgt Platform based on Hadoop. Zettaset's Big Data Platform delivers
High Availability via NameNode Failover, a streamlined UI, network Time Protocol and built in security via
Kerberos Authentication
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ASF's view on the use of "Hadoop" in product names
The Apache Software Foundation has stated that only software officially released by the Apache Hadoop Project can
be called Apache Hadoop or Distributions of Apache Hadoop. The naming of products and derivative works from
other vendors and the term "compatible" are somewhat controversial within the Hadoop developer community.

Papers
Some papers influenced the birth and growth of Hadoop and big data processing. Here is a partial list:
• 2004 MapReduce: Simplified Data Processing on Large Clusters] by Jeffrey Dean and Sanjay Ghemawat from

Google Lab. This paper inspired Doug Cutting to develop an open-source implementation of the Map-Reduce
framework. He named it Hadoop [1], after his son's toy elephant.

• 2005 From Databases to Dataspaces: A New Abstraction for Information Management [17], the authors highlight
the need for storage systems to accept all data formats and to provide APIs for data access that evolve based on
the storage system’s understanding of the data.

• 2006 Bigtable: A Distributed Storage System for Structured Data [18] from Google Lab.
• 2008 H-store: a high-performance, distributed main memory transaction processing system [19]

• 2009 MAD Skills: New Analysis Practices for Big Data [20]

• 2011 Apache Hadoop Goes Realtime at Facebook [21]
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External links
• Official Hadoop Homepage (http:/ / hadoop. apache. org/ )
• Official Hadoop Wiki (http:/ / wiki. apache. org/ hadoop/ )
• Introducing Apache Hadoop: The Modern Data Operating System (http:/ / www. stanford. edu/ class/ ee380/

Abstracts/ 111116. html) — lecture given at Stanford University by Co-Founder and CTO of Cloudera, Amr
Awadallah ( video archive (http:/ / ee380. stanford. edu/ cgi-bin/ videologger. php?target=111116-ee380-300.
asx)).

Pig (programming language)
Pig is a high-level platform for creating MapReduce programs used with Hadoop. The language for this platform is
called Pig Latin. Pig Latin abstracts the programming from the Java MapReduce idiom into a notation which makes
MapReduce programming high level, similar to that of SQL for RDBMS systems. Pig Latin can be extended using
UDF (User Defined Functions) which the user can write in Java, Python, JavaScript, Ruby or Groovy and then call
directly from the language.
Pig was originally developed at Yahoo Research around 2006 for researchers to have an ad-hoc way of creating and
executing map-reduce jobs on very large data sets. In 2007, it was moved into the Apache Software Foundation.

Example
Below is an example of a "Word Count" program in Pig Latin:

input_lines = LOAD '/tmp/my-copy-of-all-pages-on-internet' AS (line:chararray);

-- Extract words from each line and put them into a pig bag

-- datatype, then flatten the bag to get one word on each row

words = FOREACH input_lines GENERATE FLATTEN(TOKENIZE(line)) AS word;

-- filter out any words that are just white spaces

filtered_words = FILTER words BY word MATCHES '\\w+';

-- create a group for each word

word_groups = GROUP filtered_words BY word;

-- count the entries in each group

word_count = FOREACH word_groups GENERATE COUNT(filtered_words) AS count, group AS word;

-- order the records by count

ordered_word_count = ORDER word_count BY count DESC;
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STORE ordered_word_count INTO '/tmp/number-of-words-on-internet';

The above program will generate parallel executable tasks which can be distributed across multiple machines in a
Hadoop cluster to count the number of words in a dataset such as all the webpages on the internet.

Pig vs SQL
In comparison to SQL, Pig
1. uses lazy evaluation,
2. uses ETL,
3. is able to store data at any point during a pipeline,
4.4. declares execution plans,
5.5. supports pipeline splits.
On the other hand, it has been argued DBMSs are substantially faster than the MapReduce system once the data is
loaded, but that loading the data takes considerably longer in the database systems. It has also been argued RDBMSs
offer out of the box support for column-storage, working with compressed data, indexes for efficient random data
access, and transaction- level fault tolerance.[1]

Pig Latin is procedural and fits very naturally in the pipeline paradigm while SQL is instead declarative. In SQL
users can specify that data from two tables must be joined, but not what join implementation to use. Pig Latin allows
users to specify an implementation or aspects of an implementation to be used in executing a script in several ways.
In effect, Pig Latin programming is similar to specifying a query execution plan, making it easier for programmers to
explicitly control the flow of their data processing task.[2]

SQL is oriented around queries that produce a single result. SQL handles trees naturally, but has no built in
mechanism for splitting a data processing stream and applying different operators to each sub-stream. Pig Latin
script describes a directed acyclic graph (DAG) rather than a pipeline.
Pig Latin's ability to include user code at any point in the pipeline is useful for pipeline development. If SQL is used,
data must first be imported into the database, and then the cleansing and transformation process can begin.[]
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H-Store

Developer(s) Brown, CMU, MIT, Yale

Stable release April 2013 / April 8, 2013

Written in C++, Java

Operating system Linux, Mac OS X

Type Database Management System

License BSD License, GPL

Website Official Website [1]

H-Store is an experimental database management system (DBMS) designed for online transaction processing
applications that is being developed by a team at Brown University, Carnegie Mellon University, the Massachusetts
Institute of Technology, and Yale University. The system's design was developed in 2007 by database researchers
Michael Stonebraker, Sam Madden, and Daniel Abadi.
The significance of the H-Store is that it is the first implementation of a new class of parallel database management
systems, called NewSQL, that provide the high-throughput and high-availability of NoSQL systems, but without
giving up the transactional guarantees of a traditional DBMS. Such systems are able to scale out horizontally across
multiple machines to improve throughput, as opposed to moving to a more powerful, more expensive machine for a
single-node system.
H-Store is able to execute transaction processing with high throughput by forgoing much of legacy architecture of
System R-like systems. For example, H-Store was designed as a parallel, row-storage relational DBMS that runs on
a cluster of shared-nothing, main memory executor nodes. The database is partitioned into disjoint subsets that are
assigned to a single-threaded execution engine assigned to one and only one core on a node. Each engine has
exclusive access to all of the data at its partition. Because it is single-threaded, only one transaction at a time is able
to access the data stored at its partition. Thus, there are no physical locks or latches in the system, and no transaction
will stall waiting for another transaction once it is started.
H-Store is licensed under the BSD license and GPL licenses. The commercial version of H-Store's design is VoltDB.
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Data control language
A data control language (DCL) is a syntax similar to a computer programming language used to control access to
data stored in a database. In particular, it is a component of Structured Query Language (SQL).
Examples of DCL commands include:
• GRANT to allow specified users to perform specified tasks.
• REVOKE to cancel previously granted or denied permissions.
The operations for which privileges may be granted to or revoked from a user or role may include CONNECT,
SELECT, INSERT, UPDATE, DELETE, EXECUTE, and USAGE.
In the Oracle database, executing a DCL command issues an implicit commit. Hence you cannot roll back the
command.
In PostgreSQL, executing DCL is transactional, and can be rolled back.

SQL injection
SQL injection is a code injection technique, used to attack data driven applications, in which malicious SQL
statements are inserted into an entry field for execution (e.g. to dump the database contents to the attacker). SQL
injection must exploit a security vulnerability in an application's software, for example, when user input is either
incorrectly filtered for string literal escape characters embedded in SQL statements or user input is not strongly typed
and unexpectedly executed. SQL injection is mostly known as an attack vector for websites but can be used to attack
any type of SQL database.

A Classification of SQL injection attacking
vector until 2010.

In a 2012 study, security company Imperva observed that the average
web application received 4 attack campaigns per month, and retailers
received twice as many attacks as other industries.

Forms

SQL injection (SQLI) is considered one of the top 10 web application
vulnerabilities of 2007 and 2010 by the Open Web Application
Security Project. In 2013, SQLI was rated the number one attack on the
OWASP top ten. There are five main sub-classes of SQL injection:

•• Classic SQLI
•• Blind or Inference SQL injection
• Database management system-specific SQLI
•• Compounded SQLI

•• SQL injection + insufficient authentication
• SQL injection + DDoS attacks
• SQL injection + DNS hijacking
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• SQL injection + XSS
The Storm Worm is one representation of Compounded SQLI.
This classification represents the state of SQLI, respecting its evolution until 2010—further refinement is underway.

Technical implementations

Incorrectly filtered escape characters
This form of SQL injection occurs when user input is not filtered for escape characters and is then passed into a SQL
statement. This results in the potential manipulation of the statements performed on the database by the end-user of
the application.
The following line of code illustrates this vulnerability:

statement = "

SELECT * FROM users WHERE name =

'" + userName + "';"

This SQL code is designed to pull up the records of the specified username from its table of users. However, if the
"userName" variable is crafted in a specific way by a malicious user, the SQL statement may do more than the code
author intended. For example, setting the "userName" variable as:

' or '1'='1'

or using comments to even block the rest of the query (there are three types of SQL comments):

' or '1'='1' -- '

' or '1'='1' ({ '

' or '1'='1' /* '

renders one of the following SQL statements by the parent language:

SELECT * FROM users WHERE name = '' or '1'='1';

SELECT * FROM users WHERE name = '' or '1'='1' -- ';

If this code were to be used in an authentication procedure then this example could be used to force the selection of a
valid username because the evaluation of '1'='1' is always true.
The following value of "userName" in the statement below would cause the deletion of the "users" table as well as
the selection of all data from the "userinfo" table (in essence revealing the information of every user), using an API
that allows multiple statements:

a';

DROP TABLE users; SELECT * FROM userinfo WHERE 't' = 't

This input renders the final SQL statement as follows and specified:

SELECT * FROM users WHERE name = 'a';DROP TABLE users; SELECT * FROM 

userinfo WHERE 't' = 't';

While most SQL server implementations allow multiple statements to be executed with one call in this way, some 
SQL APIs such as PHP's mysql_query(); function do not allow this for security reasons. This prevents
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attackers from injecting entirely separate queries, but doesn't stop them from modifying queries.

Incorrect type handling
This form of SQL injection occurs when a user-supplied field is not strongly typed or is not checked for type
constraints. This could take place when a numeric field is to be used in a SQL statement, but the programmer makes
no checks to validate that the user supplied input is numeric. For example:

statement := "

SELECT * FROM userinfo WHERE id =

" + a_variable + ";"

It is clear from this statement that the author intended a_variable to be a number correlating to the "id" field.
However, if it is in fact a string then the end-user may manipulate the statement as they choose, thereby bypassing
the need for escape characters. For example, setting a_variable to

1;DROP TABLE users

will drop (delete) the "users" table from the database, since the SQL becomes:

SELECT * FROM userinfo WHERE id=1;DROP TABLE users; 

Blind SQL injection
Blind SQL Injection is used when a web application is vulnerable to an SQL injection but the results of the injection
are not visible to the attacker. The page with the vulnerability may not be one that displays data but will display
differently depending on the results of a logical statement injected into the legitimate SQL statement called for that
page. This type of attack can become time-intensive because a new statement must be crafted for each bit recovered.
There are several tools that can automate these attacks once the location of the vulnerability and the target
information has been established.

Conditional responses

One type of blind SQL injection forces the database to evaluate a logical statement on an ordinary application screen.
As an example, a book review website uses a query string to determine which book review to display. So the URL
http://books.example.com/showReview.php?ID=5 would cause the server to run the query

SELECT * FROM bookreviews WHERE ID = 'Value(ID)';

from which it would populate the review page with data from the review with ID 5, stored in the table bookreviews.
The query happens completely on the server; the user does not know the names of the database, table, or fields, nor
does the user know the query string. The user only sees that the above URL returns a book review. A hacker can load
the URLs http://books.example.com/showReview.php?ID=5 OR 1=1 and
http://books.example.com/showReview.php?ID=5 AND 1=2, which may result in queries

SELECT * FROM bookreviews WHERE ID = '5' OR '1'='1';

SELECT * FROM bookreviews WHERE ID = '5' AND '1'='2';

respectively. If the original review loads with the "1=1" URL and a blank or error page is returned from the "1=2" 
URL, the site is likely vulnerable to a SQL injection attack. The hacker may proceed with this query string designed 
to reveal the version number of MySQL running on the server: 
http://books.example.com/showReview.php?ID=5 AND substring(@@version,1,1)=4, 
which would show the book review on a server running MySQL 4 and a blank or error page otherwise. The hacker
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can continue to use code within query strings to glean more information from the server until another avenue of
attack is discovered or his or her goals are achieved.

Second Order SQL Injection
Second Order SQLi happens when submitted values contain SQL injection attacks that are stored instead of executed
immediately. In some cases, the application may correctly encode a SQL statement and store it as valid SQL. Then,
another part of that application without controls to protect against SQL Injection might execute that stored SQL
statement. This attack requires more knowledge of how submitted values are later used. Automated web application
security scanners would not easily detect this type of SQL Injection and may need to be manually instructed where to
check for evidence of second order SQLi.

Mitigation

Parameterized statements
With most development platforms, parameterized statements that work with parameters can be used (sometimes
called placeholders or bind variables) instead of embedding user input in the statement. A placeholder can only store
a value of the given type and not an arbitrary SQL fragment. Hence the SQL injection would simply be treated as a
strange (and probably invalid) parameter value.
In many cases, the SQL statement is fixed, and each parameter is a scalar, not a table. The user input is then assigned
(bound) to a parameter.

Enforcement at the coding level

Using object-relational mapping libraries avoids the need to write SQL code. The ORM library in effect will
generate parameterized SQL statements from object-oriented code.

Escaping
A straightforward, though error-prone, way to prevent injections is to escape characters that have a special meaning
in SQL. The manual for an SQL DBMS explains which characters have a special meaning, which allows creating a
comprehensive blacklist of characters that need translation. For instance, every occurrence of a single quote (') in a
parameter must be replaced by two single quotes ('') to form a valid SQL string literal. For example, in PHP it is
usual to escape parameters using the function mysql_real_escape_string(); before sending the SQL
query:

$mysqli = new mySqli('hostname', 'db_username', 'db_password', 

'db_name');

$query = sprintf("SELECT * FROM `Users` WHERE UserName='%s' AND 

Password='%s'",

                  $mysqli->real_escape_string($Username),

                  $mysqli->real_escape_string($Password));

$mysqli->query($query);

Note: 'mysql' is deprecated, and should be avoided. `mysqli [1]` is preferred. This function, i.e. 
mysql_real_escape_string(), calls MySQL's library function mysql_real_escape_string, which prepends backslashes 
to the following characters: \x00, \n, \r, \, ', " and \x1a. This function must always (with few exceptions) be used to 
make data safe before sending a query to MySQL. 
There are other functions for many database types in PHP such as pg_escape_string() for PostgreSQL. There is, 
however, one function that works for escaping characters, and is used especially for querying on databases that do
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not have escaping functions in PHP. This function is: addslashes(string $str ). It returns a string with backslashes
before characters that need to be quoted in database queries, etc. These characters are single quote ('), double quote
("), backslash (\) and NUL (the NULL byte). 
Routinely passing escaped strings to SQL is error prone because it is easy to forget to escape a given string. Creating
a transparent layer to secure the input can reduce this error-proneness, if not entirely eliminate it.
In .Net Framework just use parameterized query or stored procedure using parameters
SqlCommand cmd1= new SqlCommand("Select * from users where username ='"+@paramUser+"' and password='"+@paramPass+"'", conn1)

cmd1.CommandType= CommandType.Text cmd1.Parameters.Add("@paramUser",
SqlDbType.Nvarchar,20).Value=Username1 cmd1.Parameters.Add("@paramPass",
SqlDbType.Nvarchar,20).Value=pass1
In this case if for example Username1="' or 1=1--" this will not succeed.

Pattern check
Integer, float or boolean parameters can be checked if their value is valid representation for the given type. Strings
that must follow some strict pattern (date, UUID, alphanumeric only, etc.) can be checked if they match this pattern.

Database permissions
Limiting the permissions on the database logon used by the web application to only what is needed may help reduce
the effectiveness of any SQL injection attacks that exploit any bugs in the web application.
For example, on Microsoft SQL Server, a database logon could be restricted from selecting on some of the system
tables which would limit exploits that try to insert JavaScript into all the text columns in the database.

deny select on sys.sysobjects to webdatabaselogon;

deny select on sys.objects to webdatabaselogon;

deny select on sys.tables to webdatabaselogon;

deny select on sys.views to webdatabaselogon;

deny select on sys.packages to webdatabaselogon;

Examples
• In September 1995, Andrew Plato, a technical writer for Microsoft discovered that he could send SQL queries

through URL string of an early e-commerce site and directly query the database (SQL Server 6.0). Unaware of
what this meant, Plato approached developers who dismissed the issue as irrelevant. [citation needed]

•• In February 2002, Jeremiah Jacks discovered that Guess.com was vulnerable to an SQL injection attack,
permitting anyone able to construct a properly-crafted URL to pull down 200,000+ names, credit card numbers
and expiration dates in the site's customer database.

• On November 1, 2005, a teenage hacker used SQL injection to break into the site of a Taiwanese information
security magazine from the Tech Target group and steal customers' information.

• On January 13, 2006, Russian computer criminals broke into a Rhode Island government web site and allegedly
stole credit card data from individuals who have done business online with state agencies.

• On March 29, 2006, a hacker discovered an SQL injection flaw in an official Indian government's tourism site.
• On June 29, 2007, a computer criminal defaced the Microsoft UK website using SQL injection. UK website The

Register quoted a Microsoft spokesperson acknowledging the problem.
• In January 2008, tens of thousands of PCs were infected by an automated SQL injection attack that exploited a

vulnerability in application code that uses Microsoft SQL Server as the database store.
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• In July 2008, Kaspersky's Malaysian site was hacked by a Turkish hacker going by the handle of "m0sted", who
said to have used an SQL injection.

•• In February 2013, a group of Maldivian hackers, hacked the website " UN-Maldives" using SQL Injection.
• In May 28, 2009 Anti-U.S. Hackers Infiltrate Army Servers Investigators believe the hackers used a technique

called SQL injection to exploit a security vulnerability in Microsoft's SQL Server database to gain entry to the
Web servers. "m0sted" is known to have carried out similar attacks on a number of other Web sites in the
past—including against a site maintained by Internet security company Kaspersky Lab.

• On April 13, 2008, the Sexual and Violent Offender Registry of Oklahoma shut down its website for "routine
maintenance" after being informed that 10,597 Social Security numbers belonging to sex offenders had been
downloaded via an SQL injection attack

• In May 2008, a server farm inside China used automated queries to Google's search engine to identify SQL server
websites which were vulnerable to the attack of an automated SQL injection tool.

• In 2008, at least April through August, a sweep of attacks began exploiting the SQL injection vulnerabilities of
Microsoft's IIS web server and SQL Server database server. The attack does not require guessing the name of a
table or column, and corrupts all text columns in all tables in a single request. A HTML string that references a
malware JavaScript file is appended to each value. When that database value is later displayed to a website
visitor, the script attempts several approaches at gaining control over a visitor's system. The number of exploited
web pages is estimated at 500,000.

• On August 17, 2009, the United States Department of Justice charged an American citizen, Albert Gonzalez, and
two unnamed Russians with the theft of 130 million credit card numbers using an SQL injection attack. In
reportedly "the biggest case of identity theft in American history", the man stole cards from a number of corporate
victims after researching their payment processing systems. Among the companies hit were credit card processor
Heartland Payment Systems, convenience store chain 7‑Eleven, and supermarket chain Hannaford Brothers.

• In December 2009, an attacker breached a RockYou plaintext database containing the unencrypted usernames and
passwords of about 32 million users using an SQL injection attack.

• On July 2010, a South American security researcher who goes by the handle "Ch Russo" obtained sensitive user
information from popular BitTorrent site The Pirate Bay. He gained access to the site's administrative control
panel and exploited a SQL injection vulnerability that enabled him to collect user account information, including
IP addresses, MD5 password hashes and records of which torrents individual users have uploaded.

• From July 24 to 26, 2010, attackers from Japan and China used an SQL injection to gain access to customers'
credit card data from Neo Beat, an Osaka-based company that runs a large online supermarket site. The attack
also affected seven business partners including supermarket chains Izumiya Co, Maruetsu Inc, and Ryukyu Jusco
Co. The theft of data affected a reported 12,191 customers. As of August 14, 2010 it was reported that there have
been more than 300 cases of credit card information being used by third parties to purchase goods and services in
China.

• On September 19 during the 2010 Swedish general election a voter attempted a code injection by hand writing
SQL commands as part of a write‑in vote.

• On November 8, 2010 the British Royal Navy website was compromised by a Romanian hacker named TinKode
using SQL injection.[2]

• On February 5, 2011 HBGary, a technology security firm, was broken into by LulzSec using a SQL injection in
their CMS-driven website

• On March 27, 2011, mysql.com [3], the official homepage for MySQL, was compromised by a hacker using SQL
blind injection

• On April 11, 2011, Barracuda Networks was compromised using an SQL injection flaw. Email addresses and
usernames of employees were among the information obtained.

• Over a period of 4 hours on April 27, 2011, an automated SQL injection attack occurred on Broadband Reports 
website that was able to extract 8% of the username/password pairs: 8,000 random accounts of the 9,000 active
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and 90,000 old or inactive accounts.
• On June 1, 2011, "hacktivists" of the group LulzSec were accused of using SQLI to steal coupons, download

keys, and passwords that were stored in plaintext on Sony's website, accessing the personal information of a
million users.

• In June 2011, PBS was hacked, mostly likely through use of SQL injection; the full process used by hackers to
execute SQL injections was described in this Imperva [4] blog.

• In May 2012, the website for Wurm Online, a massively multiplayer online game, was shut down from an SQL
injection while the site was being updated.

• In July 2012 a hacker group was reported to have stolen 450,000 login credentials from Yahoo!. The logins were
stored in plain text and were allegedly taken from a Yahoo subdomain, Yahoo! Voices. The group breached
Yahoo's security by using a "union-based SQL injection technique".[5][6]

• On October 1, 2012, a hacker group called "Team GhostShell" published the personal records of students, faculty,
employees, and alumni from 53 universities including Harvard, Princeton, Stanford, Cornell, Johns Hopkins, and
the University of Zurich on pastebin.com. The hackers claimed that they were trying to “raise awareness towards
the changes made in today’s education”, bemoaning changing education laws in Europe and increases in tuition in
the United States.

• On June 27, 2013, hacker group "RedHack" breached Istanbul Administration Site. They claimed that, they’ve
been able to erase people's debts to water, gas, Internet, electricity, and telephone companies. Additionally, they
published admin user name and password for other citizens to log in and clear their debts early morning. They
announced the news from twitter.

• On November 4th, 2013, hacktivist group "RaptorSwag" allegedly compromised 71 Chinese government
databases using an SQL injection attack on the Chinese Chamber of International Commerce. The leaked data
was posted publicly in cooperation with Anonymous.[7]

In popular culture
• Unauthorized login to web sites (i.e. hacking) by means of SQL injection forms the basis of one of the subplots in

J.K. Rowling's novel "The Casual Vacancy", published in 2012.
• The minor xkcd character "Robert'); DROP TABLE students;--" (also known as "Little Bobby Tables") was

named to carry out a SQL injection.
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External links
• Complete Reference Guide to SQL Injection, Attack and Prevention Method of SQL Injection (http:/ / www.

worldofhacker. com/ 2013/ 09/ complete-reference-guide-to-sqli-how-to. html) by WorldofHacker.
• SQL Injection Knowledge Base (http:/ / www. websec. ca/ kb/ sql_injection), by Websec.
• SQL Injection Wiki (http:/ / www. sqlinjectionwiki. com)
• Blind Sql injection with Regular Expression (http:/ / www. ihteam. net/ papers/ blind-sqli-regexp-attack. pdf)
• WASC Threat Classification - SQL Injection Entry (http:/ / projects. webappsec. org/ SQL-Injection), by the Web

Application Security Consortium.
• Why SQL Injection Won't Go Away (http:/ / docs. google. com/

leaf?id=0BykNNUTb95yzYTRjMjNjMWEtODBmNS00YzgwLTlmMGYtNWZmODI2MTNmZWYw&
sort=name& layout=list& num=50), by Stuart Thomas.

• SQL Injection Attacks by Example (http:/ / unixwiz. net/ techtips/ sql-injection. html), by Steve Friedl
• SQL Injection Prevention Cheat Sheet (http:/ / www. owasp. org/ index. php/

SQL_Injection_Prevention_Cheat_Sheet), by OWASP.
• SQL Injection Tutorial (http:/ / www. breakthesecurity. com/ 2010/ 12/ hacking-website-using-sql-injection.

html), by BTS.
• sqlmap: automatic SQL injection and database takeover tool (http:/ / sqlmap. org/ )
• SDL Quick security references on SQL injection (http:/ / go. microsoft. com/ ?linkid=9707610) by Bala

Neerumalla.
• Backdoor Web-server using MySQL SQL Injection (http:/ / www. greensql. com/ articles/

backdoor-webserver-using-mysql-sql-injection) By Yuli Stremovsky
• Defacing website with SQL injection (http:/ / www. sploitswiki. com/ 2011/ 02/ deface-website-sql-injection.

html) by sploitswiki
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Data Warehouseing

Business intelligence
Business intelligence (BI) is a set of theories, methodologies, architectures, and technologies that transform raw
data into meaningful and useful information for business purposes. BI can handle enormous amounts of unstructured
data to help identify, develop and otherwise create new opportunities. BI, in simple words, makes interpreting
voluminous data friendly. Making use of new opportunities and implementing an effective strategy can provide a
competitive market advantage and long-term stability.[1]

Generally, Business Intelligence is made up of an increasing number of components, these are:
•• Multidimensional aggregation and allocation
• Denormalization, tagging and standardization
•• Realtime reporting with analytical alert
• Interface with unstructured data source
•• Group consolidation, budgeting and rolling forecast
• Statistical inference and probabilistic simulation
•• Key performance indicators optimization
•• Version control and process management
•• Open item management
BI technologies provide historical, current and predictive views of business operations. Common functions of
business intelligence technologies are reporting, online analytical processing, analytics, data mining, process mining,
complex event processing, business performance management, benchmarking, text mining, predictive analytics and
prescriptive analytics.
Though the term business intelligence is sometimes a synonym for competitive intelligence (because they both
support decision making), BI uses technologies, processes, and applications to analyze mostly internal, structured
data and business processes while competitive intelligence gathers, analyzes and disseminates information with a
topical focus on company competitors. If understood broadly, business intelligence can include the subset of
competitive intelligence.

History
The term Business Intelligence was originally first phrased by Richard Millar Devens’ in the ‘Cyclopædia of
Commercial and Business Anecdotes’ from 1865. Devens used the term to describe how the banker Sir Henry
Furnese, gained profit by receiving and acting upon information about his environment, prior to his competitors.
“Throughout Holland, Flanders, France, and Germany, he maintained a complete and perfect train of business
intelligence. The news of the many battles fought was thus received first by him, and the fall of Namur added to his
profits, owing to his early receipt of the news.” (Devens, (1865), p. 210). The ability to collect and react accordingly
based on the information retrieved, an ability that Furnese excelled in, is today still at the very heart of BI.
In a 1958 article, IBM researcher Hans Peter Luhn used the term business intelligence. He employed the Webster's
dictionary definition of intelligence: "the ability to apprehend the interrelationships of presented facts in such a way
as to guide action towards a desired goal."
Business intelligence as it is understood today is said to have evolved from the decision support systems (DSS) that 
began in the 1960s and developed throughout the mid-1980s. DSS originated in the computer-aided models created
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to assist with decision making and planning. From DSS, data warehouses, Executive Information Systems, OLAP
and business intelligence came into focus beginning in the late 80s.
In 1988, an Italian-Dutch-French-English consortium organized an international meeting on the Multiway Data
Analysis in Rome.[2] The ultimate goal is to reduce the multiple dimensions down to one or two (by detecting the
patterns within the data) that can then be presented to human decision-makers.
In 1989, Howard Dresner (later a Gartner Group analyst) proposed "business intelligence" as an umbrella term to
describe "concepts and methods to improve business decision making by using fact-based support systems." It was
not until the late 1990s that this usage was widespread.

Business intelligence and data warehousing
Often BI applications use data gathered from a data warehouse or a data mart. A data warehouse is a copy of
analytical data that facilitates decision support. However, not all data warehouses are used for business intelligence,
nor do all business intelligence applications require a data warehouse.
To distinguish between the concepts of business intelligence and data warehouses, Forrester Research often defines
business intelligence in one of two ways:
Using a broad definition: "Business Intelligence is a set of methodologies, processes, architectures, and technologies
that transform raw data into meaningful and useful information used to enable more effective strategic, tactical, and
operational insights and decision-making." When using this definition, business intelligence also includes
technologies such as data integration, data quality, data warehousing, master data management, text and content
analytics, and many others that the market sometimes lumps into the Information Management segment. Therefore,
Forrester refers to data preparation and data usage as two separate, but closely linked segments of the business
intelligence architectural stack.
Forrester defines the latter, narrower business intelligence market as, "...referring to just the top layers of the BI
architectural stack such as reporting, analytics and dashboards."

Business intelligence and business analytics
Thomas Davenport argues that business intelligence should be divided into querying, reporting, OLAP, an "alerts"
tool, and business analytics. In this definition, business analytics is the subset of BI based on statistics, prediction,
and optimization.

Applications in an enterprise
Business intelligence can be applied to the following business purposes, in order to drive business value.[citation

needed]

1. Measurement – program that creates a hierarchy of performance metrics (see also Metrics Reference Model) and
benchmarking that informs business leaders about progress towards business goals (business process
management).

2. Analytics – program that builds quantitative processes for a business to arrive at optimal decisions and to perform
business knowledge discovery. Frequently involves: data mining, process mining, statistical analysis, predictive
analytics, predictive modeling, business process modeling, complex event processing and prescriptive analytics.

3. Reporting/enterprise reporting – program that builds infrastructure for strategic reporting to serve the strategic
management of a business, not operational reporting. Frequently involves data visualization, executive
information system and OLAP.

4. Collaboration/collaboration platform – program that gets different areas (both inside and outside the business) to
work together through data sharing and electronic data interchange.
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5. Knowledge management – program to make the company data driven through strategies and practices to identify,
create, represent, distribute, and enable adoption of insights and experiences that are true business knowledge.
Knowledge management leads to learning management and regulatory compliance.

In addition to above, business intelligence also can provide a pro-active approach, such as ALARM function to alert
immediately to end-user. There are many types of alerts, for example if some business value exceeds the threshold
value the color of that amount in the report will turn RED and the business analyst is alerted. Sometimes an alert
mail will be sent to the user as well. This end to end process requires data governance, which should be handled by
the expert.[citation needed]

Prioritization of business intelligence projects
It is often difficult to provide a positive business case for business intelligence initiatives and often the projects must
be prioritized through strategic initiatives. Here are some hints and advantages to increase the benefits for a BI
project.
• As described by Kimball[3] you must determine the tangible benefits such as eliminated cost of producing legacy

reports.
•• Enforce access to data for the entire organization. In this way even a small benefit, such as a few minutes saved,

makes a difference when multiplied by the number of employees in the entire organization.
• As described by Ross, Weil & Roberson for Enterprise Architecture,[4] consider letting the BI project be driven

by other business initiatives with excellent business cases. To support this approach, the organization must have
enterprise architects who can identify suitable business projects.

•• Use a structured and quantitative methodology to create defensible prioritization in line with the actual needs of
the organization, such as a weighted decision matrix.

Success factors of implementation
Before implementing a BI solution, it is worth taking different factors into consideration before proceeding.
According to Kimball et al., these are the three critical areas that you need to assess within your organization before
getting ready to do a BI project:[5]

1.1. The level of commitment and sponsorship of the project from senior management
2.2. The level of business need for creating a BI implementation
3.3. The amount and quality of business data available.

Business sponsorship
The commitment and sponsorship of senior management is according to Kimball et al., the most important criteria
for assessment.[6] This is because having strong management backing helps overcome shortcomings elsewhere in the
project. However, as Kimball et al. state: “even the most elegantly designed DW/BI system cannot overcome a lack
of business [management] sponsorship”.[7]

It is important that personnel who participate in the project have a vision and an idea of the benefits and drawbacks
of implementing a BI system. The best business sponsor should have organizational clout and should be well
connected within the organization. It is ideal that the business sponsor is demanding but also able to be realistic and
supportive if the implementation runs into delays or drawbacks. The management sponsor also needs to be able to
assume accountability and to take responsibility for failures and setbacks on the project. Support from multiple
members of the management ensures the project does not fail if one person leaves the steering group. However,
having many managers work together on the project can also mean that there are several different interests that
attempt to pull the project in different directions, such as if different departments want to put more emphasis on their
usage. This issue can be countered by an early and specific analysis of the business areas that benefit the most from
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the implementation. All stakeholders in project should participate in this analysis in order for them to feel ownership
of the project and to find common ground.
Another management problem that should be encountered before start of implementation is if the business sponsor is
overly aggressive. If the management individual gets carried away by the possibilities of using BI and starts wanting
the DW or BI implementation to include several different sets of data that were not included in the original planning
phase. However, since extra implementations of extra data may add many months to the original plan, it's wise to
make sure the person from management is aware of his actions.

Business needs
Because of the close relationship with senior management, another critical thing that must be assessed before the
project begins is whether or not there is a business need and whether there is a clear business benefit by doing the
implementation.[8] The needs and benefits of the implementation are sometimes driven by competition and the need
to gain an advantage in the market. Another reason for a business-driven approach to implementation of BI is the
acquisition of other organizations that enlarge the original organization it can sometimes be beneficial to implement
DW or BI in order to create more oversight.
Companies that implement BI are often large, multinational organizations with diverse subsidiaries. A well-designed
BI solution provides a consolidated view of key business data not available anywhere else in the organization, giving
management visibility and control over measures that otherwise would not exist.

Amount and quality of available data
Without good data, it does not matter how good the management sponsorship or business-driven motivation is.
Without proper data, or with too little quality data, any BI implementation fails. Before implementation it is a good
idea to do data profiling. This analysis identifies the “content, consistency and structure [..]” of the data. This should
be done as early as possible in the process and if the analysis shows that data is lacking, put the project on the shelf
temporarily while the IT department figures out how to properly collect data.
When planning for business data and business intelligence requirements, it is always advisable to consider specific
scenarios that apply to a particular organization, and then select the business intelligence features best suited for the
scenario.
Often, scenarios revolve around distinct business processes, each built on one or more data sources. These sources
are used by features that present that data as information to knowledge workers, who subsequently act on that
information. The business needs of the organization for each business process adopted correspond to the essential
steps of business intelligence. These essential steps of business intelligence include but are not limited to:
1.1. Go through business data sources in order to collect needed data
2.2. Convert business data to information and present appropriately
3.3. Query and analyze data
4.4. Act on those data collected
The quality aspect in business intelligence should cover all the process from the source data to the final reporting.
At each step, the quality gates are different:
1.1. Source Data:

•• Data Standardization: make data comparable (same unit, same pattern..)
• Master Data Management: unique referential

2. Operational Data Store (ODS):
• Data Cleansing: detect & correct inaccurate data
•• Data Profiling: check inappropriate value, null/empty

3. Datawarehouse:
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•• Completeness: check that all expected data are loaded
• Referential integrity: unique and existing referential over all sources
•• Consistency between sources: check consolidated data vs sources

4.4. Reporting:
•• Uniqueness of indicators: only one share dictionary of indicators
•• Formula accuracy: local reporting formula should be avoided or checked

User aspect
Some considerations must be made in order to successfully integrate the usage of business intelligence systems in a
company. Ultimately the BI system must be accepted and utilized by the users in order for it to add value to the
organization.[9][10] If the usability of the system is poor, the users may become frustrated and spend a considerable
amount of time figuring out how to use the system or may not be able to really use the system. If the system does not
add value to the users´ mission, they simply don't use it.
To increase user acceptance of a BI system, it can be advisable to consult business users at an early stage of the
DW/BI lifecycle, for example at the requirements gathering phase. This can provide an insight into the business
process and what the users need from the BI system. There are several methods for gathering this information, such
as questionnaires and interview sessions.
When gathering the requirements from the business users, the local IT department should also be consulted in order
to determine to which degree it is possible to fulfill the business's needs based on the available data.
Taking on a user-centered approach throughout the design and development stage may further increase the chance of
rapid user adoption of the BI system.
Besides focusing on the user experience offered by the BI applications, it may also possibly motivate the users to
utilize the system by adding an element of competition. Kimball suggests implementing a function on the Business
Intelligence portal website where reports on system usage can be found. By doing so, managers can see how well
their departments are doing and compare themselves to others and this may spur them to encourage their staff to
utilize the BI system even more.
In a 2007 article, H. J. Watson gives an example of how the competitive element can act as an incentive. Watson
describes how a large call centre implemented performance dashboards for all call agents, with monthly incentive
bonuses tied to performance metrics. Also, agents could compare their performance to other team members. The
implementation of this type of performance measurement and competition significantly improved agent
performance.
BI chances of success can be improved by involving senior management to help make BI a part of the organizational
culture, and by providing the users with necessary tools, training, and support. Training encourages more people to
use the BI application.
Providing user support is necessary to maintain the BI system and resolve user problems. User support can be
incorporated in many ways, for example by creating a website. The website should contain great content and tools
for finding the necessary information. Furthermore, helpdesk support can be used. The help desk can be manned by
power users or the DW/BI project team.
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BI Portals
A Business Intelligence portal (BI portal) is the primary access interface for Data Warehouse (DW) and Business
Intelligence (BI) applications. The BI portal is the users first impression of the DW/BI system. It is typically a
browser application, from which the user has access to all the individual services of the DW/BI system, reports and
other analytical functionality. The BI portal must be implemented in such a way that it is easy for the users of the
DW/BI application to call on the functionality of the application.[11]

The BI portal's main functionality is to provide a navigation system of the DW/BI application. This means that the
portal has to be implemented in a way that the user has access to all the functions of the DW/BI application.
The most common way to design the portal is to custom fit it to the business processes of the organization for which
the DW/BI application is designed, in that way the portal can best fit the needs and requirements of its users.[12]

The BI portal needs to be easy to use and understand, and if possible have a look and feel similar to other
applications or web content of the organization the DW/BI application is designed for (consistency).
The following is a list of desirable features for web portals in general and BI portals in particular:
Usable

User should easily find what they need in the BI tool.
Content Rich

The portal is not just a report printing tool, it should contain more functionality such as advice, help, support
information and documentation.

Clean
The portal should be designed so it is easily understandable and not over complex as to confuse the users

Current
The portal should be updated regularly.

Interactive
The portal should be implemented in a way that makes it easy for the user to use its functionality and
encourage them to use the portal. Scalability and customization give the user the means to fit the portal to each
user.

Value Oriented
It is important that the user has the feeling that the DW/BI application is a valuable resource that is worth
working on.

Marketplace
There are a number of business intelligence vendors, often categorized into the remaining independent "pure-play"
vendors and consolidated "megavendors" that have entered the market through a recent trend of acquisitions in the
BI industry.
Some companies adopting BI software decide to pick and choose from different product offerings (best-of-breed)
rather than purchase one comprehensive integrated solution (full-service).
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Industry-specific
Specific considerations for business intelligence systems have to be taken in some sectors such as governmental
banking regulations. The information collected by banking institutions and analyzed with BI software must be
protected from some groups or individuals, while being fully available to other groups or individuals. Therefore BI
solutions must be sensitive to those needs and be flexible enough to adapt to new regulations and changes to existing
law.

Semi-structured or unstructured data
Businesses create a huge amount of valuable information in the form of e-mails, memos, notes from call-centers,
news, user groups, chats, reports, web-pages, presentations, image-files, video-files, and marketing material and
news. According to Merrill Lynch, more than 85% of all business information exists in these forms. These
information types are called either semi-structured or unstructured data. However, organizations often only use these
documents once.
The management of semi-structured data is recognized as a major unsolved problem in the information technology
industry. According to projections from Gartner (2003), white collar workers spend anywhere from 30 to 40 percent
of their time searching, finding and assessing unstructured data. BI uses both structured and unstructured data, but
the former is easy to search, and the latter contains a large quantity of the information needed for analysis and
decision making. Because of the difficulty of properly searching, finding and assessing unstructured or
semi-structured data, organizations may not draw upon these vast reservoirs of information, which could influence a
particular decision, task or project. This can ultimately lead to poorly informed decision making.
Therefore, when designing a business intelligence/DW-solution, the specific problems associated with
semi-structured and unstructured data must be accommodated for as well as those for the structured data.

Unstructured data vs. semi-structured data
Unstructured and semi-structured data have different meanings depending on their context. In the context of
relational database systems, unstructured data cannot be stored in predictably ordered columns and rows. One type of
unstructured data is typically stored in a BLOB (binary large object), a catch-all data type available in most relational
database management systems. Unstructured data may also refer to irregularly or randomly repeated column patterns
that vary from row to row within each file or document.
Many of these data types, however, like e-mails, word processing text files, PPTs, image-files, and video-files
conform to a standard that offers the possibility of metadata. Metadata can include information such as author and
time of creation, and this can be stored in a relational database. Therefore it may be more accurate to talk about this
as semi-structured documents or data, but no specific consensus seems to have been reached.
Unstructured data can also simply be the knowledge that business users have about future business trends. Business
forecasting naturally aligns with the BI system because business users think of their business in aggregate terms.
Capturing the business knowledge that may only exist in the minds of business users provides some of the most
important data points for a complete BI solution.
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Problems with semi-structured or unstructured data
There are several challenges to developing BI with semi-structured data. According to Inmon & Nesavich,[13] some
of those are:
1. Physically accessing unstructured textual data – unstructured data is stored in a huge variety of formats.
2. Terminology – Among researchers and analysts, there is a need to develop a standardized terminology.
3. Volume of data – As stated earlier, up to 85% of all data exists as semi-structured data. Couple that with the need

for word-to-word and semantic analysis.
4. Searchability of unstructured textual data – A simple search on some data, e.g. apple, results in links where there

is a reference to that precise search term. (Inmon & Nesavich, 2008) gives an example: “a search is made on the
term felony. In a simple search, the term felony is used, and everywhere there is a reference to felony, a hit to an
unstructured document is made. But a simple search is crude. It does not find references to crime, arson, murder,
embezzlement, vehicular homicide, and such, even though these crimes are types of felonies.”

The use of metadata
To solve problems with searchability and assessment of data, it is necessary to know something about the content.
This can be done by adding context through the use of metadata. Many systems already capture some metadata (e.g.
filename, author, size, etc.), but more useful would be metadata about the actual content – e.g. summaries, topics,
people or companies mentioned. Two technologies designed for generating metadata about content are automatic
categorization and information extraction.

Future
A 2009 Gartner paper predicted[14] these developments in the business intelligence market:
•• Because of lack of information, processes, and tools, through 2012, more than 35 percent of the top 5,000 global

companies regularly fail to make insightful decisions about significant changes in their business and markets.
•• By 2012, business units will control at least 40 percent of the total budget for business intelligence.
• By 2012, one-third of analytic applications applied to business processes will be delivered through coarse-grained

application mashups.
A 2009 Information Management special report predicted the top BI trends: "green computing, social networking,
data visualization, mobile BI, predictive analytics, composite applications, cloud computing and multitouch."
Other business intelligence trends include the following:
• Third party SOA-BI products increasingly address ETL issues of volume and throughput.
•• Companies embrace in-memory processing, 64-bit processing, and pre-packaged analytic BI applications.
•• Operational applications have callable BI components, with improvements in response time, scaling, and

concurrency.
•• Near or real time BI analytics is a baseline expectation.
•• Open source BI software replaces vendor offerings.
Other lines of research include the combined study of business intelligence and uncertain data.[15] In this context, the
data used is not assumed to be precise, accurate and complete. Instead, data is considered uncertain and therefore this
uncertainty is propagated to the results produced by BI.
According to a study by the Aberdeen Group, there has been increasing interest in Software-as-a-Service (SaaS)
business intelligence over the past years, with twice as many organizations using this deployment approach as one
year ago – 15% in 2009 compared to 7% in 2008.[citation needed]

An article by InfoWorld’s Chris Kanaracus points out similar growth data from research firm IDC, which predicts
the SaaS BI market will grow 22 percent each year through 2013 thanks to increased product sophistication, strained
IT budgets, and other factors.[16]
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Reactive business intelligence
Reactive business intelligence (RBI) advocates an holistic approach that integrates data mining, modeling and
interactive visualization, into an end-to-end discovery and continuous innovation process powered by human and
automated learning.[1]

In the area of decision-making this approach has been used to adapt the decision method to the knowledge which is
progressively acquired from the decision maker.

Relationships with reactive search optimization (RSO)

RSO is multi-disciplinary

RSO is a multi-disciplinary research area between operations research
(optimization), computer science, machine learning and neural networks that studies
online learning schemes applied to problem-solving and optimization, according to a
learning while optimizing principle . The word reactive hints at a ready response to
events during the search through an internal feedback loop for online self-tuning and
dynamic adaptation. Online adaptation and model revision is used in reactive
business intelligence to adapt the data mining and interactive visualization
techniques to the knowledge derived from a user in real time.
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Business analytics
Business analytics (BA) refers to the skills, technologies, applications and practices for continuous iterative
exploration and investigation of past business performance to gain insight and drive business planning. Business
analytics focuses on developing new insights and understanding of business performance based on data and
statistical methods. In contrast, business intelligence traditionally focuses on using a consistent set of metrics to both
measure past performance and guide business planning, which is also based on data and statistical methods.
Business analytics makes extensive use of data, statistical and quantitative analysis, explanatory and predictive
modeling, and fact-based management to drive decision making. It is therefore closely related to management
science. Analytics may be used as input for human decisions or may drive fully automated decisions. Business
intelligence is querying, reporting, OLAP, and "alerts."
In other words, querying, reporting, OLAP, and alert tools can answer questions such as what happened, how many,
how often, where the problem is, and what actions are needed. Business analytics can answer questions like why is
this happening, what if these trends continue, what will happen next (that is, predict), what is the best that can
happen (that is, optimize).
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Examples of application
Banks, such as Capital One, use data analysis (or analytics, as it is also called in the business setting), to differentiate
among customers based on credit risk, usage and other characteristics and then to match customer characteristics
with appropriate product offerings. Harrah’s, the gaming firm, uses analytics in its customer loyalty programs. E & J
Gallo Winery quantitatively analyzes and predicts the appeal of its wines. Between 2002 and 2005, Deere &
Company saved more than $1 billion by employing a new analytical tool to better optimize inventory.

Types of analytics
• Descriptive Analytics: Gain insight from historical data with reporting, scorecards, clustering etc.
• Predictive analytics (predictive modeling using statistical and machine learning techniques)
• Prescriptive analytics recommend decisions using optimization, simulation etc.
•• Decisive analytics: supports human decisions with visual analytics the user models to reflect reasoning.

Basic domains within analytics
• Retail sales analytics
• Financial services analytics
• Risk & Credit analytics
•• Talent analytics
• Marketing analytics
•• Behavioral analytics
•• Cohort Analysis
•• Collections analytics
• Fraud analytics
• Pricing analytics
•• Telecommunications
• Supply Chain analytics
• Transportation analytics
•• Contextual data modeling - supports the human reasoning that occurs after viewing "executive dashboards" or any

other visual analytics

History
Analytics have been used in business since the time management exercises that were initiated by Frederick Winslow
Taylor in the late 19th century. Henry Ford measured pacing of assembly line. But analytics began to command
more attention in the late 1960s when computers were used in decision support systems. Since then, analytics have
evolved with the development of enterprise resource planning (ERP) systems, data warehouses, and a wide variety of
other hardware and software tools and applications.
With the recent explosion of big data and intuitive BI tools, data is more accessible to business professionals and
managers than ever before. Thus there is a big opportunity to make better decisions using that data to drive
incremental revenue, decrease cost and loss by building better products, improving customer experience, catching
fraud before it happens, improving customer engagement through targeting and customization- all with the power of
data. More and more companies are now equipping their employees with the know-how of Business Analytics to
drive efficiency in day-to-day decision making.
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Challenges
Business analytics depends on sufficient volumes of high quality data. The difficulty in ensuring data quality is
integrating and reconciling data across different systems, and then deciding what subsets of data to make available.
Previously, analytics was considered a type of after-the-fact method of forecasting consumer behavior by examining
the number of units sold in the last quarter or the last year. This type of data warehousing required a lot more storage
space than it did speed. Now business analytics is becoming a tool that can influence the outcome of customer
interactions. When a specific customer type is considering a purchase, an analytics-enabled enterprise can modify the
sales pitch to appeal to that consumer. This means the storage space for all that data must react extremely fast to
provide the necessary data in real-time.

Competing on analytics
Davenport argues that businesses can optimize a distinct business capability via analytics and thus better compete.
He identifies these characteristics of an organization that are apt to compete on analytics:
•• One or more senior executives who strongly advocate fact-based decision making and, specifically, analytics
• Widespread use of not only descriptive statistics, but also predictive modeling and complex optimization

techniques
•• Substantial use of analytics across multiple business functions or processes
•• Movement toward an enterprise level approach to managing analytical tools, data, and organizational skills and

capabilities
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Sales intelligence
Sales intelligence (SI) refers to technologies, applications and practices for the collection, integration, analysis, and
presentation of information to help salespeople keep up to date with clients, prospect data and drive business. In
addition to providing metrics for win-loss and sales confidence,[1] SI can present contextually relevant customer and
product information.
The 2008 survey of 300 companies by the Aberdeen Group [2] show that the recent economic downturn has
lengthened traditional sales cycles. As businesses have been forced to reduce spending, sales representatives have
been challenged to meet quotas. Top performing companies have implemented sales intelligence programs to
improve the quality and quantity of sales leads. SI contextualizes opportunities by providing relevant industry,
corporate and personal information. Frequently SI's fact-based information is integrated or includes Customer
Relationship Management (CRM).
Although some aspects of sales intelligence overlaps business intelligence (BI), SI is specifically designed for the
use of salespeople and sales managers. Unlike customer relationship management (CRM) and traditional business
intelligence (BI) applications, SI provides real-time analysis of current sales data and assists with suggesting and
delivering actionable, relevant information.
Sales intelligence solutions are predominantly designed for companies in the manufacturing, distribution and
wholesale sectors. These are highly competitive markets, where volumes are high, margins are low. (SI) solutions
provide unique insight into customer buying patterns. By automatically analysing and evaluating these patterns,
Sales Intelligence pro-actively identifies and delivers up-sell, cross-sell and switch-sell opportunities.
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Performance intelligence
Performance Intelligence refers to technologies that utilize standard Business Intelligence techniques on
performance-related IT metrics. Traditionally, the performance metrics are loaded into a set of tables that resemble
the table structure of a data warehouse. Analysis is performed with standard Business Intelligence techniques such as
slicing, dicing, drilling down and the trend analysis.
This type of analysis is useful, because it allows the user to quickly look at the data from several perspectives to see
trends or anomalies that they might miss while looking at data in a more granular form.

Data warehouse

Data Warehouse Overview

In computing, a data warehouse (DW, DWH), or an enterprise
data warehouse (EDW), is a database used for reporting (1) and
data analysis (2). Integrating data from one or more disparate
sources creates a central repository of data, a data warehouse
(DW). Data warehouses store current and historical data and are
used for creating trending reports for senior management reporting
such as annual and quarterly comparisons.

The data stored in the warehouse is uploaded from the operational
systems (such as marketing, sales, etc., shown in the figure to the
right). The data may pass through an operational data store for
additional operations before it is used in the DW for reporting.

The typical extract transform load (ETL)-based data warehouse uses staging, data integration, and access layers to
house its key functions. The staging layer or staging database stores raw data extracted from each of the disparate
source data systems. The integration layer integrates the disparate data sets by transforming the data from the staging
layer often storing this transformed data in an operational data store (ODS) database. The integrated data are then
moved to yet another database, often called the data warehouse database, where the data is arranged into hierarchical
groups often called dimensions and into facts and aggregate facts. The combination of facts and dimensions is
sometimes called a star schema. The access layer helps users retrieve data.

A data warehouse constructed from an integrated data source systems does not require ETL, staging databases, or
operational data store databases. The integrated data source systems may be considered to be a part of a distributed
operational data store layer. Data federation methods or data virtualization methods may be used to access the
distributed integrated source data systems to consolidate and aggregate data directly into the data warehouse
database tables. Unlike the ETL-based data warehouse, the integrated source data systems and the data warehouse
are all integrated since there is no transformation of dimensional or reference data. This integrated data warehouse
architecture supports the drill down from the aggregate data of the data warehouse to the transactional data of the
integrated source data systems.
A data mart is a small data warehouse focused on a specific area of interest. Data warehouses can be subdivided into
data marts for improved performance and ease of use within that area. Alternatively, an organization can create one
or more data marts as first steps towards a larger and more complex enterprise data warehouse.
This definition of the data warehouse focuses on data storage. The main source of the data is cleaned, transformed, 
cataloged and made available for use by managers and other business professionals for data mining, online analytical 
processing, market research and decision support (Marakas & O'Brien 2009). However, the means to retrieve and 
analyze data, to extract, transform and load data, and to manage the data dictionary are also considered essential
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components of a data warehousing system. Many references to data warehousing use this broader context. Thus, an
expanded definition for data warehousing includes business intelligence tools, tools to extract, transform and load
data into the repository, and tools to manage and retrieve metadata.

Benefits of a data warehouse
A data warehouse maintains a copy of information from the source transaction systems. This architectural
complexity provides the opportunity to :
•• Congregate data from multiple sources into a single database so a single query engine can be used to present data.
•• Mitigate the problem of database isolation level lock contention in transaction processing systems caused by

attempts to run large, long running, analysis queries in transaction processing databases.
•• Maintain data history, even if the source transaction systems do not.
•• Integrate data from multiple source systems, enabling a central view across the enterprise. This benefit is always

valuable, but particularly so when the organization has grown by merger.
• Improve data quality, by providing consistent codes and descriptions, flagging or even fixing bad data.
•• Present the organization's information consistently.
•• Provide a single common data model for all data of interest regardless of the data's source.
•• Restructure the data so that it makes sense to the business users.
• Restructure the data so that it delivers excellent query performance, even for complex analytic queries, without

impacting the operational systems.
• Add value to operational business applications, notably customer relationship management (CRM) systems.
• Making decision–support queries easier to write.

Generic data warehouse environment
The environment for data warehouses and marts includes the following:
•• Source systems that provide data to the warehouse or mart;
•• Data integration technology and processes that are needed to prepare the data for use;
•• Different architectures for storing data in an organization's data warehouse or data marts;
•• Different tools and applications for the variety of users;
•• Metadata, data quality, and governance processes must be in place to ensure that the warehouse or mart meets its

purposes.
In regards to source systems listed above, Rainer states, “A common source for the data in data warehouses is the
company’s operational databases, which can be relational databases”.
Regarding data integration, Rainer states, “It is necessary to extract data from source systems, transform them, and
load them into a data mart or warehouse”.
Rainer discusses storing data in an organization’s data warehouse or data marts. “There are a variety of possible
architectures to store decision-support data”.
Metadata are data about data. “IT personnel need information about data sources; database, table, and column names;
refresh schedules; and data usage measures“.
Today, the most successful companies are those that can respond quickly and flexibly to market changes and
opportunities. A key to this response is the effective and efficient use of data and information by analysts and
managers. A “data warehouse” is a repository of historical data that are organized by subject to support decision
makers in the organization. Once data are stored in a data mart or warehouse, they can be accessed.
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History
The concept of data warehousing dates back to the late 1980s when IBM researchers Barry Devlin and Paul Murphy
developed the "business data warehouse". In essence, the data warehousing concept was intended to provide an
architectural model for the flow of data from operational systems to decision support environments. The concept
attempted to address the various problems associated with this flow, mainly the high costs associated with it. In the
absence of a data warehousing architecture, an enormous amount of redundancy was required to support multiple
decision support environments. In larger corporations it was typical for multiple decision support environments to
operate independently. Though each environment served different users, they often required much of the same stored
data. The process of gathering, cleaning and integrating data from various sources, usually from long-term existing
operational systems (usually referred to as legacy systems), was typically in part replicated for each environment.
Moreover, the operational systems were frequently reexamined as new decision support requirements emerged.
Often new requirements necessitated gathering, cleaning and integrating new data from "data marts" that were
tailored for ready access by users.
Key developments in early years of data warehousing were:
• 1960s — General Mills and Dartmouth College, in a joint research project, develop the terms dimensions and

facts.[1]

• 1970s — ACNielsen and IRI provide dimensional data marts for retail sales.
• 1970s — Bill Inmon begins to define and discuss the term: Data Warehouse
• 1975 — Sperry Univac Introduce MAPPER (MAintain, Prepare, and Produce Executive Reports) is a database

management and reporting system that includes the world's first 4GL. It was the first platform designed for
building Information Centers (a forerunner of contemporary Enterprise Data Warehousing platforms)

• 1983 — Teradata introduces a database management system specifically designed for decision support.
• 1983 — Sperry Corporation Martyn Richard Jones defines the Sperry Information Center approach, which while

not being a true DW in the Inmon sense, did contain many of the characteristics of DW structures and process as
defined previously by Inmon, and later by Devlin. First used at the TSB England & Wales

• 1984 — Metaphor Computer Systems, founded by David Liddle and Don Massaro, releases Data Interpretation
System (DIS). DIS was a hardware/software package and GUI for business users to create a database
management and analytic system.

• 1988 — Barry Devlin and Paul Murphy publish the article An architecture for a business and information system
[2] in IBM Systems Journal where they introduce the term "business data warehouse".

• 1990 — Red Brick Systems, founded by Ralph Kimball, introduces Red Brick Warehouse, a database
management system specifically for data warehousing.

• 1991 — Prism Solutions, founded by Bill Inmon, introduces Prism Warehouse Manager, software for developing
a data warehouse.

• 1992 — Bill Inmon publishes the book Building the Data Warehouse.
• 1995 — The Data Warehousing Institute, a for-profit organization that promotes data warehousing, is founded.
• 1996 — Ralph Kimball publishes the book The Data Warehouse Toolkit.
• 2000 — Daniel Linstedt releases the Data Vault, enabling real time auditable Data Warehouses warehouse.
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Information storage

Facts
A fact is a value or measurement, which represents a fact about the managed entity or system.
Facts as reported by the reporting entity are said to be at raw level.
E.g. if a BTS received 1,000 requests for traffic channel allocation, it allocates for 820 and rejects the remaining then
it would report 3 facts or measurements to a management system:
•• tch_req_total = 1000
•• tch_req_success = 820
•• tch_req_fail = 180
Facts at raw level are further aggregated to higher levels in various dimensions to extract more service or
business-relevant information out of it. These are called aggregates or summaries or aggregated facts.
E.g. if there are 3 BTSs in a city, then facts above can be aggregated from BTS to city level in network dimension.
E.g.
•
•

Dimensional vs. normalized approach for storage of data
There are three or more leading approaches to storing data in a data warehouse — the most important approaches are
the dimensional approach and the normalized approach.
The dimensional approach, whose supporters are referred to as “Kimballites”, believe in Ralph Kimball’s approach in
which it is stated that the data warehouse should be modeled using a Dimensional Model/star schema. The
normalized approach, also called the 3NF model (Third Normal Form), whose supporters are referred to as
“Inmonites”, believe in Bill Inmon's approach in which it is stated that the data warehouse should be modeled using
an E-R model/normalized model.
In a dimensional approach, transaction data are partitioned into "facts", which are generally numeric transaction data,
and "dimensions", which are the reference information that gives context to the facts. For example, a sales
transaction can be broken up into facts such as the number of products ordered and the price paid for the products,
and into dimensions such as order date, customer name, product number, order ship-to and bill-to locations, and
salesperson responsible for receiving the order.
A key advantage of a dimensional approach is that the data warehouse is easier for the user to understand and to use.
Also, the retrieval of data from the data warehouse tends to operate very quickly.[citation needed] Dimensional
structures are easy to understand for business users, because the structure is divided into measurements/facts and
context/dimensions. Facts are related to the organization’s business processes and operational system whereas the
dimensions surrounding them contain context about the measurement (Kimball, Ralph 2008).
The main disadvantages of the dimensional approach are the following:
1.1. In order to maintain the integrity of facts and dimensions, loading the data warehouse with data from different

operational systems is complicated.
2.2. It is difficult to modify the data warehouse structure if the organization adopting the dimensional approach

changes the way in which it does business.
In the normalized approach, the data in the data warehouse are stored following, to a degree, database normalization 
rules. Tables are grouped together by subject areas that reflect general data categories (e.g., data on customers, 
products, finance, etc.). The normalized structure divides data into entities, which creates several tables in a 
relational database. When applied in large enterprises the result is dozens of tables that are linked together by a web
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of joins. Furthermore, each of the created entities is converted into separate physical tables when the database is
implemented (Kimball, Ralph 2008)[citation needed]. The main advantage of this approach is that it is straightforward
to add information into the database. Some disadvantages of this approach are that, because of the number of tables
involved, it can be difficult for users to join data from different sources into meaningful information and to access
the information without a precise understanding of the sources of data and of the data structure of the data
warehouse.
It should be noted that both normalized and dimensional models can be represented in entity-relationship diagrams
as both contain joined relational tables. The difference between the two models is the degree of normalization (also
known as Normal Forms).
These approaches are not mutually exclusive, and there are other approaches. Dimensional approaches can involve
normalizing data to a degree (Kimball, Ralph 2008).
In Information-Driven Business, Robert Hillard proposes an approach to comparing the two approaches based on the
information needs of the business problem. The technique shows that normalized models hold far more information
than their dimensional equivalents (even when the same fields are used in both models) but this extra information
comes at the cost of usability. The technique measures information quantity in terms of Information Entropy and
usability in terms of the Small Worlds data transformation measure.

Top-down versus bottom-up design methodologies

Bottom-up design
Ralph Kimball,[3] designed an approach to data warehouse design known as bottom-up.
In the bottom-up approach, data marts are first created to provide reporting and analytical capabilities for specific
business processes.
Data marts contain, primarily, dimensions and facts. Facts can contain either atomic data and, if necessary,
summarized data. The single data mart often models a specific business area such as "Sales" or "Production." These
data marts can eventually be integrated to create a comprehensive data warehouse. The data warehouse bus
architecture is primarily an implementation of "the bus", a collection of conformed dimensions and conformed facts,
which are dimensions that are shared (in a specific way) between facts in two or more data marts.
The integration of the data marts in the data warehouse is centered on the conformed dimensions (residing in "the
bus") that define the possible integration "points" between data marts. The actual integration of two or more data
marts is then done by a process known as "Drill across". A drill-across works by grouping (summarizing) the data
along the keys of the (shared) conformed dimensions of each fact participating in the "drill across" followed by a
join on the keys of these grouped (summarized) facts.
Maintaining tight management over the data warehouse bus architecture is fundamental to maintaining the integrity
of the data warehouse. The most important management task is making sure dimensions among data marts are
consistent.
Business value can be returned as quickly as the first data marts can be created, and the method lends itself well to an
exploratory and iterative approach to building data warehouses. For example, the data warehousing effort might start
in the "Sales" department, by building a Sales-data mart. Upon completion of the Sales-data mart, the business might
then decide to expand the warehousing activities into the, say, "Production department" resulting in a Production
data mart. The requirement for the Sales data mart and the Production data mart to be integrable, is that they share
the same "Bus", that will be, that the data warehousing team has made the effort to identify and implement the
conformed dimensions in the bus, and that the individual data marts links that information from the bus. The
Sales-data mart is good as it is (assuming that the bus is complete) and the Production-data mart can be constructed
virtually independent of the Sales-data mart (but not independent of the Bus).
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If integration via the bus is achieved, the data warehouse, through its two data marts, will not only be able to deliver
the specific information that the individual data marts are designed to do, in this example either "Sales" or
"Production" information, but can deliver integrated Sales-Production information, which, often, is of critical
business value.

Top-down design
Bill Inmon, has defined a data warehouse as a centralized repository for the entire enterprise.[4] The top-down
approach is designed using a normalized enterprise data model. "Atomic" data, that is, data at the lowest level of
detail, are stored in the data warehouse. Dimensional data marts containing data needed for specific business
processes or specific departments are created from the data warehouse. In the Inmon vision, the data warehouse is at
the center of the "Corporate Information Factory" (CIF), which provides a logical framework for delivering business
intelligence (BI) and business management capabilities. Gartner released a research note confirming Inmon's
definition in 2005[5] with additional clarity plus they added one additional attribute.
The data warehouse is:
Subject-oriented

The data in the data warehouse is organized so that all the data elements relating to the same real-world event
or object are linked together.

Non-volatile
Data in the data warehouse are never over-written or deleted — once committed, the data are static, read-only,
and retained for future reporting.

Integrated
The data warehouse contains data from most or all of an organization's operational systems and these data are
made consistent.

Time-variant
For an operational system, the stored data contains the current value. The data warehouse, however, contains
the history of data values.

No virtualization
A data warehouse is a physical repository.

The top-down design methodology generates highly consistent dimensional views of data across data marts since all
data marts are loaded from the centralized repository. Top-down design has also proven to be robust against business
changes. Generating new dimensional data marts against the data stored in the data warehouse is a relatively simple
task. The main disadvantage to the top-down methodology is that it represents a very large project with a very broad
scope. The up-front cost for implementing a data warehouse using the top-down methodology is significant, and the
duration of time from the start of project to the point that end users experience initial benefits can be substantial. In
addition, the top-down methodology can be inflexible and unresponsive to changing departmental needs during the
implementation phases.

Hybrid design
Data warehouse (DW) solutions often resemble the hub and spokes architecture. Legacy systems feeding the DW/BI
solution often include customer relationship management (CRM) and enterprise resource planning solutions (ERP),
generating large amounts of data. To consolidate these various data models, and facilitate the extract transform load
(ETL) process, DW solutions often make use of an operational data store (ODS). The information from the ODS is
then parsed into the actual DW. To reduce data redundancy, larger systems will often store the data in a normalized
way. Data marts for specific reports can then be built on top of the DW solution.
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It is important to note that the DW database in a hybrid solution is kept on third normal form to eliminate data
redundancy. A normal relational database however, is not efficient for business intelligence reports where
dimensional modelling is prevalent. Small data marts can shop for data from the consolidated warehouse and use the
filtered, specific data for the fact tables and dimensions required. The DW effectively provides a single source of
information from which the data marts can read, creating a highly flexible solution from a BI point of view. The
hybrid architecture allows a DW to be replaced with a master data management solution where operational, not static
information could reside.
The Data Vault Modeling components follow hub and spokes architecture. This modeling style is a hybrid design,
consisting of the best practices from both 3rd normal form and star schema. The Data Vault model is not a true 3rd
normal form, and breaks some of the rules that 3NF dictates be followed. It is however, a top-down architecture with
a bottom up design. The Data Vault model is geared to be strictly a data warehouse. It is not geared to be end-user
accessible, which when built, still requires the use of a data mart or star schema based release area for business
purposes.

Data warehouses versus operational systems
Operational systems are optimized for preservation of data integrity and speed of recording of business transactions
through use of database normalization and an entity-relationship model. Operational system designers generally
follow the Codd rules of database normalization in order to ensure data integrity. Codd defined five increasingly
stringent rules of normalization. Fully normalized database designs (that is, those satisfying all five Codd rules) often
result in information from a business transaction being stored in dozens to hundreds of tables. Relational databases
are efficient at managing the relationships between these tables. The databases have very fast insert/update
performance because only a small amount of data in those tables is affected each time a transaction is processed.
Finally, in order to improve performance, older data are usually periodically purged from operational systems.

Evolution in organization use
These terms refer to the level of sophistication of a data warehouse:
Offline operational data warehouse

Data warehouses in this stage of evolution are updated on a regular time cycle (usually daily, weekly or
monthly) from the operational systems and the data is stored in an integrated reporting-oriented data

Offline data warehouse
Data warehouses at this stage are updated from data in the operational systems on a regular basis and the data
warehouse data are stored in a data structure designed to facilitate reporting.

On time data warehouse
Online Integrated Data Warehousing represent the real time Data warehouses stage data in the warehouse is
updated for every transaction performed on the source data

Integrated data warehouse
These data warehouses assemble data from different areas of business, so users can look up the information
they need across other systems.
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Data warehouse architectures
–
The technical architecture of data warehouses is somewhat similar to other systems, but does have some special
characteristics. There are two border areas in data warehouse architecture - the single-layer architecture and the
N-layer architecture. The difference here is the number of middleware between the operational systems and the
analytical tools. The data warehouse architecture described here is a high level architecture and the parts in the
architectures mentioned are full bodied systems and not system-parts.

Single-layer architecture
A simple architecture is the single-layer architecture. There is no physical data warehouse or data mart between the
operation data and the analytic tools. The middleware in this type of system should be considered a virtual data
warehouse, which consists of a software layer and not a data based layer. The single-layer model is light weight as it
minimises redundancies and thereby the amount of data stored. It has, however, no separation between analytical and
operational processing. The analysis are based directly on the operational data.[1]

Three-layer architecture
The three-layer architecture consists of the source layer (containing multiple source systems), the reconciled layer
and the data warehouse layer (containing both data warehouses and data marts). The reconciled layer sits between
the source data and data warehouse. It is populated with data from the source systems through an ETL process and
the data stored in it is published further through another ETL process. In the reconciled layer the data has been
cleaned up once and integrated to a common standardised form from multiple different source systems. The ETL
process that feeds the data warehouse then only gets already integrated data that has less need for transformation.
This architecture is especially useful for the very large, enterprise-wide systems. A disadvantage of this architecture
is the extra data storage space used through the extra redundant reconciled layer. It also makes the analytical tools a
little further away from being real-time.
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Data mart
A data mart is the access layer of the data warehouse environment that is used to get data out to the users. The data
mart is a subset of the data warehouse that is usually oriented to a specific business line or team. Data marts are
small slices of the data warehouse. Whereas data warehouses have an enterprise-wide depth, the information in data
marts pertains to a single department. In some deployments, each department or business unit is considered the
owner of its data mart including all the hardware, software and data.[1] This enables each department to use,
manipulate and develop their data any way they see fit; without altering information inside other data marts or the
data warehouse. In other deployments where conformed dimensions are used, this business unit ownership will not
hold true for shared dimensions like customer, product, etc.
The related term spreadmart is a derogatory label describing the situation that occurs when one or more business
analysts develop a system of linked spreadsheets to perform a business analysis, then grow it to a size and degree of
complexity that makes it nearly impossible to maintain.
The primary use for a data mart is business intelligence (BI) applications. BI is used to gather, store, access and
analyze data. The data mart can be used by smaller businesses to utilize the data they have accumulated. A data mart
can be less expensive than implementing a data warehouse, thus making it more practical for the small business. A
data mart can also be set up in much less time than a data warehouse, being able to be set up in less than 90 days.
Since most small businesses only have use for a small number of BI applications, the low cost and quick set up of the
data mart makes it a suitable method for storing data.

Design schemas
• Star schema - fairly popular design choice; enables a relational database to emulate the analytical functionality of

a multidimensional database
•• Snowflake schema

Reasons for creating a data mart
•• Easy access to frequently needed data
•• Creates collective view by a group of users
• Improves end-user response time
•• Ease of creation
• Lower cost than implementing a full data warehouse
•• Potential users are more clearly defined than in a full data warehouse
•• Contains only business essential data and is less cluttered.

Dependent data mart
According to the Inmon school of data warehousing, a dependent data mart is a logical subset (view) or a physical
subset (extract) of a larger data warehouse, isolated for one of the following reasons:
• A need refreshment for a special data model or schema: e.g., to restructure for OLAP
• Performance: to offload the data mart to a separate computer for greater efficiency or to obviate the need to

manage that workload on the centralized data warehouse.
•• Security: to separate an authorized data subset selectively
•• Expediency: to bypass the data governance and authorizations required to incorporate a new application on the

Enterprise Data Warehouse
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•• Proving Ground: to demonstrate the viability and ROI (return on investment) potential of an application prior to
migrating it to the Enterprise Data Warehouse

•• Politics: a coping strategy for IT (Information Technology) in situations where a user group has more influence
than funding or is not a good citizen on the centralized data warehouse.

•• Politics: a coping strategy for consumers of data in situations where a data warehouse team is unable to create a
usable data warehouse.

According to the Inmon school of data warehousing, tradeoffs inherent with data marts include limited scalability,
duplication of data, data inconsistency with other silos of information, and inability to leverage enterprise sources of
data.
The alternative school of data warehousing is that of Ralph Kimball. In his view, a data warehouse is nothing more
than the union of all the data marts. This view helps to reduce costs and provides fast development, but can create an
inconsistent data warehouse, especially in large organizations. Therefore, Kimball's approach is more suitable for
small-to-medium corporations.[2]

References
[1] Data Mart Does Not Equal Data Warehouse (http:/ / www. information-management. com/ infodirect/ 19991120/ 1675-1. html)
[2] Paulraj Ponniah. Data Warehousing Fundamentals for IT Professionals. Wiley, 2010, pp. 29–32. ISBN 0470462078.

Bibliography
• Inmon, William (2000-07-18). "Data Mart Does Not Equal Data Warehouse" (http:/ / csis. bits-pilani. ac. in/

faculty/ goel/ Data Warehousing/ Articles/ Data Marts/ dataWarehouse_com Article_DM VS DW. htm).
DMReview.com.

External links
≝

http://en.wikipedia.org/w/index.php?title=Ralph_Kimball
http://www.information-management.com/infodirect/19991120/1675-1.html
http://en.wikipedia.org/w/index.php?title=Special:BookSources/0470462078
http://csis.bits-pilani.ac.in/faculty/goel/Data%20Warehousing/Articles/Data%20Marts/dataWarehouse_com%20%20Article_DM%20VS%20DW.htm
http://csis.bits-pilani.ac.in/faculty/goel/Data%20Warehousing/Articles/Data%20Marts/dataWarehouse_com%20%20Article_DM%20VS%20DW.htm


The Kimball Lifecycle 1032

The Kimball Lifecycle
The Kimball Lifecycle is a methodology for developing data warehouses, and has been developed over many years
by Ralph Kimball and a variety of colleagues.

Program/Project planning
According to Kimball et al., this phase is the start of the Lifecycle. It is a planning-phase in which project is a single
iteration of the Lifecycle while program is the broader coordination of resources. When launching a project/program
Kimball et al. suggests following three focus areas:
•• Define and Scope project
•• Plan project
•• Manage project

Program/Project Management
This is an ongoing discipline in the project. The purpose is to keep the project/program on course, develop a
communication plan and manage expectations.

Business Requirements Definition
This phase/milestone of the project is about making the project team understand the business requirements. Its
purpose is to establish a foundation for all the following activities in the Lifecycle. Kimball et al. makes it very clear
that it is extremely important for the project team to talk with the business users. It is important to be prepared, to
focus on listening and to document the interview with the business users.

Technology Track
This is the top track in the diagram. It holds two milestones:
Technical Architecture Design is supposed to create a framework for the DW/BI system. The main focus in this
phase is to create a plan for the application architecture, while considering business requirements, technical
environment and the planned strategic technical directions.
Product Selection & Installation use the architecture plan to identify what components are needed to complete the
DW/BI project. This phase then selects, installs and tests the products.

Data Track
Dimensional Modeling is a process in which the business requirements are used to design dimensional models for
the system.
Physical Design is the phase where the database is designed. It involves the database environment as well as
security.
ETL Design & Development is the design of some of the heavy procedures in the DW/BI-system. Kimball et al.
suggests four parts to this process, which are further divided into 34 subsystems (Kimball et al., 2008):
•• Extracting data
•• Cleaning and conforming data
•• Delivering data for Presentation
•• Managing the ETL system
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Business Intelligence Application Track
BI Application Design deals with designing and selecting some applications to support the business requirements. BI
Application Development use the design to develop and validate applications to support the business requirements.

Deployment
When the three tracks are complete they all end up in the final deployment. This phase requires planning and should
include pre-deployment testing, documentation, training and maintenance and support.

Maintenance
When the deployment has finished the system will need proper maintenance to stay alive. This includes data
reconciliation, execution and monitoring and performance tuning.

Growth
As the project can be seen as part of the larger iterative program, it is very likely that the system will want to expand.
There will be projects to add new data as well as reaching new segments of the business areas. The Lifecycle then
starts over again.

References
Kimball, R., Ross, M., Thornthwaite, W., Mundy, J., & Becker, B. (2008). The data warehouse lifecycle toolkit (2nd
ed.). Wiley Publishing, Inc.

Time variance
Time variance is the ability to remember historic perspectives. The requirement is to be able to know how
something was classified or who owned something and how this changed as time passed.
For the context of time and frequency and qualification of oscillators and amplifiers the technical terms time
deviation and time variance is defined.

Understanding time variance
Future change, be it organizational, regulatory or geographical is hard to conceive. In 1988, who imagined that
within a few years, Yugoslavia and East Germany would cease to exist? Enabling a data warehouse to report pre-
and post-change information together in a meaningful context is very expensive and time-consuming. Couple that
with the pressure to rapidly meet other business requirements, and with the inability for any of us to predict change
(especially at system design time!), and you can see why the time-variant reporting requirement is often ignored. But
at what expense? The real-life case below illustrates the value of time-variant reporting: A beverage company paid
rebates to customers at year-end, based on ownership of customer sites at year end. The sales data warehouse did not
reflect customers selling sites to one another throughout the year, resulting in mis-payments and a multi-million
dollar customer service dilemma. For regulatory compliance and other reasons, data warehouses must remember
how things were in the past because at some point business people will expect to be able to be report on them that
way.So it is one of the important characteristic of data warehouse
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Federated database system
A federated database system is a type of meta-database management system (DBMS), which transparently maps
multiple autonomous database systems into a single federated database. The constituent databases are
interconnected via a computer network and may be geographically decentralized. Since the constituent database
systems remain autonomous, a federated database system is a contrastable alternative to the (sometimes daunting)
task of merging several disparate databases. A federated database, or virtual database, is a composite of all
constituent databases in a federated database system. There is no actual data integration in the constituent disparate
databases as a result of data federation.
McLeod and Heimbigner were among the first to define a federated database system, as one which "define[s] the
architecture and interconnect[s] databases that minimize central authority yet support partial sharing and
coordination among database systems".
Through data abstraction, federated database systems can provide a uniform user interface, enabling users and clients
to store and retrieve data in multiple noncontiguous databases with a single query -- even if the constituent databases
are heterogeneous. To this end, a federated database system must be able to decompose the query into subqueries for
submission to the relevant constituent DBMS's, after which the system must composite the result sets of the
subqueries. Because various database management systems employ different query languages, federated database
systems can apply wrappers to the subqueries to translate them into the appropriate query languages.
• Note: this description of federated databases does not accurately reflect the McLeod/Heimbigner definition of a

federated database. Rather, this description fits what McLeod/Heimbinger called a composite database.
McLeod/Heimbigner's federated database is a collection of autonomous components that make their data
available to other members of the federation through the publication of an export schema and access operations;
there is no unified, central schema that encompasses the information available from the members of the
federation.

Among other surveys, defines a Federated Database as a collection of cooperating component systems which are
autonomous and are possibly heterogeneous. The three important components of an FDBS as pointed out in are
autonomy, heterogeneity and distribution. Another dimension which has also been considered is the Networking
Environment Computer Network, e.g., many DBSs over a LAN or many DBSs over a WAN update related functions
of participating DBSs (e.g., no updates, nonatomic transitions, atomic updates).

FDBS architecture
A DBMS can be classified as either centralized or distributed. A centralized system manages a single database while
distributed manages multiple databases. A component DBS in a DBMS may be centralized or distributed. A multiple
DBS (MDBS) can be classified into two types depending on the autonomy of the component DBS as federated and
non federated. A nonfederated database system is an integration of component DBMS that are not autonomous. A
federated database system consists of component DBS that are autonomous yet participate in a federation to allow
partial and controlled sharing of their data.
Federated architectures differ based on levels of integration with the component database systems and the extent of
services offered by the federation. A FDBS can be categorized as loosely or tightly coupled systems.
• Loosely Coupled require component databases to construct their own federated schema. A user will typically

access other component database systems by using a multidatabase language but this removes any levels of
location transparency, forcing the user to have direct knowledge of the federated schema. A user imports the data
they require from other component databases and integrates it with their own to form a federated schema.

•• Tightly coupled system consists of component systems that use independent processes to construct and publicize
an integrated federated schema.

http://en.wikipedia.org/w/index.php?title=Meta-
http://en.wikipedia.org/w/index.php?title=Computer_network
http://en.wikipedia.org/w/index.php?title=Data_abstraction
http://en.wikipedia.org/w/index.php?title=User_interface
http://en.wikipedia.org/w/index.php?title=User_%28computing%29
http://en.wikipedia.org/w/index.php?title=Client_%28computing%29
http://en.wikipedia.org/w/index.php?title=Information_retrieval
http://en.wikipedia.org/w/index.php?title=Heterogeneous
http://en.wikipedia.org/w/index.php?title=Wrapper_function
http://en.wikipedia.org/w/index.php?title=Computer_Network
http://en.wikipedia.org/w/index.php?title=Local_Area_Network
http://en.wikipedia.org/w/index.php?title=Wide_Area_Network


Federated database system 1035

Multiple DBS of which FDBS are a specific type can be characterized along three dimensions: Distribution,
Heterogeneity and Autonomy. Another characterization could be based on the dimension of networking, for example
single databases or multiple databases in a LAN or WAN.

Distribution
Distribution of data in an FDBS is due to the existence of a multiple DBS before an FDBS is built. Data can be
distributed among multiple DB which could be stored in a single computer or multiple computers. These computers
could be geographically located in different places but interconnected by a network. The benefits of data distribution
help in increased availability and reliability as well as improved access times.

Heterogeneity

Heterogeneities in databases arise due to factors such as differences in structures, semantics of data, the constraints
supported or query language. Differences in structure occur when two data models provide different primitives such
as object oriented (OO) models that support specialization and inheritance and relational models that do not.
Differences due to constraints occur when two models support two different constraints. For example the set type in
CODASYL schema may be partially modeled as a referential integrity constraint in a relationship schema.
CODASYL supports insertion and retention that are not captured by referential integrity alone. The query language
supported by one DBMS can also contribute to heterogeneity between other component DBMSs. For example,
differences in query languages with the same data models or different versions of query languages could contribute
to heterogeneity.
Semantic heterogeneities arise when there is a disagreement about meaning, interpretation or intended use of data. At
the schema and data level, classification of possible heterogeneities include:
• Naming conflicts e.g. databases using different names to represent the same concept.
• Domain conflicts or data representation conflicts e.g. databases using different values to represent same concept.
• Precision conflicts e.g. databases using same data values from domains of different cardinalities for same data.
• Metadata conflicts e.g. same concepts are represented at schema level and instance level.
• Data conflicts e.g. missing attributes
• Schema conflicts e.g. table versus table conflict which includes naming conflicts, data conflicts etc.
In creating a federated schema, one has to resolve such heterogeneities before integrating the component DB
schemas.

Schema matching, schema mapping

Dealing with incompatible data types or query syntax is not the only obstacle to a concrete implementation of an
FDBS. In systems that are not planned top-down, a generic problem lies in matching semantically equivalent, but
differently named parts from different schemas (=data models) (tables, attributes). A pairwise mapping between n
attributes would result in mapping rules (given equivalence mappings) - a number that quickly gets too

large for practical purposes. A common way out is to provide a global schema that comprises the relevant parts of all
member schemas and provide mappings in the form of database views. Two principal solutions can be realized,
depending on the direction of the mapping:
1.1. Global as View (GaV): the global schema is defined in terms of the underlying schemas
2.2. Local as View (LaV): the local schemas are defined in terms of the global schema
Both are explained in more detail in the article Data integration. Alternate approaches to the schema matching
problem and a classification of the same are explained in more detail in the article Schema Matching
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Autonomy
Fundamental to the difference between an MDBS and an FDBS is the concept of autonomy. It is important to
understand the aspects of autonomy for component databases and how they can be addressed when a component
DBS participates in an FDBS. There are four kinds of autonomies addressed:
•• Design Autonomy which refers to ability to choose its design irrespective of data, query language or

conceptualization, functionality of the system implementation.
Heterogeneities in an FDBS are primarily due to design autonomy.
• Communication autonomy refers to the general operation of the DBMS to communicate with other DBMS or not.
•• Execution autonomy allows a component DBMS to control the operations requested by local and external

operations.
• Association autonomy gives a power to component DBS to disassociate itself from a federation which means

FDBS can operate independently of any single DBS.
The ANSI/X3/SPARC Study Group outlined a three level data description architecture, the components of which are
the conceptual schema, internal schema and external schema of databases. The three level architecture is however
inadequate to describing the architectures of an FDBS. It was therefore extended to support the three dimensions of
the FDBS namely Distribution, Autonomy and Heterogeneity. The five level schema architecture is explained below.

Concurrency control
The Heterogeneity and Autonomy requirements pose special challenges concerning concurrency control in an FDBS,
which is crucial for the correct execution of its concurrent transactions (see also Global concurrency control).
Achieving global serializability, the major correctness criterion, under these requirements has been characterized as
very difficult and unsolved. Commitment ordering, introduced in 1991, has provided a general solution for this issue
(See Global serializability; See Commitment ordering also for the architectural aspects of the solution).

Five Level Schema Architecture for FDBSs
The five level schema architecture includes the following:
• Local Schema is the conceptual concept [unclear] expressed in primary data model of component DBMS.
•• Component Schema is derived by translating local schema into a model called the canonical data model or

common data model. They are useful when semantics missed in local schema are incorporated in the component.
They help in integration of data for tightly coupled FDBS.

•• Export Schema represents a subset of a component schema that is available to the FDBS. It may include access
control information regarding its use by specific federation user. The export schema help in managing flow of
control of data.

•• Federated Schema is an integration of multiple export schema. It includes information on data distribution that is
generated when integrating export schemas.

•• External Schema defines a schema for a user/applications or a class of users/applications.
While accurately representing the state of the art in data integration, the Five Level Schema Architecture above does
suffer from a major drawback, namely IT imposed look and feel. Modern data users demand control over how data is
presented; their needs are somewhat in conflict with such bottom-up approaches to data integration.
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Single Source of Truth
In Information Systems design and theory, as instantiated at the Enterprise Level, Single Source Of Truth (SSOT)
refers to the practice of structuring information models and associated schemata such that every data element is
stored exactly once (e.g., in no more than a single row of a single table). Any possible linkages to this data element
(possibly in other areas of the relational schema or even in distant federated databases) are by reference only. Thus,
when any such data element is updated, this update propagates to the enterprise at large, without the possibility of a
duplicate value somewhere in the distant enterprise not being updated (because there would be no duplicate values
that needed updating).[citation needed]

Deployment of an SSOT architecture is becoming increasingly important in enterprise settings where incorrectly
linked duplicate or de-normalized data elements (a direct consequence of intentional or unintentional
denormalization of any explicit data model) poses a risk for retrieval of outdated, and therefore incorrect,
information. A common example would be the electronic health record, where it is imperative to accurately validate
patient identity against a single referential repository, which serves as the SSOT. Duplicate representations of data
within the enterprise would be implemented by the use of pointers rather than duplicate database tables, rows, or
cells. This ensures that data updates to elements in the authoritative location are comprehensively distributed to all
federated database constituencies in the larger overall enterprise architecture.[citation needed]

SSOT systems provide data that is authentic, relevant, and referable.Wikipedia:Please clarify[citation needed]

Implementing a Single Source of Truth
The "ideal" implementation of SSOT as described above is rarely possible in most enterprises. This is because many
organisations have multiple information systems, each of which needs access to data relating to the same entities
(e.g., customer). Often these systems are purchased "off-the-shelf" from vendors and cannot be modified in
non-trivial ways. Each of these various systems therefore needs to store its own version of common data or entities,
and therefore each system must retain its own copy of a record (hence immediately violating the SSOT approach
defined above). For example, an ERP (Enterprise Resource Planning) system (such as SAP or Oracle e-Business
Suite) may store a customer record; the CRM (Customer Relationship Management) system also needs a copy of the
customer record (or part of it) and the warehouse despatch system might also need a copy of some or all of the
customer data (e.g., shipping address). In cases where vendors do not support such modifications, it is not always
possible to replace these records with pointers to the SSOT.
For organisations (with more than one information system) wishing to implement a Single Source of Truth (without
modifying all but one master system to store pointers to other systems for all entities), three supporting technologies
are commonly used:[citation needed]

• Enterprise Service Bus (ESB)
• Master Data Management (MDM)
• Data Warehouse (DW)

Enterprise Service Bus (ESB)
An Enterprise Service Bus (ESB) allows any number of systems in an organisation to receive updates of data that has
changed in another system. To implement a Single Source of Truth, a single source system of correct data for any
entity must be identified. Changes to this entity (creates, updates, and deletes) are then published via the ESB; other
systems which need to retain a copy of that data subscribe to this update, and update their own records accordingly.
For any given entity, the master source must be identified (sometimes called the Golden Record). It should be noted
that any given system could publish (be the source of truth for) information on a particular entity (e.g., customer) and
also subscribe to updates from another system for information on some other entity (e.g., product).[citation needed]
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An alternative approach is point-to-point data updates, but these become exponentially more expensive to maintain
as the number of systems increases, and this approach is increasingly out of favour as an IT architecture.[citation

needed]

Master Data Management (MDM)
An MDM system can act as the source of truth for any given entity that might not necessarily have an alternative
"source of truth" in another system. Typically the MDM acts as a hub for multiple systems, many of which could
allow (be the source of truth for) updates to different aspects of information on a given entity. For example, the CRM
system may be the "source of truth" for most aspects of the customer, and is updated by a call centre operator.
However, a customer may (for example) also update their address via a customer service web site, with a different
back-end database from the CRM system. The MDM application receives updates from multiple sources, acts as a
broker to determine which updates are to be regarded as authoritative (the Golden Record) and then syndicates this
updated data to all subscribing systems. The MDM application normally requires an ESB to syndicate its data to
multiple subscribing systems.[citation needed]

Customer Data Integration (CDI), as a common application of Master Data Management, is sometimes abbreviated
CDI-MDM.[citation needed]

Data Warehouse (DW)
While the primary purpose of a data warehouse is to support reporting and analysis of data that has been combined
from multiple sources, the fact that such data has been combined (according to business logic embedded in the data
transformation and integration processes) means that the data warehouse is often used as a de facto SSOT. Generally,
however, the data available from the data warehouse is not used to update other systems; rather the DW becomes the
"single source of truth" for reporting to multiple stakeholders. In this context, the Data Warehouse is more correctly
referred to as a "Single Version of the Truth" since other versions of the truth exist in its operational data sources (no
data originates in the DW; it is simply a reporting mechanism for data loaded from operational systems).[citation

needed]
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XLeratorDB

XLeratorDB is a suite of database function libraries that enable Microsoft SQL Server to perform a wide range of
additional (non-native) business intelligence and ad hoc analytics. The libraries, which are embedded and run
centrally on the database, include more than 450 individual functions similar to those found in Microsoft Excel
spreadsheets. The individual functions are grouped and sold as six separate libraries based on usage: finance,
statistics, math, engineering, unit conversions and strings. WestClinTech, the company that developed XLeratorDB,
claims it is "the first commercial function package add-in for Microsoft SQL Server."[1]

Company history
WestClinTech (LLC), founded by software industry veterans Charles Flock and Joe Stampf in 2008, is located in
Irvington, New York, USA. Flock was a co-founder of The Frustum Group, developer of the OPICS enterprise
banking and trading platform, which was acquired by London-based Misys, PLC in 1996.[2] Stampf joined Frustum
in 1994 and with Flock remained active with the company after acquisition, helping to develop successive
generations of OPICS now employed by over 150 leading financial institutions worldwide.[3]

Following a full year of research, development and testing, WestClinTech introduced and recorded its first
commercial sale of XLeratorDB in April 2009.[4][5] In September 2009, XLeratorDB became available to all
Federal agencies through NASA's Strategic Enterprise-Wide Procurement (SEWP-IV) program, a government-wide
acquisition contract.[6]

Technology
XLeratorDB uses Microsoft SQL CLR(Common Language Runtime) technology.[7] SQL CLR allows managed
code to be hosted by, and run in, the Microsoft SQL Server environment. SQL CLR relies on the creation,
deployment and registration of .NET Framework assemblies that are physically stored in managed code
dynamic-link libraries (DLL). The assemblies may contain .NET namespaces, classes, functions, and properties.
Because managed code compiles to native code prior to execution, functions using SQL CLR can achieve significant
performance increases versus the equivalent functions written in T-SQL in some scenarios.[8]

XLeratorDB requires Microsoft SQL Server 2005 or SQL Server 2005 Express editions, or later (compatibility
mode 90 or higher).[9] The product installs with PERMISSION_SET=SAFE. SAFE mode, the most restrictive
permission set, is accessible by all users. Code executed by an assembly with SAFE permissions cannot access
external system resources such as files, the network, the internet, environment variables, or the registry.[10]

Functions
In computer science, a function is a portion of code within a larger program which performs a specific task and is
relatively independent of the remaining code. As used in database and spreadsheet applications these functions
generally represent mathematical formulas widely used across a variety of fields. While this code may be
user-generated, it is also embedded as a pre-written sub-routine in applications. These functions are typically
identified by common nomenclature which corresponds to their underlying operations: e.g. IRR identifies the
function which calculates Internal Rate of Return on a series of periodic cash flows.
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Function uses
As sub-routines functions can be integrated and used in a variety of ways, and in a wide variety of larger, more
complicated applications. Within large enterprise applications they may, for example, play an important role in
defining business rules or risk management parameters, while remaining virtually undetected by end users. Within
database management systems and spreadsheets, however, these kinds of functions also represent discrete sets of
tools; they can be accessed directly and utilized on a stand-alone basis, or in more complex, user-defined
configurations. In this context, functions can be used for business intelligence and ad hoc analysis of data in fields
such as finance, statistics, engineering, math, etc.

Function types
XLeratorDB uses three kinds of functions to perform analytic operations: scalar, aggregate, and a hybrid form
which WestClinTech calls Range Queries. Scalar functions take a single value, perform an operation and return a
single value.[11] An example of this type of function is LOG, which returns the logarithm of a number to a specified
base.[12] Aggregate functions operate on a series of values but return a single, summarizing value. An example of
this type of function is AVG, which returns the average of values in a specified group.[13]

In XLeratorDB there are some functions which have characteristics of aggregate functions (operating on multiple
series of values) but cannot be processed in SQL CLR using single column inputs, such as AVG does. For example,
irregular internal rate of return (XIRR), a financial function, operates on a collection of cash flow values from one
column, but must also apply variable period lengths from another column and an initial iterative assumption from a
third, in order to return a single, summarizing value. WestClinTech documentation notes that Range Queries specify
the data to be included in the result set of the function independently of the WHERE clause associated with the
T-SQL statement, by incorporating a SELECT statement into the function as a string argument; the function then
traps that SELECT statement, executes it internally and processes the result.[14]

Some XLeratorDB functions that employ Range Queries are: NPV, XNPV, IRR, XIRR, MIRR,
MULTINOMIAL, and SERIESSUM. Within the application these functions are identified by a "_q" naming
convention: e.g. NPV_q, IRR_q, etc.[15]

Analytic functions

SQL Server functions
Microsoft SQL Server is the #3 selling database management system (DBMS), behind Oracle and IBM.[16] (While
versions of SQL Server have been on the market since 1987,[17] XLeratorDB is compatible with only the 2005
edition and later.) Like all major DBMS, SQL Server performs a variety of data mining operations by returning or
arraying data in different views (also known as drill-down). In addition, SQL Server uses Transact-SQL (T-SQL) [18]

to execute four major classes of pre-defined functions in native mode.[19] Functions operating on the DBMS offer
several advantages over client layer applications like Excel: they utilize the most up-to-date data available; they can
process far larger quantities of data; and, the data is not subject to exporting and transcription errors.[20]

SQL Server 2008 includes a total of 58 functions that perform relatively basic aggregation (12), math (23) and string
manipulation (23) operations useful for analytics; it includes no native functions that perform more complex
operations directly related to finance, statistics or engineering.[21]
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Excel functions
Microsoft Excel, a component of Microsoft Office suite, is one of the most widely used spreadsheet applications on
the market today.[22] In addition to its inherent utility as a stand-alone desktop application, Excel overlaps and
complements the functionality of DBMS in several ways: storing and arraying data in rows and columns; performing
certain basic tasks such as pivot table[23] and aggregating values; and facilitating sharing, importing and exporting of
database data. Excel’s chief limitation relative to a true database is capacity; Excel 2003 is limited to some 65k rows
and 256 columns; Excel 2007 extends this capacity to roughly 1million rows and 16k columns.[24] By comparison,
SQL Server is able to manage over 500k terabytes of memory.[25]

Excel offers, however, an extensive library of specialized pre-written functions which are useful for performing ad
hoc analysis on database data. Excel 2007 includes over 300 of these pre-defined functions, although customized
functions can also be created by users, or imported from third party developers as add-ons. Excel functions are
grouped by type:[26]

 Excel Functions

Financial Statistical Engineering Math and trig

Information Date and time Text and data Logical

Add-ins
and

automation

Lookup and
reference

Cube Database and
list management

Excel business intelligence functions
Operating on the client computing layer Excel plays an important role as a business intelligence tool [27] because it:

•• performs a wide array of complex analytic functions not native to most DBMS software
• offers far greater ad hoc reporting and analytic flexibility than most enterprise software
•• provides a medium for sharing and collaborating because of its ubiquity throughout the enterprise

Microsoft reinforces this positioning with Business Intelligence documentation that positions Excel in a clearly
pivotal role.[28]

XLeratorDB vs. Excel functions
While operating within the database environment, XLeratorDB functions utilize the same naming conventions and
input formats, and in most cases, return the same calculation results as Excel functions.[29] XLeratorDB, coupled
with SQL Server's native capabilities, compares to Excel's function sets as follows:

Excel 2007 XLeratorDB + SQL Server

Function Type Total Total Match New Native

Financial 52 93 50 43 0

Statistics 83 171 65 94 12

Math 59 76 34 19 23

Engineering 39 44 38 6 0

Conversions* 49 78 0 78 0

Strings 26 63 11 29 23

*Microsoft includes these functions within Engineering using variable input configurations
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Design

Dimension (data warehouse)
In a data warehouse, Dimensions provide structured labeling information to otherwise unordered numeric measures.
The dimension is a data set composed of individual, non-overlapping data elements. The primary functions of
dimensions are threefold: to provide filtering, grouping and labelling.
These functions are often described as "slice and dice". Slicing refers to filtering data. Dicing refers to grouping data.
A common data warehouse example involves sales as the measure, with customer and product as dimensions. In
each sale a customer buys a product. The data can be sliced by removing all customers except for a group under
study, and then diced by grouping by product.
A dimensional data element is similar to a categorical variable in statistics.
Typically dimensions in a data warehouse are organized internally into one or more hierarchies. "Date" is a common
dimension, with several possible hierarchies:
•• "Days (are grouped into) Months (which are grouped into) Years",
•• "Days (are grouped into) Weeks (which are grouped into) Years"
•• "Days (are grouped into) Months (which are grouped into) Quarters (which are grouped into) Years"
•• etc.

Types

Conformed dimension
A conformed dimension is a set of data attributes that have been physically referenced in multiple database tables
using the same key value to refer to the same structure, attributes, domain values, definitions and concepts. A
conformed dimension cuts across many facts.
Dimensions are conformed when they are either exactly the same (including keys) or one is a perfect subset of the
other. Most important, the row headers produced in two different answer sets from the same conformed dimension(s)
must be able to match perfectly.
Conformed dimensions are either identical or strict mathematical subsets of the most granular, detailed dimension.
Dimension tables are not conformed if the attributes are labeled differently or contain different values. Conformed
dimensions come in several different flavors. At the most basic level, conformed dimensions mean exactly the same
thing with every possible fact table to which they are joined. The date dimension table connected to the sales facts is
identical to the date dimension connected to the inventory facts.[1]

Junk dimension
A junk dimension is a convenient grouping of typically low-cardinality flags and indicators. By creating an abstract
dimension, these flags and indicators are removed from the fact table while placing them into a useful dimensional
framework.[2] A Junk Dimension is a dimension table consisting of attributes that do not belong in the fact table or in
any of the existing dimension tables. The nature of these attributes is usually text or various flags, e.g. non-generic
comments or just simple yes/no or true/false indicators. These kinds of attributes are typically remaining when all the
obvious dimensions in the business process have been identified and thus the designer is faced with the challenge of
where to put these attributes that do not belong in the other dimensions.
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One solution is to create a new dimension for each of the remaining attributes, but due to their nature, it could be
necessary to create a vast number of new dimensions resulting in a fact table with a very large number of foreign
keys. The designer could also decide to leave the remaining attributes in the fact table but this could make the row
length of the table unnecessarily large if, for example, the attributes is a long text string.
The solution to this challenge is to identify all the attributes and then put them into one or several Junk Dimensions.
One Junk Dimension can hold several true/false or yes/no indicators that have no correlation with each other, so it
would be convenient to convert the indicators into a more describing attribute. An example would be an indicator
about whether a package had arrived, instead of indicating this as “yes” or “no”, it would be converted into “arrived”
or “pending” in the junk dimension. The designer can choose to build the dimension table so it ends up holding all
the indicators occurring with every other indicator so that all combinations are covered. This sets up a fixed size for
the table itself which would be 2^x rows, where x is the number of indicators. This solution is appropriate in
situations where the designer would expect to encounter a lot of different combinations and where the possible
combinations are limited to an acceptable level. In a situation where the number of indicators are large, thus creating
a very big table or where the designer only expect to encounter a few of the possible combinations, it would be more
appropriate to build each row in the junk dimension as new combinations are encountered. To limit the size of the
tables, multiple junk dimensions might be appropriate in other situations depending on the correlation between
various indicators.
Junk dimensions are also appropriate for placing attributes like non-generic comments from the fact table. Such
attributes might consist of data from an optional comment field when a customer places an order and as a result will
probably be blank in many cases. Therefore the junk dimension should contain a single row representing the blanks
as a surrogate key that will be used in the fact table for every row returned with a blank comment field[3]

Degenerate dimension
A degenerate dimension is a key, such as a transaction number, invoice number, ticket number, or bill-of-lading
number, that has no attributes and hence does not join to an actual dimension table. Degenerate dimensions are very
common when the grain of a fact table represents a single transaction item or line item because the degenerate
dimension represents the unique identifier of the parent. Degenerate dimensions often play an integral role in the fact
table's primary key.[4]

Role-playing dimension
Dimensions are often recycled for multiple applications within the same database. For instance, a "Date" dimension
can be used for "Date of Sale", as well as "Date of Delivery", or "Date of Hire". This is often referred to as a
"role-playing dimension".

Use of ISO representation terms
When referencing data from a metadata registry such as ISO/IEC 11179, representation terms such as Indicator (a
boolean true/false value), Code (a set of non-overlapping enumerated values) are typically used as dimensions. For
example using the National Information Exchange Model (NIEM) the data element name would be
PersonGenderCode and the enumerated values would be male, female and unknown.
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Common patterns
Date and time[5]

Since many fact tables in a data warehouse are time series of observations, one or more date dimensions are often
needed. One of the reasons to have date dimensions is to place calendar knowledge in the data warehouse instead of
hard coded in an application. While a simple SQL date/timestamp is useful for providing accurate information about
the time a fact was recorded, it can not give information about holidays, fiscal periods, etc. An SQL date/timestamp
can still be useful to store in the fact table, as it allows for precise calculations.
Having both the date and time of day in the same dimension, may easily result in a huge dimension with millions of
rows. If a high amount of detail is needed it is usually a good idea to split date and time into two or more separate
dimensions. A time dimension with a grain of seconds in a day will only have 86400 rows. A more or less detailed
grain for date/time dimensions can be chosen depending on needs. As examples, date dimensions can be accurate to
year, quarter, month or day and time dimensions can be accurate to hours, minutes or seconds.
As a rule of thumb, time of day dimension should only be created if hierarchical groupings are needed or if there are
meaningful textual descriptions for periods of time within the day (ex. “evening rush” or “first shift”).
If the rows in a fact table are coming from several timezones, it might be useful to store date and time in both local
time and a standard time. This can be done by having two dimensions for each date/time dimension needed – one for
local time, and one for standard time. Storing date/time in both local and standard time, will allow for analysis on
when facts are created in a local setting and in a global setting as well. The standard time chosen can be a global
standard time (ex. UTC), it can be the local time of the business’ headquarter, or any other time zone that would
make sense to use.
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Fact (data warehouse)

Data Warehouse Overview

In computing, a data warehouse (DW, DWH), or an enterprise
data warehouse (EDW), is a database used for reporting (1) and
data analysis (2). Integrating data from one or more disparate
sources creates a central repository of data, a data warehouse
(DW). Data warehouses store current and historical data and are
used for creating trending reports for senior management reporting
such as annual and quarterly comparisons.

The data stored in the warehouse is uploaded from the operational
systems (such as marketing, sales, etc., shown in the figure to the
right). The data may pass through an operational data store for
additional operations before it is used in the DW for reporting.

The typical extract transform load (ETL)-based data warehouse uses staging, data integration, and access layers to
house its key functions. The staging layer or staging database stores raw data extracted from each of the disparate
source data systems. The integration layer integrates the disparate data sets by transforming the data from the staging
layer often storing this transformed data in an operational data store (ODS) database. The integrated data are then
moved to yet another database, often called the data warehouse database, where the data is arranged into hierarchical
groups often called dimensions and into facts and aggregate facts. The combination of facts and dimensions is
sometimes called a star schema. The access layer helps users retrieve data.

A data warehouse constructed from an integrated data source systems does not require ETL, staging databases, or
operational data store databases. The integrated data source systems may be considered to be a part of a distributed
operational data store layer. Data federation methods or data virtualization methods may be used to access the
distributed integrated source data systems to consolidate and aggregate data directly into the data warehouse
database tables. Unlike the ETL-based data warehouse, the integrated source data systems and the data warehouse
are all integrated since there is no transformation of dimensional or reference data. This integrated data warehouse
architecture supports the drill down from the aggregate data of the data warehouse to the transactional data of the
integrated source data systems.
A data mart is a small data warehouse focused on a specific area of interest. Data warehouses can be subdivided into
data marts for improved performance and ease of use within that area. Alternatively, an organization can create one
or more data marts as first steps towards a larger and more complex enterprise data warehouse.
This definition of the data warehouse focuses on data storage. The main source of the data is cleaned, transformed,
cataloged and made available for use by managers and other business professionals for data mining, online analytical
processing, market research and decision support (Marakas & O'Brien 2009). However, the means to retrieve and
analyze data, to extract, transform and load data, and to manage the data dictionary are also considered essential
components of a data warehousing system. Many references to data warehousing use this broader context. Thus, an
expanded definition for data warehousing includes business intelligence tools, tools to extract, transform and load
data into the repository, and tools to manage and retrieve metadata.
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Benefits of a data warehouse
A data warehouse maintains a copy of information from the source transaction systems. This architectural
complexity provides the opportunity to :
•• Congregate data from multiple sources into a single database so a single query engine can be used to present data.
•• Mitigate the problem of database isolation level lock contention in transaction processing systems caused by

attempts to run large, long running, analysis queries in transaction processing databases.
•• Maintain data history, even if the source transaction systems do not.
•• Integrate data from multiple source systems, enabling a central view across the enterprise. This benefit is always

valuable, but particularly so when the organization has grown by merger.
• Improve data quality, by providing consistent codes and descriptions, flagging or even fixing bad data.
•• Present the organization's information consistently.
•• Provide a single common data model for all data of interest regardless of the data's source.
•• Restructure the data so that it makes sense to the business users.
• Restructure the data so that it delivers excellent query performance, even for complex analytic queries, without

impacting the operational systems.
• Add value to operational business applications, notably customer relationship management (CRM) systems.
• Making decision–support queries easier to write.

Generic data warehouse environment
The environment for data warehouses and marts includes the following:
•• Source systems that provide data to the warehouse or mart;
•• Data integration technology and processes that are needed to prepare the data for use;
•• Different architectures for storing data in an organization's data warehouse or data marts;
•• Different tools and applications for the variety of users;
•• Metadata, data quality, and governance processes must be in place to ensure that the warehouse or mart meets its

purposes.
In regards to source systems listed above, Rainer states, “A common source for the data in data warehouses is the
company’s operational databases, which can be relational databases”.
Regarding data integration, Rainer states, “It is necessary to extract data from source systems, transform them, and
load them into a data mart or warehouse”.
Rainer discusses storing data in an organization’s data warehouse or data marts. “There are a variety of possible
architectures to store decision-support data”.
Metadata are data about data. “IT personnel need information about data sources; database, table, and column names;
refresh schedules; and data usage measures“.
Today, the most successful companies are those that can respond quickly and flexibly to market changes and
opportunities. A key to this response is the effective and efficient use of data and information by analysts and
managers. A “data warehouse” is a repository of historical data that are organized by subject to support decision
makers in the organization. Once data are stored in a data mart or warehouse, they can be accessed.

http://en.wikipedia.org/w/index.php?title=Customer_relationship_management
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History
The concept of data warehousing dates back to the late 1980s when IBM researchers Barry Devlin and Paul Murphy
developed the "business data warehouse". In essence, the data warehousing concept was intended to provide an
architectural model for the flow of data from operational systems to decision support environments. The concept
attempted to address the various problems associated with this flow, mainly the high costs associated with it. In the
absence of a data warehousing architecture, an enormous amount of redundancy was required to support multiple
decision support environments. In larger corporations it was typical for multiple decision support environments to
operate independently. Though each environment served different users, they often required much of the same stored
data. The process of gathering, cleaning and integrating data from various sources, usually from long-term existing
operational systems (usually referred to as legacy systems), was typically in part replicated for each environment.
Moreover, the operational systems were frequently reexamined as new decision support requirements emerged.
Often new requirements necessitated gathering, cleaning and integrating new data from "data marts" that were
tailored for ready access by users.
Key developments in early years of data warehousing were:
• 1960s — General Mills and Dartmouth College, in a joint research project, develop the terms dimensions and

facts.[1]

• 1970s — ACNielsen and IRI provide dimensional data marts for retail sales.
• 1970s — Bill Inmon begins to define and discuss the term: Data Warehouse
• 1975 — Sperry Univac Introduce MAPPER (MAintain, Prepare, and Produce Executive Reports) is a database

management and reporting system that includes the world's first 4GL. It was the first platform designed for
building Information Centers (a forerunner of contemporary Enterprise Data Warehousing platforms)

• 1983 — Teradata introduces a database management system specifically designed for decision support.
• 1983 — Sperry Corporation Martyn Richard Jones defines the Sperry Information Center approach, which while

not being a true DW in the Inmon sense, did contain many of the characteristics of DW structures and process as
defined previously by Inmon, and later by Devlin. First used at the TSB England & Wales

• 1984 — Metaphor Computer Systems, founded by David Liddle and Don Massaro, releases Data Interpretation
System (DIS). DIS was a hardware/software package and GUI for business users to create a database
management and analytic system.

• 1988 — Barry Devlin and Paul Murphy publish the article An architecture for a business and information system
[2] in IBM Systems Journal where they introduce the term "business data warehouse".

• 1990 — Red Brick Systems, founded by Ralph Kimball, introduces Red Brick Warehouse, a database
management system specifically for data warehousing.

• 1991 — Prism Solutions, founded by Bill Inmon, introduces Prism Warehouse Manager, software for developing
a data warehouse.

• 1992 — Bill Inmon publishes the book Building the Data Warehouse.
• 1995 — The Data Warehousing Institute, a for-profit organization that promotes data warehousing, is founded.
• 1996 — Ralph Kimball publishes the book The Data Warehouse Toolkit.
• 2000 — Daniel Linstedt releases the Data Vault, enabling real time auditable Data Warehouses warehouse.
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Information storage

Facts
A fact is a value or measurement, which represents a fact about the managed entity or system.
Facts as reported by the reporting entity are said to be at raw level.
E.g. if a BTS received 1,000 requests for traffic channel allocation, it allocates for 820 and rejects the remaining then
it would report 3 facts or measurements to a management system:
•• tch_req_total = 1000
•• tch_req_success = 820
•• tch_req_fail = 180
Facts at raw level are further aggregated to higher levels in various dimensions to extract more service or
business-relevant information out of it. These are called aggregates or summaries or aggregated facts.
E.g. if there are 3 BTSs in a city, then facts above can be aggregated from BTS to city level in network dimension.
E.g.
•
•

Dimensional vs. normalized approach for storage of data
There are three or more leading approaches to storing data in a data warehouse — the most important approaches are
the dimensional approach and the normalized approach.
The dimensional approach, whose supporters are referred to as “Kimballites”, believe in Ralph Kimball’s approach in
which it is stated that the data warehouse should be modeled using a Dimensional Model/star schema. The
normalized approach, also called the 3NF model (Third Normal Form), whose supporters are referred to as
“Inmonites”, believe in Bill Inmon's approach in which it is stated that the data warehouse should be modeled using
an E-R model/normalized model.
In a dimensional approach, transaction data are partitioned into "facts", which are generally numeric transaction data,
and "dimensions", which are the reference information that gives context to the facts. For example, a sales
transaction can be broken up into facts such as the number of products ordered and the price paid for the products,
and into dimensions such as order date, customer name, product number, order ship-to and bill-to locations, and
salesperson responsible for receiving the order.
A key advantage of a dimensional approach is that the data warehouse is easier for the user to understand and to use.
Also, the retrieval of data from the data warehouse tends to operate very quickly.[citation needed] Dimensional
structures are easy to understand for business users, because the structure is divided into measurements/facts and
context/dimensions. Facts are related to the organization’s business processes and operational system whereas the
dimensions surrounding them contain context about the measurement (Kimball, Ralph 2008).
The main disadvantages of the dimensional approach are the following:
1.1. In order to maintain the integrity of facts and dimensions, loading the data warehouse with data from different

operational systems is complicated.
2.2. It is difficult to modify the data warehouse structure if the organization adopting the dimensional approach

changes the way in which it does business.
In the normalized approach, the data in the data warehouse are stored following, to a degree, database normalization 
rules. Tables are grouped together by subject areas that reflect general data categories (e.g., data on customers, 
products, finance, etc.). The normalized structure divides data into entities, which creates several tables in a 
relational database. When applied in large enterprises the result is dozens of tables that are linked together by a web
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of joins. Furthermore, each of the created entities is converted into separate physical tables when the database is
implemented (Kimball, Ralph 2008)[citation needed]. The main advantage of this approach is that it is straightforward
to add information into the database. Some disadvantages of this approach are that, because of the number of tables
involved, it can be difficult for users to join data from different sources into meaningful information and to access
the information without a precise understanding of the sources of data and of the data structure of the data
warehouse.
It should be noted that both normalized and dimensional models can be represented in entity-relationship diagrams
as both contain joined relational tables. The difference between the two models is the degree of normalization (also
known as Normal Forms).
These approaches are not mutually exclusive, and there are other approaches. Dimensional approaches can involve
normalizing data to a degree (Kimball, Ralph 2008).
In Information-Driven Business, Robert Hillard proposes an approach to comparing the two approaches based on the
information needs of the business problem. The technique shows that normalized models hold far more information
than their dimensional equivalents (even when the same fields are used in both models) but this extra information
comes at the cost of usability. The technique measures information quantity in terms of Information Entropy and
usability in terms of the Small Worlds data transformation measure.

Top-down versus bottom-up design methodologies

Bottom-up design
Ralph Kimball,[2] designed an approach to data warehouse design known as bottom-up.
In the bottom-up approach, data marts are first created to provide reporting and analytical capabilities for specific
business processes.
Data marts contain, primarily, dimensions and facts. Facts can contain either atomic data and, if necessary,
summarized data. The single data mart often models a specific business area such as "Sales" or "Production." These
data marts can eventually be integrated to create a comprehensive data warehouse. The data warehouse bus
architecture is primarily an implementation of "the bus", a collection of conformed dimensions and conformed facts,
which are dimensions that are shared (in a specific way) between facts in two or more data marts.
The integration of the data marts in the data warehouse is centered on the conformed dimensions (residing in "the
bus") that define the possible integration "points" between data marts. The actual integration of two or more data
marts is then done by a process known as "Drill across". A drill-across works by grouping (summarizing) the data
along the keys of the (shared) conformed dimensions of each fact participating in the "drill across" followed by a
join on the keys of these grouped (summarized) facts.
Maintaining tight management over the data warehouse bus architecture is fundamental to maintaining the integrity
of the data warehouse. The most important management task is making sure dimensions among data marts are
consistent.
Business value can be returned as quickly as the first data marts can be created, and the method lends itself well to an
exploratory and iterative approach to building data warehouses. For example, the data warehousing effort might start
in the "Sales" department, by building a Sales-data mart. Upon completion of the Sales-data mart, the business might
then decide to expand the warehousing activities into the, say, "Production department" resulting in a Production
data mart. The requirement for the Sales data mart and the Production data mart to be integrable, is that they share
the same "Bus", that will be, that the data warehousing team has made the effort to identify and implement the
conformed dimensions in the bus, and that the individual data marts links that information from the bus. The
Sales-data mart is good as it is (assuming that the bus is complete) and the Production-data mart can be constructed
virtually independent of the Sales-data mart (but not independent of the Bus).
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If integration via the bus is achieved, the data warehouse, through its two data marts, will not only be able to deliver
the specific information that the individual data marts are designed to do, in this example either "Sales" or
"Production" information, but can deliver integrated Sales-Production information, which, often, is of critical
business value.

Top-down design
Bill Inmon, has defined a data warehouse as a centralized repository for the entire enterprise.[3] The top-down
approach is designed using a normalized enterprise data model. "Atomic" data, that is, data at the lowest level of
detail, are stored in the data warehouse. Dimensional data marts containing data needed for specific business
processes or specific departments are created from the data warehouse. In the Inmon vision, the data warehouse is at
the center of the "Corporate Information Factory" (CIF), which provides a logical framework for delivering business
intelligence (BI) and business management capabilities. Gartner released a research note confirming Inmon's
definition in 2005[4] with additional clarity plus they added one additional attribute.
The data warehouse is:
Subject-oriented

The data in the data warehouse is organized so that all the data elements relating to the same real-world event
or object are linked together.

Non-volatile
Data in the data warehouse are never over-written or deleted — once committed, the data are static, read-only,
and retained for future reporting.

Integrated
The data warehouse contains data from most or all of an organization's operational systems and these data are
made consistent.

Time-variant
For an operational system, the stored data contains the current value. The data warehouse, however, contains
the history of data values.

No virtualization
A data warehouse is a physical repository.

The top-down design methodology generates highly consistent dimensional views of data across data marts since all
data marts are loaded from the centralized repository. Top-down design has also proven to be robust against business
changes. Generating new dimensional data marts against the data stored in the data warehouse is a relatively simple
task. The main disadvantage to the top-down methodology is that it represents a very large project with a very broad
scope. The up-front cost for implementing a data warehouse using the top-down methodology is significant, and the
duration of time from the start of project to the point that end users experience initial benefits can be substantial. In
addition, the top-down methodology can be inflexible and unresponsive to changing departmental needs during the
implementation phases.

Hybrid design
Data warehouse (DW) solutions often resemble the hub and spokes architecture. Legacy systems feeding the DW/BI
solution often include customer relationship management (CRM) and enterprise resource planning solutions (ERP),
generating large amounts of data. To consolidate these various data models, and facilitate the extract transform load
(ETL) process, DW solutions often make use of an operational data store (ODS). The information from the ODS is
then parsed into the actual DW. To reduce data redundancy, larger systems will often store the data in a normalized
way. Data marts for specific reports can then be built on top of the DW solution.
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It is important to note that the DW database in a hybrid solution is kept on third normal form to eliminate data
redundancy. A normal relational database however, is not efficient for business intelligence reports where
dimensional modelling is prevalent. Small data marts can shop for data from the consolidated warehouse and use the
filtered, specific data for the fact tables and dimensions required. The DW effectively provides a single source of
information from which the data marts can read, creating a highly flexible solution from a BI point of view. The
hybrid architecture allows a DW to be replaced with a master data management solution where operational, not static
information could reside.
The Data Vault Modeling components follow hub and spokes architecture. This modeling style is a hybrid design,
consisting of the best practices from both 3rd normal form and star schema. The Data Vault model is not a true 3rd
normal form, and breaks some of the rules that 3NF dictates be followed. It is however, a top-down architecture with
a bottom up design. The Data Vault model is geared to be strictly a data warehouse. It is not geared to be end-user
accessible, which when built, still requires the use of a data mart or star schema based release area for business
purposes.

Data warehouses versus operational systems
Operational systems are optimized for preservation of data integrity and speed of recording of business transactions
through use of database normalization and an entity-relationship model. Operational system designers generally
follow the Codd rules of database normalization in order to ensure data integrity. Codd defined five increasingly
stringent rules of normalization. Fully normalized database designs (that is, those satisfying all five Codd rules) often
result in information from a business transaction being stored in dozens to hundreds of tables. Relational databases
are efficient at managing the relationships between these tables. The databases have very fast insert/update
performance because only a small amount of data in those tables is affected each time a transaction is processed.
Finally, in order to improve performance, older data are usually periodically purged from operational systems.

Evolution in organization use
These terms refer to the level of sophistication of a data warehouse:
Offline operational data warehouse

Data warehouses in this stage of evolution are updated on a regular time cycle (usually daily, weekly or
monthly) from the operational systems and the data is stored in an integrated reporting-oriented data

Offline data warehouse
Data warehouses at this stage are updated from data in the operational systems on a regular basis and the data
warehouse data are stored in a data structure designed to facilitate reporting.

On time data warehouse
Online Integrated Data Warehousing represent the real time Data warehouses stage data in the warehouse is
updated for every transaction performed on the source data

Integrated data warehouse
These data warehouses assemble data from different areas of business, so users can look up the information
they need across other systems.
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Measure (data warehouse)
In a data warehouse, a measure is a property on which calculations (e.g., sum, count, average, minimum, maximum)
can be made.

Example
For example if a retail store sold a specific product, the quantity and prices of each item sold could be added or
averaged to find the total number of items sold and total or average price of the goods.

Use of ISO representation terms
When entering data into a metadata registry such as ISO/IEC 11179, representation terms such as Number, Value
and Measure are typically used as measures.

References
• Kimball, Ralph et al. (1998); The Data Warehouse Lifecycle Toolkit, p17. Pub. Wiley. ISBN 0-471-25547-5.
• Kimball, Ralph (1996); The Data Warehouse Toolkit, p100. Pub. Wiley. ISBN 0-471-15337-0.

Fact table
In data warehousing, a fact table consists of the measurements, metrics or facts of a business process. It is located at
the center of a star schema or a snowflake schema surrounded by dimension tables. Where multiple fact tables are
used, these are arranged as a fact constellation schema. A fact table typically has two types of columns: those that
contain facts and those that are foreign keys to dimension tables. The primary key of a fact table is usually a
composite key that is made up of all of its foreign keys. Fact tables contain the content of the data warehouse and
store different types of measures like additive, non additive, and semi additive measures.
Fact tables provide the (usually) additive values that act as independent variables by which dimensional attributes are
analyzed. Fact tables are often defined by their grain. The grain of a fact table represents the most atomic level by
which the facts may be defined. The grain of a SALES fact table might be stated as "Sales volume by Day by
Product by Store". Each record in this fact table is therefore uniquely defined by a day, product and store. Other
dimensions might be members of this fact table (such as location/region) but these add nothing to the uniqueness of
the fact records. These "affiliate dimensions" allow for additional slices of the independent facts but generally
provide insights at a higher level of aggregation (a region contains many stores).

Example
If the business process is SALES, then the corresponding fact table will typically contain columns representing both
raw facts and aggregations in rows such as:
• $12,000, being "sales for New York store for 15-Jan-2005"
• $34,000, being "sales for Los Angeles store for 15-Jan-2005"
• $22,000, being "sales for New York store for 16-Jan-2005"
• $50,000, being "sales for Los Angeles store for 16-Jan-2005"
• $21,000, being "average daily sales for Los Angeles Store for Jan-2005"
• $65,000, being "average daily sales for Los Angeles Store for Feb-2005"
• $33,000, being "average daily sales for Los Angeles Store for year 2005"
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"average daily sales" is a measurement which is stored in the fact table. The fact table also contains foreign keys
from the dimension tables, where time series (e.g. dates) and other dimensions (e.g. store location, salesperson,
product) are stored.
All foreign keys between fact and dimension tables should be surrogate keys, not reused keys from operational data.

Measure types
•• Additive - Measures that can be added across any dimension.
•• Non Additive - Measures that cannot be added across any dimension.
•• Semi Additive - Measures that can be added across some dimensions.
A fact table might contain either detail level facts or facts that have been aggregated (fact tables that contain
aggregated facts are often instead called summary tables).
Special care must be taken when handling ratios and percentage. One good design rule[1] is to never store
percentages or ratios in fact tables but only calculate these in the data access tool. Thus only store the numerator and
denominator in the fact table, which then can be aggregated and the aggregated stored values can then be used for
calculating the ratio or percentage in the data access tool.
In the real world, it is possible to have a fact table that contains no measures or facts. These tables are called "factless
fact tables", or "junction tables".
The "Factless fact tables" can for example be used for modeling many-to-many relationships or capture events.

Types of fact tables
There are basically three fundamental measurement events, which characterizes all fact tables.
•• Transactional

A transactional table is the most basic and fundamental. The grain associated with a transactional fact table is
usually specified as "one row per line in a transaction", e.g., every line on a receipt. Typically a transactional
fact table holds data of the most detailed level, causing it to have a great number of dimensions associated with
it.

•• Periodic snapshots
The periodic snapshot, as the name implies, takes a "picture of the moment", where the moment could be any
defined period of time, e.g. a performance summary of a salesman over the previous month. A periodic
snapshot table is dependent on the transactional table, as it needs the detailed data held in the transactional fact
table in order to deliver the chosen performance output.

•• Accumulating snapshots
This type of fact table is used to show the activity of a process that has a well-defined beginning and end, e.g.,
the processing of an order. An order moves through specific steps until it is fully processed. As steps towards
fulfilling the order are completed, the associated row in the fact table is updated. An accumulating snapshot
table often has multiple date columns, each representing a milestone in the process. Therefore, it's important to
have an entry in the associated date dimension that represents an unknown date, as many of the milestone
dates are unknown at the time of the creation of the row.

•• Temporal snapshots
By applying Temporal Database theory and modelling techniques the Temporal Snapshot Fact Table allows to
have the equivalent of daily snapshots without really having daily snapshots. It introduces the concept of Time
Intervals into a fact table, allowing to save a lot of space, optimizing performances while allowing the end user
to have the logical equivalent of the "picture of the moment" he is interested in.
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Steps in designing a fact table
•• Identify a business process for analysis (like sales).
•• Identify measures of facts (sales dollar), by asking questions like 'What number of XX are relevant for the

business process?', replacing the XX with various options that make sense within the context of the business.
•• Identify dimensions for facts (product dimension, location dimension, time dimension, organization dimension),

by asking questions that make sense within the context of the business, like 'Analyse by XX', where XX is
replaced with the subject to test.

•• List the columns that describe each dimension (region name, branch name, business unit name).
•• Determine the lowest level (granularity) of summary in a fact table (e.g. sales dollars).
An alternative approach is the four step design process described in Kimball.

References
[1] Kimball & Ross - The Data Warehouse Toolkit, 2nd Ed [Wiley 2002]

Degenerate dimension

The Kimball definition
According to Ralph Kimball, in a data warehouse, a degenerate dimension is a dimension key in the fact table that
does not have its own dimension table, because all the interesting attributes have been placed in analytic dimensions.
The term "degenerate dimension" was originated by Ralph Kimball.
As Bob Becker says,

Degenerate dimensions commonly occur when the fact table's grain is a single transaction (or transaction line).
Transaction control header numbers assigned by the operational business process are typically degenerate
dimensions, such as order, ticket, credit card transaction, or check numbers. These degenerate dimensions are
natural keys of the "parents" of the line items.
Even though there is no corresponding dimension table of attributes, degenerate dimensions can be quite
useful for grouping together related fact tables rows. For example, retail point-of-sale transaction numbers tie
all the individual items purchased together into a single market basket. In health care, degenerate dimensions
can group the claims items related to a single hospital stay or episode of care.

Other uses of the term
Although most writers and practitioners use the term degenerate dimension correctly, it is very easy to find
misleading definitions in online and printed sources. For example, the Oracle FAQ defines a degenerate dimension
as a "data dimension that is stored in the fact table rather than a separate dimension table. This eliminates the need to
join to a dimension table. You can use the data in the degenerate dimension to limit or 'slice and dice' your fact table
measures."
This common interpretation implies that it is good dimensional modeling practice to place dimension attributes in the
fact table, as long as you call them a degenerate dimension. This is not the case; the concept of degenerate
dimension was developed by Kimball to support a specific, well-defined exception to the otherwise ironclad rule
that dimension attributes are always pulled out into dimension tables.
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External reference
Becker, Bob (3 June 2003). "Design Tip #46: Another Look At Degenerate Dimensions" [1]. Fact Table Core
Concepts. Kimball Group. Retrieved 25 January 2013.

Notes
[1] http:/ / www. kimballgroup. com/ 2003/ 06/ 03/ design-tip-46-another-look-at-degenerate-dimensions/

References
• Kimball, Ralph et al. (1998); The Data Warehouse Lifecycle Toolkit, p17. Pub. Wiley. ISBN 0-471-25547-5.
• Kimball, Ralph (1996); The Data Warehouse Toolkit, p. 100. Pub. Wiley. ISBN 0-471-15337-0.

Slowly changing dimension
Dimension is a term in data management and data warehousing. It's the logical groupings of data such as
geographical location, customer or product information. With Slowly Changing Dimensions (SCDs) data changes
slowly, rather than changing on a time-based, regular schedule.
For example, you may have a dimension in your database that tracks the sales records of your company's
salespeople. Creating sales reports seems simple enough, until a salesperson is transferred from one regional office
to another. How do you record such a change in your sales dimension?
You could calculate the sum or average of each salesperson's sales, but if you use that to compare the performance of
salespeople, that might give misleading information. If the salesperson was transferred and used to work in a hot
market where sales were easy, and now works in a market where sales are infrequent, his/her totals will look much
stronger than the other salespeople in their new region. Or you could create a second salesperson record and treat the
transferred person as a new sales person, but that creates problems.
Dealing with these issues involves SCD management methodologies referred to as Type 0 through 6. Type 6 SCDs
are also sometimes called Hybrid SCDs.

Type 0
The Type 0 method is passive. It manages dimensional changes and no action is performed. Values remain as they
were at the time the dimension record was first inserted. In certain circumstances history is preserved with a Type 0.
High order types are employed to guarantee the preservation of history whereas Type 0 provides the least or no
control.
The most common types are I, II, and III.

Type 1
This methodology overwrites old with new data, and therefore does not track historical data.
Example of a supplier table:

Supplier_Key Supplier_Code Supplier_Name Supplier_State

123 ABC Acme Supply Co CA

In the above example, Supplier_Code is the natural key and Supplier_Key is a surrogate key. Technically, the 
surrogate key is not necessary, since the row will be unique by the natural key (Supplier_Code). However, to

http://www.kimballgroup.com/2003/06/03/design-tip-46-another-look-at-degenerate-dimensions/
http://www.kimballgroup.com/2003/06/03/design-tip-46-another-look-at-degenerate-dimensions/
http://en.wikipedia.org/w/index.php?title=Ralph_Kimball
http://en.wikipedia.org/w/index.php?title=Ralph_Kimball
http://en.wikipedia.org/w/index.php?title=Data_warehousing
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optimize performance on joins use integer rather than character keys.
If the supplier relocates the headquarters to Illinois the record would be overwritten:

Supplier_Key Supplier_Code Supplier_Name Supplier_State

123 ABC Acme Supply Co IL

The disadvantage of the Type I method is that there is no history in the data warehouse. It has the advantage however
that it's easy to maintain.
If you have calculated an aggregate table summarizing facts by state, it will need to be recalculated when the
Supplier_State is changed.

Type 2
This method tracks historical data by creating multiple records for a given natural key in the dimensional tables with
separate surrogate keys and/or different version numbers. Unlimited history is preserved for each insert.
For example, if the supplier relocates to Illinois the version numbers will be incremented sequentially:

Supplier_Key Supplier_Code Supplier_Name Supplier_State Version.

123 ABC Acme Supply Co CA 0

124 ABC Acme Supply Co IL 1

Another method is to add 'effective date' columns.

Supplier_Key Supplier_Code Supplier_Name Supplier_State Start_Date End_Date

123 ABC Acme Supply Co CA 01-Jan-2000 21-Dec-2004

124 ABC Acme Supply Co IL 22-Dec-2004

The null End_Date in row two indicates the current tuple version. In some cases, a standardized surrogate high date
(e.g. 9999-12-31) may be used as an end date, so that the field can be included in an index, and so that null-value
substitution is not required when querying.
Transactions that reference a particular surrogate key (Supplier_Key) are then permanently bound to the time slices
defined by that row of the slowly changing dimension table. An aggregate table summarizing facts by state continues
to reflect the historical state, i.e. the state the supplier was in at the time of the transaction; no update is needed.
If there are retrospective changes made to the contents of the dimension, or if new attributes are added to the
dimension (for example a Sales_Rep column) which have different effective dates from those already defined, then
this can result in the existing transactions needing to be updated to reflect the new situation. This can be an
expensive database operation, so Type 2 SCDs are not a good choice if the dimensional model is subject to change.
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Type 3
This method tracks changes using separate columns and preserves limited history. The Type 3 preserves limited
history as it's limited to the number of columns designated for storing historical data. The original table structure in
Type 1 and Type 2 is the same but Type III adds additional columns. In the following example, an additional column
has been added to the table to record the supplier's original state - only the previous history is stored.

Supplier_Key Supplier_Code Supplier_Name Original_Supplier_State Effective_Date Current_Supplier_State

123 ABC Acme Supply Co CA 22-Dec-2004 IL

This record contains a column for the original state and current state—cannot track the changes if the supplier
relocates a second time.
One variation of this is to create the field Previous_Supplier_State instead of Original_Supplier_State which would
track only the most recent historical change.

Type 4
The Type 4 method is usually referred to as using "history tables", where one table keeps the current data, and an
additional table is used to keep a record of some or all changes. Both the surrogate keys are referenced in the Fact
table to enhance query performance.For the above example the original table name is Supplier and the history table
is Supplier_History.

Supplier

Supplier_key Supplier_Code Supplier_Name Supplier_State

123 ABC Acme Supply Co IL

Supplier_History

Supplier_key Supplier_Code Supplier_Name Supplier_State Create_Date

123 ABC Acme Supply Co CA 22-Dec-2004

This method resembles how database audit tables and change data capture techniques function.

Type 6 / hybrid
The Type 6 method combines the approaches of types 1, 2 and 3 (1 + 2 + 3 = 6). One possible explanation of the
origin of the term was that it was coined by Ralph Kimball during a conversation with Stephen Pace from
Kalido[citation needed]. Ralph Kimball calls this method "Unpredictable Changes with Single-Version Overlay" in The
Data Warehouse Toolkit.
The Supplier table starts out with one record for our example supplier:

Supplier_Key Supplier_Code Supplier_Name Current_State Historical_State Start_Date End_Date Current_Flag

123 ABC Acme Supply Co CA CA 01-Jan-2000 31-Dec-9999 Y

The Current_State and the Historical_State are the same. The Current_Flag attribute indicates that this is the current
or most recent record for this supplier.
When Acme Supply Company moves to Illinois, we add a new record, as in Type 2 processing:

http://en.wikipedia.org/w/index.php?title=Change_data_capture
http://en.wikipedia.org/w/index.php?title=Ralph_Kimball
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Ralph_Kimball
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Supplier_Key Supplier_Code Supplier_Name Current_State Historical_State Start_Date End_Date Current_Flag

123 ABC Acme Supply Co IL CA 01-Jan-2000 21-Dec-2004 N

124 ABC Acme Supply Co IL IL 22-Dec-2004 31-Dec-9999 Y

We overwrite the Current_State information in the first record (Supplier_Key = 123) with the new information, as in
Type 1 processing. We create a new record to track the changes, as in Type 2 processing. And we store the history in
a second State column (Historical_State), which incorporates Type 3 processing.
For example if the supplier were to relocate again, we would add another record to the Supplier dimension, and we
would overwrite the contents of the Current_State column:

Supplier_Key Supplier_Code Supplier_Name Current_State Historical_State Start_Date End_Date Current_Flag

123 ABC Acme Supply Co NY CA 01-Jan-2000 21-Dec-2004 N

124 ABC Acme Supply Co NY IL 22-Dec-2004 03-Feb-2008 N

125 ABC Acme Supply Co NY NY 04-Feb-2008 31-Dec-9999 Y

Note that, for the current record (Current_Flag = 'Y'), the Current_State and the Historical_State are always the
same.

Type 2 / Type 6 fact implementation

Type 2 surrogate key with Type 3 attribute
In many Type 2 and Type 6 SCD implementations, the surrogate key from the dimension is put into the fact table in
place of the natural key when the fact data is loaded into the data repository. The surrogate key is selected for a given
fact record based on its effective date and the Start_Date and End_Date from the dimension table. This allows the
fact data to be easily joined to the correct dimension data for the corresponding effective date.
Here is the Supplier table as we created it above using Type 6 Hybrid methodology:

Supplier_Key Supplier_Code Supplier_Name Current_State Historical_State Start_Date End_Date Current_Flag

123 ABC Acme Supply Co NY CA 01-Jan-2000 21-Dec-2004 N

124 ABC Acme Supply Co NY IL 22-Dec-2004 03-Feb-2008 N

125 ABC Acme Supply Co NY NY 04-Feb-2008 31-Dec-9999 Y

Once the Delivery table contains the correct Supplier_Key, it can easily be joined to the Supplier table using that
key. The following SQL retrieves, for each fact record, the current supplier state and the state the supplier was
located in at the time of the delivery:

SELECT

  delivery.delivery_cost,

  supplier.supplier_name,

  supplier.historical_state,

  supplier.current_state

FROM delivery

INNER JOIN supplier

  ON delivery.supplier_key = supplier.supplier_key



Slowly changing dimension 1062

Pure Type 6 implementation
Having a Type 2 surrogate key for each time slice can cause problems if the dimension is subject to change.
A pure Type 6 implementation does not use this, but uses a Surrogate Key for each master data item (e.g. each
unique supplier has a single surrogate key).
This avoids any changes in the master data having an impact on the existing transaction data.
It also allows more options when querying the transactions.
Here is the Supplier table using the pure Type 6 methodology:

Supplier_Key Supplier_Code Supplier_Name Supplier_State Start_Date End_Date

456 ABC Acme Supply Co CA 01-Jan-2000 21-Dec-2004

456 ABC Acme Supply Co IL 22-Dec-2004 03-Feb-2008

456 ABC Acme Supply Co NY 04-Feb-2008 31-Dec-9999

The following example shows how the query must be extended to ensure a single supplier record is retrieved for
each transaction.

SELECT

  supplier.supplier_code,

  supplier.supplier_state

FROM supplier

INNER JOIN delivery

  ON supplier.supplier_key = delivery.supplier_key

 AND delivery.delivery_date >= supplier.start_date

 AND delivery.delivery_date <= supplier.end_date

A fact record with an effective date (Delivery_Date) of August 9, 2001 will be linked to Supplier_Code of ABC,
with a Supplier_State of 'CA'. A fact record with an effective date of October 11, 2007 will also be linked to the
same Supplier_Code ABC, but with a Supplier_State of 'IL'.
Whilst more complex, there are a number of advantages of this approach, including:
1.1. If there is more than one date on the fact (e.g. Order Date, Delivery Date, Invoice Payment Date) you can choose

which date to use for a query.
2.2. You can do "as at now", "as at transaction time" or "as at a point in time" queries by changing the date filter logic.
3.3. You don't need to reprocess the Fact table if there is a change in the dimension table (e.g. adding additional fields

retrospectively which change the time slices, or if you make a mistake in the dates on the dimension table you can
correct them easily).

4. You can introduce bi-temporal dates in the dimension table.
5.5. You can join the fact to the multiple versions of the dimension table to allow reporting of the same information

with different effective dates, in the same query.
The following example shows how a specific date such as '2012-01-01 00:00:00' (which could be the current
datetime) can be used.

SELECT

  supplier.supplier_code,

  supplier.supplier_state

FROM supplier

INNER JOIN delivery

  ON supplier.supplier_key = delivery.supplier_key

http://en.wikipedia.org/w/index.php?title=Temporal_database%23Bitemporal_Relations
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 AND '2012-01-01 00:00:00' >= supplier.start_date

 AND '2012-01-01 00:00:00' <= supplier.end_date

Both surrogate and natural key
An alternative implementation is to place both the surrogate key and the natural key into the fact table. This allows
the user to select the appropriate dimension records based on:
•• the primary effective date on the fact record (above),
•• the most recent or current information,
•• any other date associated with the fact record.
This method allows more flexible links to the dimension, even if you have used the Type 2 approach instead of Type
6.
Here is the Supplier table as we might have created it using Type 2 methodology:

Supplier_Key Supplier_Code Supplier_Name Supplier_State Start_Date End_Date Current_Flag

123 ABC Acme Supply Co CA 01-Jan-2000 21-Dec-2004 N

124 ABC Acme Supply Co IL 22-Dec-2004 03-Feb-2008 N

125 ABC Acme Supply Co NY 04-Feb-2008 31-Dec-9999 Y

The following SQL retrieves the most current Supplier_Name and Supplier_State for each fact record:

SELECT

  delivery.delivery_cost,

  supplier.supplier_name,

  supplier.supplier_state

FROM delivery

INNER JOIN supplier

  ON delivery.supplier_code = supplier.supplier_code

WHERE supplier.current_flag = 'Y'

If there are multiple dates on the fact record, the fact can be joined to the dimension using another date instead of the
primary effective date. For instance, the Delivery table might have a primary effective date of Delivery_Date, but
might also have an Order_Date associated with each record.
The following SQL retrieves the correct Supplier_Name and Supplier_State for each fact record based on the
Order_Date:

SELECT

  delivery.delivery_cost,

  supplier.supplier_name,

  supplier.supplier_state

FROM delivery

INNER JOIN supplier

  ON delivery.supplier_code = supplier.supplier_code

 AND delivery.order_date >= supplier.start_date

 AND delivery.order_date <= supplier.end_date

Some cautions:
•• If the join query is not written correctly, it may return duplicate rows and/or give incorrect answers.
•• The date comparison might not perform well.
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• Some Business Intelligence tools do not handle generating complex joins well.
• The ETL processes needed to create the dimension table needs to be carefully designed to ensure that there are no

overlaps in the time periods for each distinct item of reference data.

Combining types
Different SCD Types can be applied to different columns of a table. For example, we can apply Type 1 to the
Supplier_Name column and Type 2 to the Supplier_State column of the same table.

Notes

References
• Bruce Ottmann, Chris Angus: Data processing system, US Patent Office, Patent Number 7,003,504 (http:/ / patft.
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Star schema
In computing, the Star Schema (also called star-join schema) is the simplest style of data mart schema. The star
schema consists of one or more fact tables referencing any number of dimension tables. The star schema is an
important special case of the snowflake schema, and is more effective for handling simpler queries.
The star schema gets its name from the physical model's[1] resemblance to a star with a fact table at its center and the
dimension tables surrounding it representing the star's points.

Model
The star schema separates business process data into facts, which hold the measurable, quantitative data about a
business, and dimensions which are descriptive attributes related to fact data. Examples of fact data include sales
price, sale quantity, and time, distance, speed, and weight measurements. Related dimension attribute examples
include product models, product colors, product sizes, geographic locations, and salesperson names.
A star schema that has many dimensions is sometimes called a centipede schema.[2] Having dimensions of only a
few attributes, while simpler to maintain, results in queries with many table joins and makes the star schema less
easy to use.

Fact tables
Fact tables record measurements or metrics for a specific event. Fact tables generally consist of numeric values, and
foreign keys to dimensional data where descriptive information is kept. Fact tables are designed to a low level of
uniform detail (referred to as "granularity" or "grain"), meaning facts can record events at a very atomic level. This
can result in the accumulation of a large number of records in a fact table over time. Fact tables are defined as one of
three types:
•• Transaction fact tables record facts about a specific event (e.g., sales events)
•• Snapshot fact tables record facts at a given point in time (e.g., account details at month end)
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•• Accumulating snapshot tables record aggregate facts at a given point in time (e.g., total month-to-date sales for a
product)

Fact tables are generally assigned a surrogate key to ensure each row can be uniquely identified.

Dimension tables
Dimension tables usually have a relatively small number of records compared to fact tables, but each record may
have a very large number of attributes to describe the fact data. Dimensions can define a wide variety of
characteristics, but some of the most common attributes defined by dimension tables include:
•• Time dimension tables describe time at the lowest level of time granularity for which events are recorded in the

star schema
•• Geography dimension tables describe location data, such as country, state, or city
•• Product dimension tables describe products
•• Employee dimension tables describe employees, such as sales people
•• Range dimension tables describe ranges of time, dollar values, or other measurable quantities to simplify

reporting
Dimension tables are generally assigned a surrogate primary key, usually a single-column integer data type, mapped
to the combination of dimension attributes that form the natural key.

Benefits
Star schemas are denormalized, meaning the normal rules of normalization applied to transactional relational
databases are relaxed during star schema design and implementation. The benefits of star schema denormalization
are:
• Simpler queries - star schema join logic is generally simpler than the join logic required to retrieve data from a

highly normalized transactional schemas.
• Simplified business reporting logic - when compared to highly normalized schemas, the star schema simplifies

common business reporting logic, such as period-over-period and as-of reporting.
• Query performance gains - star schemas can provide performance enhancements for read-only reporting

applications when compared to highly normalized schemas.
•• Fast aggregations - the simpler queries against a star schema can result in improved performance for aggregation

operations.
• Feeding cubes - star schemas are used by all OLAP systems to build proprietary OLAP cubes efficiently; in fact,

most major OLAP systems provide a ROLAP mode of operation which can use a star schema directly as a source
without building a proprietary cube structure.
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Disadvantages
The main disadvantage of the star schema is that data integrity is not enforced as well as it is in a highly normalized
database. One-off inserts and updates can result in data anomalies which normalized schemas are designed to avoid.
Generally speaking, star schemas are loaded in a highly controlled fashion via batch processing or near-real time
"trickle feeds", to compensate for the lack of protection afforded by normalization.

Example

Star schema used by example query.

Consider a database of sales, perhaps from a
store chain, classified by date, store and
product. The image of the schema to the
right is a star schema version of the sample
schema provided in the snowflake schema
article.

Fact_Sales is the fact table and there are
three dimension tables Dim_Date,
Dim_Store and Dim_Product.

Each dimension table has a primary key on
its Id column, relating to one of the
columns (viewed as rows in the example
schema) of the Fact_Sales table's
three-column (compound) primary key (Date_Id, Store_Id, Product_Id). The non-primary key
Units_Sold column of the fact table in this example represents a measure or metric that can be used in
calculations and analysis. The non-primary key columns of the dimension tables represent additional attributes of the
dimensions (such as the Year of the Dim_Date dimension).

For example, the following query answers how many TV sets have been sold, for each brand and country, in 1997:

SELECT

      P.Brand,

      S.Country as Countries,

      SUM(F.Units_Sold)

FROM Fact_Sales F

INNER JOIN Dim_Date D    ON F.Date_Id = D.Id

INNER JOIN Dim_Store S   ON F.Store_Id = S.Id

INNER JOIN Dim_Product P ON F.Product_Id = P.Id

WHERE

      D.Year = 1997

AND P.Product_Category = 'tv'

GROUP BY

      P.Brand,

      S.Country

http://en.wikipedia.org/w/index.php?title=File%3AStar-schema-example.png
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Dimension table
In data warehousing, a dimension table is one of the set of companion tables to a fact table.
The fact table contains business facts (or measures), and foreign keys which refer to candidate keys (normally
primary keys) in the dimension tables.
Contrary to fact tables, dimension tables contain descriptive attributes (or fields) that are typically textual fields (or
discrete numbers that behave like text). These attributes are designed to serve two critical purposes: query
constraining and/or filtering, and query result set labeling.
Dimension attributes should be:
•• Verbose (labels consisting of full words)
•• Descriptive
•• Complete (having no missing values)
•• Discretely valued (having only one value per dimension table row)
•• Quality assured (having no misspellings or impossible values)
Dimension table rows are uniquely identified by a single key field. It is recommended that the key field be a simple
integer because a key value is meaningless, used only for joining fields between the fact and dimension tables.
The use of surrogate dimension keys brings several advantages, including:
• Performance. Join processing is made much more efficient by using a single field (the surrogate key)
•• Buffering from operational key management practices. This prevents situations where removed data rows might

reappear when their natural keys get reused or reassigned after a long period of dormancy
•• Mapping to integrate disparate sources
•• Handling unknown or not-applicable connections
•• Tracking changes in dimension attribute values
Although surrogate key use places a burden put on the ETL system, pipeline processing can be improved, and ETL
tools have built-in improved surrogate key processing.
The goal of a dimension table is to create standardized, conformed dimensions that can be shared across the
enterprise's data warehouse environment, and enable joining to multiple fact tables representing various business
processes.
Conformed dimensions are important to the enterprise nature of DW/BI systems because they promote:
•• Consistency. Every fact table is filtered consistently, so that query answers are labeled consistently.
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•• Integration. Queries can drill into different process fact tables separately for each individual fact table, then join
the results on common dimension attributes.

•• Reduced development time to market. The common dimensions are available without recreating them.
Over time, the attributes of a given row in a dimension table may change. For example, the shipping address for a
company may change. Kimball refers to this phenomenon as Slowly Changing Dimensions. Strategies for dealing
with this kind of change are divided into three categories:
•• Type One. Simply overwrite the old value(s).
• Type Two. Add a new row containing the new value(s), and distinguish between the rows using Tuple-versioning

techniques.
•• Type Three. Add a new attribute to the existing row.

References
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• Kimball, Ralph et al. (1998); The Data Warehouse Lifecycle Toolkit, p17. Pub. Wiley. ISBN 0-471-25547-5.
• Kimball, Ralph (1996); The Data Warehouse Toolkit, p100. Pub. Wiley. ISBN 0-471-15337-0.

Dimensional Fact Model
The Dimensional Fact Model (DFM) is an ad hoc formalism specifically devised to support the conceptual modeling
phase in a DW project.
Data Warehouses (DWs) are databases used by decision makers to analyze the status and the development of an
organization. DWs are based on large amounts of data integrated from heterogeneous sources into multidimensional
databases, and they are optimized for accessing data in a way that comes natural to human analysts (e.g., OLAP
applications).
Data in a DW are organized according to the multidimensional model, that hinges on the concepts of fact (a focus of
interest for the decision-making process, such as sales and orders) and dimension (a coordinate for analyzing a fact,
such as time, customer, and product). Each fact is quantified through a set of numerical measures, such as the
quantity of product sold, the price of products, etc.
DW design and development require ad hoc methodologies and an appropriate life-cycle.[][1][2]

Overview
The DFM is a graphical conceptual model, specifically devised for multidimensional design, in order to:
•• lend effective support to conceptual design
•• create an environment in which user queries may be formulated intuitively
•• make communication possible between designers and end users with the goal of formalizing requirement

specifications
•• build a stable platform for logical design
•• provide clear and expressive design documentation.
The conceptual representation generated by the DFM consists of a set of fact schemata. Fact schemata model facts,
measures, dimensions, and hierarchies (see Figure 1). Besides these basic elements, the DFM includes a large set of
constructs for expressing the multitude of conceptual nuances that characterize actual modeling scenarios in projects
of small to large complexity. A multidimensional schema modeled with the DFM can easily (i.e.,
semi-automatically) be implemented on both ROLAP and MOLAP platforms.
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Basic concepts
A fact is a concept relevant to decision-making processes. It typically models a set of events taking place within a
company. Examples of facts in the commercial domain are sales, shipments, purchases, and complaints.

Figure 1: a simple fact schema for the invoice
fact

A measure is a numerical property of a fact and describes a
quantitative attribute that is relevant to analysis. For example, each sale
is measured by the number of units sold, the unit price, and the total
receipts.

A dimension is a property, with a finite domain, that describes an
analysis coordinate of the fact. A fact generally has multiple
dimensions that define its minimum representation granularity. Typical
dimensions for the sales fact are products, stores, and dates; in which
case, the basic information that can be represented is product sales in one store in one day.

A fact is represented by a box that displays the fact name along with the measure names. Small circles represent the
dimensions, which are linked to the fact by straight lines (see Figure 1).
A dimensional attribute is a property, with a finite domain, of a dimension. Like dimensions, a dimensional attribute
is represented by a circle. For instance, a product may be described by its type, category, and brand; a customer may
be represented by city and nation. The relationships among the dimensional attributes are expressed by hierarchies.
A hierarchy is a directed tree whose nodes are dimensional attributes and whose arcs model many-to-one
associations between dimensional attribute pairs. A hierarchy includes a dimension, positioned at the tree’s root, and
all of the dimensional attributes that describe it. Arcs are graphically represented by straight lines that connect
dimensional attributes. Hierarchies define the way elemental business events can be selected and aggregated for
decision-making processes.

Advanced concepts

Figure 2: a more complex fact schema for the
invoice fact

A descriptive attribute specifies a property of a dimension attribute, to
which it is related by a x-to-one association. Descriptive attributes
cannot be used for aggregation; they are always leaves of a hierarchy
and are graphically represented by horizontal lines, like Telephone
number in Figure 2.

A cross-dimensional attribute is a dimensional or descriptive attribute
whose value is defined by the combination of two or more dimensional
attributes, possibly belonging to different hierarchies. For example, if a
product value added tax (VAT) depends both on the product category
and on the country where the product is sold, you can use a cross-dimensional attribute to represent it. Figure 2
shows this example by joining the arcs that define a product VAT with a circular arc.

Figure 3: a fact schema for the book sales fact

A convergence takes place when two dimensional attributes within a
hierarchy are connected by two or more alternative paths of
many-to-one associations. Convergences are represented by letting two
or more arcs reach the same dimensional attribute. For instance, in
Figure 2 the geographic hierarchy on the customer dimension contains
a convergence if we assume that, though no inclusion relationships
exists between districts and cities/states, sales districts never cross the nation boundaries. In this case, each customer
belongs to exactly one nation whichever of the two paths is followed.
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Optional arcs are used to model scenarios for which an association represented in a fact schema is not defined for a
subset of events. Optional arcs are marked with a dash. For instance, attribute diet in Figure 2 takes a value (such as
cholesterol-free, gluten-free, or sugar-free) only for food products; for the other products, it is undefined.
A multiple arc models a many-to-many association between the two dimensional attributes it connects. Graphically,
it is denoted by doubling the line that represents the arc. Consider the fact schema modeling the sales of books,
represented in Figure 3, whose dimensions are date and book. It would certainly be interesting to aggregate and
select sales on the basis of book authors. However, it would not be accurate to model author as a dimensional child
attribute of book because a book may have more than one author, and authors can write more than one book. Hence,
the relationship between books and authors is modeled as a multiple arc.
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Snowflake schema

The snowflake schema is a variation of the star schema, featuring normalization of
dimension tables.

In computing, a snowflake schema is
a logical arrangement of tables in a
multidimensional database such that
the entity relationship diagram
resembles a snowflake shape. The
snowflake schema is represented by
centralized fact tables which are
connected to multiple
dimensions.[citation needed].
"Snowflaking" is a method of
normalising the dimension tables in a
star schema. When it is completely
normalised along all the dimension
tables, the resultant structure resembles
a snowflake with the fact table in the
middle. The principle behind snowflaking is normalisation of the dimension tables by removing low cardinality
attributes and forming separate tables.[1]

The snowflake schema is similar to the star schema. However, in the snowflake schema, dimensions are normalized
into multiple related tables, whereas the star schema's dimensions are denormalized with each dimension represented
by a single table. A complex snowflake shape emerges when the dimensions of a snowflake schema are elaborate,
having multiple levels of relationships, and the child tables have multiple parent tables ("forks in the road").
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Common uses
Star and snowflake schemas are most commonly found in dimensional data warehouses and data marts where speed
of data retrieval is more important than the efficiency of data manipulations. As such, the tables in these schemas are
not normalized much, and are frequently designed at a level of normalization short of third normal form.[citation

needed]

Deciding whether to employ a star schema or a snowflake schema should involve considering the relative strengths
of the database platform in question and the query tool to be employed. Star schemas should be favored with query
tools that largely expose users to the underlying table structures, and in environments where most queries are simpler
in nature. Snowflake schemas are often better with more sophisticated query tools that create a layer of abstraction
between the users and raw table structures for environments having numerous queries with complex criteria.[citation

needed]

Data normalization and storage
Normalization splits up data to avoid redundancy (duplication) by moving commonly repeating groups of data into
new tables. Normalization therefore tends to increase the number of tables that need to be joined in order to perform
a given query, but reduces the space required to hold the data and the number of places where it needs to be updated
if the data changes.[citation needed]

From a space storage point of view, the dimensional tables are typically small compared to the fact tables. This often
removes the storage space benefit of snowflaking the dimension tables, as compared with a star schema.[citation

needed]

Some database developers compromise by creating an underlying snowflake schema with views built on top of it that
perform many of the necessary joins to simulate a star schema. This provides the storage benefits achieved through
the normalization of dimensions with the ease of querying that the star schema provides. The tradeoff is that
requiring the server to perform the underlying joins automatically can result in a performance hit when querying as
well as extra joins to tables that may not be necessary to fulfill certain queries.[citation needed]

Benefits
The snowflake schema is in the same family as the star schema logical model. In fact, the star schema is considered a
special case of the snowflake schema. The snowflake schema provides some advantages over the star schema in
certain situations, including:
• Some OLAP multidimensional database modeling tools are optimized for snowflake schemas.
• Normalizing attributes results in storage savings, the tradeoff being additional complexity in source query joins.

Disadvantages
The primary disadvantage of the snowflake schema is that the additional levels of attribute normalization adds
complexity to source query joins, when compared to the star schema. When compared to a highly normalized
transactional schema, the snowflake schema's denormalization removes the data integrity assurances provided by
normalized schemas. Data loads into the snowflake schema must be highly controlled and managed to avoid update
and insert anomalies.
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Examples

Snowflake schema used by example query.

The example schema shown to the right is a
snowflaked version of the star schema
example provided in the star schema
article.[citation needed]

The following example query is the
snowflake schema equivalent of the star
schema example code which returns the
total number of units sold by brand and by
country for 1997. Notice that the snowflake
schema query requires many more joins than
the star schema version in order to fulfill
even a simple query. The benefit of using
the snowflake schema in this example is that the storage requirements are lower since the snowflake schema
eliminates many duplicate values from the dimensions themselves.[citation needed]

SELECT

      B.Brand,

      G.Country,

      SUM(F.Units_Sold)

FROM Fact_Sales F

INNER JOIN Dim_Date D             ON F.Date_Id = D.Id

INNER JOIN Dim_Store S            ON F.Store_Id = S.Id

INNER JOIN Dim_Geography G        ON S.Geography_Id = G.Id

INNER JOIN Dim_Product P          ON F.Product_Id = P.Id

INNER JOIN Dim_Brand B            ON P.Brand_Id = B.Id

INNER JOIN Dim_Product_Category C ON P.Product_Category_Id = C.Id

WHERE

      D.Year = 1997 AND

      C.Product_Category = 'tv'

GROUP BY

      B.Brand,

      G.Country
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External links
• " Why is the Snowflake Schema a Good Data Warehouse Design? (http:/ / www. dcs. bbk. ac. uk/ ~mark/

download/ star. pdf)" by Mark Levene and George Loizou
• Reverse Snowflake Joins (http:/ / sourceforge. net/ projects/ revj/ )

Denormalization
In computing, denormalization is the process of attempting to optimize the read performance of a database by
adding redundant data or by grouping data.[1][2] In some cases, denormalization is a means of addressing
performance or scalability in relational database software.
A normalized design will often store different but related pieces of information in separate logical tables (called
relations). If these relations are stored physically as separate disk files, completing a database query that draws
information from several relations (a join operation) can be slow. If many relations are joined, it may be
prohibitively slow. There are two strategies for dealing with this. The preferred method is to keep the logical design
normalized, but allow the database management system (DBMS) to store additional redundant information on disk to
optimise query response. In this case it is the DBMS software's responsibility to ensure that any redundant copies are
kept consistent. This method is often implemented in SQL as indexed views (Microsoft SQL Server) or materialised
views (Oracle). A view represents information in a format convenient for querying, and the index ensures that
queries against the view are optimised.
The more usual approach is to denormalize the logical data design. With care this can achieve a similar improvement
in query response, but at a cost—it is now the database designer's responsibility to ensure that the denormalized
database does not become inconsistent. This is done by creating rules in the database called constraints, that specify
how the redundant copies of information must be kept synchronised. It is the increase in logical complexity of the
database design and the added complexity of the additional constraints that make this approach hazardous.
Moreover, constraints introduce a trade-off, speeding up reads (SELECT in SQL) while slowing down writes
(INSERT, UPDATE, and DELETE). This means a denormalized database under heavy write load may actually offer
worse performance than its functionally equivalent normalized counterpart.
A denormalized data model is not the same as a data model that has not been normalized, and denormalization
should only take place after a satisfactory level of normalization has taken place and that any required constraints
and/or rules have been created to deal with the inherent anomalies in the design. For example, all the relations are in
third normal form and any relations with join and multi-valued dependencies are handled appropriately.
Examples of denormalization techniques include:
• Materialised views, which may implement the following:

•• Storing the count of the "many" objects in a one-to-many relationship as an attribute of the "one" relation
•• Adding attributes to a relation from another relation with which it will be joined
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• Star schemas, which are also known as fact-dimension models and have been extended to snowflake schemas
• Prebuilt summarisation or OLAP cubes
Denormalization techniques are often used to improve the scalability of Web applications.[3]
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Single version of the truth
In computerized business management, SVOT, or Single Version of the Truth, is a technical concept describing the
data warehousing ideal of having either a single centralised database, or at least a distributed synchronised database,
which stores all of an organisation's data in a consistent and non-redundant form. This contrasts with the related
concept of Single Source of Truth (SSOT), which refers to is a data storage principle to always source a particular
piece of information from one place.[citation needed]

SVOT applied to message sequencing
In some systems and in the context of message processing systems (often realtime systems), this term also refers to
the goal of establishing a single agreed sequence of messages within a database formed by a particular but arbitrary
sequencing of records. The key concept is that data combined in a certain sequence is a "truth" which may be
analyzed and processed giving particular results, and that although the sequence is arbitrary (and thus another correct
but equally arbitrary sequencing would ultimately provide different results in any analysis), it is desirable to agree
that the sequence enshrined in the "single version of the truth" is the version that will be considered "the truth", and
that any conclusions drawn from analysis of the database are valid and unarguable, and (in a technical context) the
database may be duplicated to a backup environment to ensure a persistent record is kept of the "single version of the
truth".
The key point is when the database is created using an external data source (such as a sequence of trading messages
from a stock exchange) an arbitrary selection is made of one possibility from two or more equally valid
representations of the input data, but henceforth the decision sets "in stone" one and only one version of the truth.

Critique of SVOT as applied to message sequencing
Critics of "SVOT as applied to message sequencing" argue that this concept is not scalable. As the world moves
towards systems spread over many processing nodes, the effort involved in negotiating a single agreed-upon
sequence becomes prohibitive.
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Transaction data
Transaction data are data describing an event (the change as a result of a transaction) and is usually described with
verbs. Transaction data always has a time dimension, a numerical value and refers to one or more objects (i.e. the
reference data).
Typical transactions are:
•• Financial: orders, invoices, payments
•• Work: Plans, activity records
• Logistics: Deliveries, storage records, travel records, etc.
Typical transaction processing systems (systems generating transactions) are SAP and Oracle Financials.

Records management
Recording and retaining transactions is called records management. The record of the transaction is stored in a place
where the retention can be guaranteed and where data are archived/removed following a retention period. The format
of the transaction can be data (to be stored in a database), but it can also be a document.

Data Warehousing
Transaction data can be summarised in a Data warehouse, which helps accessibility and analysis of the data.
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Enterprise bus matrix
The 'Enterprise Bus Matrix is a Data Warehouse planning tool and model created by Ralph Kimball, and is part of
the Data Warehouse Bus Architecture. The Matrix is the logical definition of one of the core concepts of Kimball’s
approach to Dimensional Modeling – Conformed dimensions.[1]

The Bus Matrix defines part of the Data Warehouse Bus Architecture and is an output of the Business Requirements
phase in The Kimball Lifecycle. It is applied in the following phases of dimensional modeling and development of
the Data Warehouse . The matrix can be categorized as a hybrid model, being part technical design tool, part project
management tool and part communication tool [2]

Background
The Enterprise Bus Matrix stems from the issue of how one goes about creating the overall Data Warehouse
environment. Historically there has been the structure of the centralized and planned approach and the more loosely
defined, department specific, solutions developed in a more independent matter. Autonomous projects can result in a
range of isolated stove pipe data marts. Naturally each approach has its issues; the overall visionary approach often
struggles with long delivery cycles and lack of reaction time as the formalities and scope issues is evident. On the
other hand the development of isolated data marts, leading to Stovepipe systems that lacks synergy in development.
Over time this approach will lead to a so-called data-mart-in-a-box architecture [3] where interoperability and lack of
cohesion is apparent, and can hinder the realization of an overall enterprise Data Warehouse. As an attempt to handle
this matter Ralph Kimball introduced the enterprise bus.

The Bus Matrix
In short words the bus matrix purpose is one of high abstraction and visionary planning on the Data Warehouse
architectural level. By dictating coherency in the development and implementation of an overall Data Warehouse the
Bus Architecture approach enables an overall vision of the broader enterprise integration and consistency while at
the same time dividing the problem into more manageable parts – all in a technology and software independent
manner .[4]

The bus matrix and architecture builds upon the concept of conformed dimensions - creating a structure of common
dimensions that ideally can be used across the enterprise by all business processes related to the DW and the
corresponding fact tables from which they derive their context. According to Kimball and Marg Rosses article
“Differences of Opinion” [5] "The Enterprise Data warehouse built on the bus architecture ”identifies and enforces
the relationship between business process metrics (facts) and descriptive attributes (dimensions)”.
The concept of a bus[6] is well known in the language of Information Technology, and is what reflects the conformed
dimension concept in the Data Warehouse, creating the skeletal structure where all parts of a system connect,
ensuring interoperability and consistency of data, and at the same time considers future expansion. This makes the
conformed dimensions act as the integration ‘glue’, creating a robust backbone of the enterprise Data Warehouse.[7]
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Establishment and applicability
Figure 1[8] shows the base for a single document planning tool for the whole of the DW implementation - a graphical
overview of the enterprises core business processes or events each correspond to a measurement table of facts, that
typically is complemented by a major source system in the horizontal rows. In the vertical columns the groups of
contextual data is found as the common, conformed dimensions.
In this way the shared dimensions are defined, as each process indicates what dimensions it applies to through the
cells figure 2. By this definition and coordination of conformed dimensions and processes the development of the
overall data DW bus architecture is realized. The matrix identifies the shared dimensions related to processes and
fact tables, and can be a tool for planning, prioritizing what needs to be approached, coordinating implementation
and communicating the importance for conformed dimensions .
Kimball extends the matrix bus in detail as seen in figure 3 by introducing the other steps of the Datawarehouse
Methodology; The Fact tables, Granularity, and at last the description of the needed facts. description of the fact
tables, granularity and fact instances of each process, structuring and specifying what is needed across the enterprise
in a more specific matter, further exemplifying how the matrix can be used as a planning too.

References
[1] http:/ / www. kimballgroup. com/ 2003/ 09/ 15/ design-tip-49-off-the-bench/
[2] Kimball, Ralph & Ross, Margy; The Data Warehouse Toolkit: The Complete Guide to Dimensional Modeling, 2nd Edition John Wiley &

Sons, 2002
[3] http:/ / www. mimno. com/ avoiding-mistakes3. html#6
[4] http:/ / www. b-eye-network. com/ view/ 713
[5] http:/ / intelligent-enterprise. informationweek. com/ showArticle.

jhtml;jsessionid=0OVJNEHMPRXGRQE1GHRSKH4ATMY32JVN?articleID=17800088
[6] http:/ / en. wikipedia. org/ wiki/ Bus_(computing)
[7] http:/ / intelligent-enterprise. informationweek. com/ showArticle.

jhtml;jsessionid=GMS3H4SOBFQBBQE1GHOSKH4ATMY32JVN?articleID=17800088& pgno=2
[8] http:/ / www. widama. us/ Documents/ Kimball-DimensionalModeling. PDF

http://www.kimballgroup.com/2003/09/15/design-tip-49-off-the-bench/
http://www.mimno.com/avoiding-mistakes3.html#6
http://www.b-eye-network.com/view/713
http://intelligent-enterprise.informationweek.com/showArticle.jhtml;jsessionid=0OVJNEHMPRXGRQE1GHRSKH4ATMY32JVN?articleID=17800088
http://intelligent-enterprise.informationweek.com/showArticle.jhtml;jsessionid=0OVJNEHMPRXGRQE1GHRSKH4ATMY32JVN?articleID=17800088
http://en.wikipedia.org/wiki/Bus_(computing)
http://intelligent-enterprise.informationweek.com/showArticle.jhtml;jsessionid=GMS3H4SOBFQBBQE1GHOSKH4ATMY32JVN?articleID=17800088&pgno=2
http://intelligent-enterprise.informationweek.com/showArticle.jhtml;jsessionid=GMS3H4SOBFQBBQE1GHOSKH4ATMY32JVN?articleID=17800088&pgno=2
http://www.widama.us/Documents/Kimball-DimensionalModeling.PDF


1078

OLAP

Statistical database
A statistical database is a database used for statistical analysis purposes. It is an OLAP (online analytical
processing), instead of OLTP (online transaction processing) system. Modern decision, and classical statistical
databases are often closer to the relational model than the multidimensional model commonly used in OLAP systems
today.
Statistical databases typically contain parameter data and the measured data for these parameters. For example,
parameter data consists of the different values for varying conditions in an experiment (e.g., temperature, time). The
measured data (or variables) are the measurements taken in the experiment under these varying conditions.
Many statistical databases are sparse with many null or zero values. It is not uncommon for a statistical database to
be 40% to 50% sparse. There are two options for dealing with the sparseness: (1) leave the null values in there and
use compression techniques to squeeze them out or (2) remove the entries that only have null values.
Statistical databases often incorporate support for advanced statistical analysis techniques, such as correlations,
which go beyond SQL. They also pose unique security concerns, which were the focus of much research,
particularly in the late 1970s and early to mid-1980s.

Security in statistical databases
In a statistical database, it is often desired to allow query access only to aggregate data, not individual records.
Securing such a database is a difficult problem, since intelligent users can use a combination of aggregate queries to
derive information about a single individual.
Some common approaches are:
•• only allowing aggregate queries (SUM, COUNT, AVG, STDEV, etc.)
•• rather than returning exact values for sensitive data like income, only return which partition it belongs to (e.g.

35k-40k)
•• return imprecise counts (e.g. rather than 141 records met query, only indicate 130-150 records met it.)
•• don't allow overly selective WHERE clauses
•• audit all users queries, so users using system incorrectly can be investigated
•• use intelligent agents to detect automatically inappropriate system use
Research in this area has largely stalled; reference 3 below showed that, in general, securing statistical databases was
an impossible aim: if they were open to legitimate use, they were also open to abuse; and if they were restricted so
tightly as to be incapable of abuse, they would then be useless for practical statistical purposes. To quote:

The conclusion is that statistical databases are almost always subject to compromise. Severe restrictions on
allowable query set sizes will render the database useless as a source of statistical information but will not
secure the confidential records.[1]
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Some further reading
Statistical and Scientific Database Management (SSDBM) [2] An important series of conferences in this field
Some key papers in this field:
1. doi:10.1145/320613.320616 [3] - Dorothy E. Denning, Secure statistical databases with random sample queries,

ACM Transactions on Database Systems (TODS), Volume 5, Issue 3 (September 1980), Pages: 291 - 315
2. doi:10.1145/319830.319834 [4] - Wiebren de Jonge, Compromising statistical databases responding to queries

about means, ACM Transactions on Database Systems, Volume 8, Issue 1 (March 1983), Pages: 60 - 80
3. doi:10.1145/320128.320138 [5] - Dorothy E. Denning, Jan Schlörer, A fast procedure for finding a tracker in a

statistical database, ACM Transactions on Database Systems, Volume 5, Issue 1 (March 1980) . Pages: 88 - 102
4. A. Shoshani, “Statistical Databases: Characteristics, Problems, and some Solutions,” in Proceedings of the 8th

International Conference on Very Large Data Bases, San Francisco, CA, USA, 1982, pp. 208–222.
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on Database Systems (TODS), Volume 4, Issue 1 (March 1979), Pages: 76 - 96, .
[2] http:/ / www. informatik. uni-trier. de/ ~ley/ db/ conf/ ssdbm/
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Online transaction processing
Online transaction processing, or OLTP, is a class of information systems that facilitate and manage
transaction-oriented applications, typically for data entry and retrieval transaction processing. The term is somewhat
ambiguous; some understand a "transaction" in the context of computer or database transactions, while others (such
as the Transaction Processing Performance Council) define it in terms of business or commercial transactions.[1]

OLTP has also been used to refer to processing in which the system responds immediately to user requests. An
automated teller machine (ATM) for a bank is an example of a commercial transaction processing application.

Requirements
Online transaction processing increasingly requires support for transactions that span a network and may include
more than one company. For this reason, new online transaction processing software uses client or server processing
and brokering software that allows transactions to run on different computer platforms in a network.
In large applications, efficient OLTP may depend on sophisticated transaction management software (such as CICS)
and/or database optimization tactics to facilitate the processing of large numbers of concurrent updates to an
OLTP-oriented database.
For even more demanding decentralized database systems, OLTP brokering programs can distribute transaction
processing among multiple computers on a network. OLTP is often integrated into service-oriented architecture
(SOA) and Web services.
Online Transaction Processing (OLTP) involves gathering input information, processing the information and
updating existing information to reflect the gathered and processed information. As of today, most organizations use
a database management system to support OLTP. OLTP is carried in a client server system.
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Benefits
Online Transaction Processing has two key benefits: simplicity and efficiency. Reduced paper trails and the faster,
more accurate forecasts for revenues and expenses are both examples of how OLTP makes things simpler for
businesses.

Disadvantages
Additionally, like many modern online information technology solutions, some systems require offline maintenance
which further affects the cost-benefit analysis.

Contrasted to
•• Batch Processing
•• Grid Computing

References
[1] Transaction Processing Performance Council website (http:/ / www. tpc. org/ )

External links
• H-Store Project (http:/ / hstore. cs. brown. edu) (architectural and application shifts affecting OLTP performance)
• IBM CICS official website (http:/ / www. ibm. com/ cics)
• Transaction Processing Performance Council (http:/ / www. tpc. org/ )
• OLTP Schema (http:/ / dbms. knowledgehills. com/ What-is-Online-Transaction-Processing-(OLTP)-Schema/

a32p2)
• Transaction Processing: Concepts & Techniques Management (http:/ / www. amazon. com/ dp/ 1558601902)
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Operational system
An operational system is a term used in data warehousing to refer to a system that is used to process the day-to-day
transactions of an organization. These systems are designed in a manner that processing of day-to-day transactions is
performed efficiently and the integrity of the transactional data is preserved.

Synonyms
Sometimes operational systems are referred to as operational databases, transaction processing systems, or online
transaction processing systems (OLTP). However, the use of the last two terms as synonyms may be confusing,
because operational systems can be batch processing systems as well.
Any Enterprise must necessarily maintain a lot of data about its operation. This is its "Operational Data".

Organization Probably

Manufacturing Company Product data

Bank Account Data

Hospital Patient Data

University Student Data

Government Department Planning data

Operational data store
An operational data store (or "ODS") is a database designed to integrate data from multiple sources for additional
operations on the data. The data is then passed back to operational systems for further operations and to the data
warehouse for reporting.
Because the data originates from multiple sources, the integration often involves cleaning, resolving redundancy and
checking against business rules for integrity. An ODS is usually designed to contain low-level or atomic (indivisible)
data (such as transactions and prices) with limited history that is captured "real time" or "near real time" as opposed
to the much greater volumes of data stored in the data warehouse generally on a less-frequent basis.

General Use
The general purpose of an ODS is to integrate data from disparate source systems in a single structure, using data
integration technologies like data virtualization, data federation, or extract, transform, and load. This will allow
operational access to the data for operational reporting, master data or reference data management.
An ODS is not a replacement or substitute for a data warehouse but in turn could become a source.

Publications
• Inmon, William (1999). Building the Operational Data Store (2nd ed.). New York: John Wiley & Sons.

ISBN 0-471-32888-X.
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External links
•• ODS Architecture Patterns ( EA Reference Architecture)
• Bill Inmon Information Management article on ODS [1]

• Bill Inmon Information Management article on the five classes of ODS [2]

• Claudia Imhoff Information Management article on ODS [3]

References
[1] http:/ / www. dmreview. com/ issues/ 19980701/ 469-1. html
[2] http:/ / www. information-management. com/ issues/ 20000101/ 1749-1. html
[3] http:/ / www. dmreview. com/ issues/ 20000701/ 2361-1. html

Operational database
An operational database stores information about the activities of an organization, for example customer
relationship management transactions, in a computer database. Operational databases can be known as production
database, especially when distinguishing from a "test database" or "development database" used by programmers.

Use in business
Operational databases allow a business to enter, gather, and retrieve large quantities of specific information, such as
training status, personal employee information, sales, customer complaints, and previous proposal information.
Storing information in a centralized area can increase retrieval time for users. An important feature of storing
information in an operational database is the ability to share information across the company. Operational databases
can be used to monitor activities, to audit suspicious transactions, or to review the history of dealings with a
particular customer. They can also be part of the actual process of making and fulfilling a purchase, for example in
e-commerce.

Data warehouse terminology
In data warehousing, the term is even more specific: the operational database is the one which is accessed by an
operational system (for example a customer-facing website or the application used by the customer service
department) to carry out regular operations of an organization. Operational databases usually use an online
transaction processing database which is optimized for faster transaction processing (create, read, update and delete
operations).
The contents of the data warehouse are deleted from the operational database, but not necessarily updated in real
time (if the machines are separate). Data warehouses tend to be optimized for faster read-only queries as an online
analytical processing database to be used for back-office applications like business intelligence.

References
• O’Brien, J., and Marakas, G., (2008). Management Information Systems. Computer Software (pp. 185). New

York, New York: McGraw-Hill
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Online analytical processing
In computing, online analytical processing, or OLAP /ˈoʊlæp/, is an approach to answering multi-dimensional
analytical (MDA) queries swiftly. OLAP is part of the broader category of business intelligence, which also
encompasses relational database, report writing and data mining. Typical applications of OLAP include business
reporting for sales, marketing, management reporting, business process management (BPM), budgeting and
forecasting, financial reporting and similar areas, with new applications coming up, such as agriculture. The term
OLAP was created as a slight modification of the traditional database term OLTP (Online Transaction Processing).
OLAP tools enable users to analyze multidimensional data interactively from multiple perspectives. OLAP consists
of three basic analytical operations: consolidation (roll-up), drill-down, and slicing and dicing.[1] Consolidation
involves the aggregation of data that can be accumulated and computed in one or more dimensions. For example, all
sales offices are rolled up to the sales department or sales division to anticipate sales trends. By contrast, the
drill-down is a technique that allows users to navigate through the details. For instance, users can view the sales by
individual products that make up a region’s sales. Slicing and dicing is a feature whereby users can take out (slicing)
a specific set of data of the OLAP cube and view (dicing) the slices from different viewpoints.
Databases configured for OLAP use a multidimensional data model, allowing for complex analytical and ad hoc
queries with a rapid execution time. They borrow aspects of navigational databases, hierarchical databases and
relational databases.

Overview of OLAP systems
The core of any OLAP system is an OLAP cube (also called a 'multidimensional cube' or a hypercube). It consists of
numeric facts called measures which are categorized by dimensions. The measures are placed at the intersections of
the hypercube, which is spanned by the dimensions as a Vector space. The usual interface to manipulate an OLAP
cube is a matrix interface like Pivot tables in a spreadsheet program, which performs projection operations along the
dimensions, such as aggregation or averaging.
The cube metadata is typically created from a star schema or snowflake schema or fact constellation of tables in a
relational database. Measures are derived from the records in the fact table and dimensions are derived from the
dimension tables.
Each measure can be thought of as having a set of labels, or meta-data associated with it. A dimension is what
describes these labels; it provides information about the measure.
A simple example would be a cube that contains a store's sales as a measure, and Date/Time as a dimension. Each
Sale has a Date/Time label that describes more about that sale.
Any number of dimensions can be added to the structure such as Store, Cashier, or Customer by adding a foreign key
column to the fact table. This allows an analyst to view the measures along any combination of the dimensions.
For example:

 Sales Fact Table

+-------------+----------+

| sale_amount | time_id  |

+-------------+----------+            Time Dimension

|      2008.10|     1234 |---+     +---------+-------------------+

+-------------+----------+   |     | time_id | timestamp         |

                             |     +---------+-------------------+

                             +---->|   1234  | 20080902 12:35:43 |

                                   +---------+-------------------+
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Multidimensional databases
Multidimensional structure is defined as “a variation of the relational model that uses multidimensional structures to
organize data and express the relationships between data”.[2] The structure is broken into cubes and the cubes are
able to store and access data within the confines of each cube. “Each cell within a multidimensional structure
contains aggregated data related to elements along each of its dimensions”.[3] Even when data is manipulated it
remains easy to access and continues to constitute a compact database format. The data still remains interrelated.
Multidimensional structure is quite popular for analytical databases that use online analytical processing (OLAP)
applications.[4] Analytical databases use these databases because of their ability to deliver answers to complex
business queries swiftly. Data can be viewed from different angles, which gives a broader perspective of a problem
unlike other models.[5]

Aggregations
It has been claimed that for complex queries OLAP cubes can produce an answer in around 0.1% of the time
required for the same query on OLTP relational data. The most important mechanism in OLAP which allows it to
achieve such performance is the use of aggregations. Aggregations are built from the fact table by changing the
granularity on specific dimensions and aggregating up data along these dimensions. The number of possible
aggregations is determined by every possible combination of dimension granularities.
The combination of all possible aggregations and the base data contains the answers to every query which can be
answered from the data.
Because usually there are many aggregations that can be calculated, often only a predetermined number are fully
calculated; the remainder are solved on demand. The problem of deciding which aggregations (views) to calculate is
known as the view selection problem. View selection can be constrained by the total size of the selected set of
aggregations, the time to update them from changes in the base data, or both. The objective of view selection is
typically to minimize the average time to answer OLAP queries, although some studies also minimize the update
time. View selection is NP-Complete. Many approaches to the problem have been explored, including greedy
algorithms, randomized search, genetic algorithms and A* search algorithm.

Types
OLAP systems have been traditionally categorized using the following taxonomy.

Multidimensional
MOLAP is a "multi-dimensional online analytical processing". 'MOLAP' is the 'classic' form of OLAP and is
sometimes referred to as just OLAP. MOLAP stores this data in an optimized multi-dimensional array storage, rather
than in a relational database. Therefore it requires the pre-computation and storage of information in the cube - the
operation known as processing. MOLAP tools generally utilize a pre-calculated data set referred to as a data cube.
The data cube contains all the possible answers to a given range of questions. MOLAP tools have a very fast
response time and the ability to quickly write back data into the data set.
Advantages of MOLAP

•• Fast query performance due to optimized storage, multidimensional indexing and caching.
• Smaller on-disk size of data compared to data stored in relational database due to compression techniques.
•• Automated computation of higher level aggregates of the data.
•• It is very compact for low dimension data sets.
•• Array models provide natural indexing.
•• Effective data extraction achieved through the pre-structuring of aggregated data.
Disadvantages of MOLAP
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•• Within some MOLAP Solutions the processing step (data load) can be quite lengthy, especially on large data
volumes. This is usually remedied by doing only incremental processing, i.e., processing only the data which have
changed (usually new data) instead of reprocessing the entire data set.

• MOLAP tools traditionally have difficulty querying models with dimensions with very high cardinality (i.e.,
millions of members).

• Some MOLAP products have difficulty updating and querying models with more than ten dimensions. This limit
differs depending on the complexity and cardinality of the dimensions in question. It also depends on the number
of facts or measures stored. Other MOLAP products can handle hundreds of dimensions.

•• Some MOLAP methodologies introduce data redundancy.

Relational
ROLAP works directly with relational databases. The base data and the dimension tables are stored as relational
tables and new tables are created to hold the aggregated information. Depends on a specialized schema design. This
methodology relies on manipulating the data stored in the relational database to give the appearance of traditional
OLAP's slicing and dicing functionality. In essence, each action of slicing and dicing is equivalent to adding a
"WHERE" clause in the SQL statement. ROLAP tools do not use pre-calculated data cubes but instead pose the
query to the standard relational database and its tables in order to bring back the data required to answer the question.
ROLAP tools feature the ability to ask any question because the methodology does not limit to the contents of a
cube. ROLAP also has the ability to drill down to the lowest level of detail in the database.

Hybrid
There is no clear agreement across the industry as to what constitutes "Hybrid OLAP", except that a database will
divide data between relational and specialized storage. For example, for some vendors, a HOLAP database will use
relational tables to hold the larger quantities of detailed data, and use specialized storage for at least some aspects of
the smaller quantities of more-aggregate or less-detailed data. HOLAP addresses the shortcomings of MOLAP and
ROLAP by combining the capabilities of both approaches. HOLAP tools can utilize both pre-calculated cubes and
relational data sources.

Comparison
Each type has certain benefits, although there is disagreement about the specifics of the benefits between providers.
•• Some MOLAP implementations are prone to database explosion, a phenomenon causing vast amounts of storage

space to be used by MOLAP databases when certain common conditions are met: high number of dimensions,
pre-calculated results and sparse multidimensional data.

• MOLAP generally delivers better performance due to specialized indexing and storage optimizations. MOLAP
also needs less storage space compared to ROLAP because the specialized storage typically includes compression
techniques.

•• ROLAP is generally more scalable. However, large volume pre-processing is difficult to implement efficiently so
it is frequently skipped. ROLAP query performance can therefore suffer tremendously.

•• Since ROLAP relies more on the database to perform calculations, it has more limitations in the specialized
functions it can use.

•• HOLAP encompasses a range of solutions that attempt to mix the best of ROLAP and MOLAP. It can generally
pre-process swiftly, scale well, and offer good function support.
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Other types
The following acronyms are also sometimes used, although they are not as widespread as the ones above:
• WOLAP - Web-based OLAP
• DOLAP - Desktop OLAP
• RTOLAP - Real-Time OLAP

APIs and query languages
Unlike relational databases, which had SQL as the standard query language, and widespread APIs such as ODBC,
JDBC and OLEDB, there was no such unification in the OLAP world for a long time. The first real standard API
was OLE DB for OLAP specification from Microsoft which appeared in 1997 and introduced the MDX query
language. Several OLAP vendors - both server and client - adopted it. In 2001 Microsoft and Hyperion announced
the XML for Analysis specification, which was endorsed by most of the OLAP vendors. Since this also used MDX
as a query language, MDX became the de facto standard. Since September-2011 LINQ can be used to query SSAS
OLAP cubes from Microsoft .NET.

Products

History
The first product that performed OLAP queries was Express, which was released in 1970 (and acquired by Oracle in
1995 from Information Resources). However, the term did not appear until 1993 when it was coined by Edgar F.
Codd, who has been described as "the father of the relational database". Codd's paper resulted from a short
consulting assignment which Codd undertook for former Arbor Software (later Hyperion Solutions, and in 2007
acquired by Oracle), as a sort of marketing coup. The company had released its own OLAP product, Essbase, a year
earlier. As a result Codd's "twelve laws of online analytical processing" were explicit in their reference to Essbase.
There was some ensuing controversy and when Computerworld learned that Codd was paid by Arbor, it retracted the
article. OLAP market experienced strong growth in late 90s with dozens of commercial products going into market.
In 1998, Microsoft released its first OLAP Server - Microsoft Analysis Services, which drove wide adoption of
OLAP technology and moved it into mainstream.

Market structure
Below is a list of top OLAP vendors in 2006, with figures in millions of US Dollars.

Vendor Global Revenue Consolidated company

Microsoft Corporation 1,806 Microsoft

Hyperion Solutions Corporation 1,077 Oracle

Cognos 735 IBM

Business Objects 416 SAP

MicroStrategy 416 MicroStrategy

SAP AG 330 SAP

Cartesis (SAP) 210 SAP

Applix 205 IBM

Infor 199 Infor

Oracle Corporation 159 Oracle

Others 152 Others
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Total 5,700
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OLAP cube

An example of an OLAP cube

An OLAP cube is an array of data understood in terms of its 0 or more
dimensions. OLAP is an acronym for online analytical processing.
OLAP is a computer-based technique for analyzing business data in the
search for business intelligence.

Terminology

A cube can be considered a generalization of a three-dimensional
spreadsheet. For example, a company might wish to summarize
financial data by product, by time-period, and by city to compare
actual and budget expenses. Product, time, city and scenario (actual
and budget) are the data's dimensions.

Cube is a shortcut for multidimensional dataset, given that data can have an arbitrary number of dimensions. The
term hypercube is sometimes used, especially for data with more than three dimensions.
Each cell of the cube holds a number that represents some measure of the business, such as sales, profits, expenses,
budget and forecast.
OLAP data is typically stored in a star schema or snowflake schema in a relational data warehouse or in a
special-purpose data management system. Measures are derived from the records in the fact table and dimensions are
derived from the dimension tables.

http://www.daniel-lemire.com/OLAP/
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Hierarchy
The elements of a dimension can be organized as a hierarchy, a set of parent-child relationships, typically where a
parent member summarizes its children. Parent elements can further be aggregated as the children of another parent.
For example May 2005's parent is Second Quarter 2005 which is in turn the child of Year 2005. Similarly cities are
the children of regions; products roll into product groups and individual expense items into types of expenditure.

Operations
Conceiving data as a cube with hierarchical dimensions leads to conceptually straightforward operations to facilitate
analysis. Aligning the data content with a familiar visualization enhances analyst learning and productivity. The
user-initiated process of navigating by calling for page displays interactively, through the specification of slices via
rotations and drill down/up is sometimes called "slice and dice". Common operations include slice and dice, drill
down, roll up, and pivot.

OLAP slicing

Slice is the act of picking a rectangular subset of a cube by choosing a
single value for one of its dimensions, creating a new cube with one
fewer dimension. The picture shows a slicing operation: The sales
figures of all sales regions and all product categories of the company in
the year 2004 are "sliced" out of the data cube.

OLAP dicing

Dice: The dice operation produces a subcube by allowing the analyst to
pick specific values of multiple dimensions. The picture shows a dicing
operation: The new cube shows the sales figures of a limited number of
product categories, the time and region dimensions cover the same
range as before.

OLAP Drill-up and drill-down

Drill Down/Up allows the user to navigate among levels of data
ranging from the most summarized (up) to the most detailed (down).
The picture shows a drill-down operation: The analyst moves from the
summary category "Outdoor-Schutzausrüstung" to see the sales figures
for the individual products.

Roll-up: A roll-up involves summarizing the data along a dimension.
The summarization rule might be computing totals along a hierarchy or applying a set of formulas such as "profit =
sales - expenses".

OLAP pivoting

Pivot allows an analyst to rotate the cube in space to see its various
faces. For example, cities could be arranged vertically and products
horizontally while viewing data for a particular quarter. Pivoting could
replace products with time periods to see data across time for a single
product.

The picture shows a pivoting operation: The whole cube is rotated,
giving another perspective on the data.
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Mathematical definition
In database theory, an OLAP cube is an abstract representation of a projection of an RDBMS relation. Given a
relation of order N, consider a projection that subtends X, Y, and Z as the key and W as the residual attribute.
Characterizing this as a function,

f : (X,Y,Z) → W,
the attributes X, Y, and Z correspond to the axes of the cube, while the W value into which each ( X, Y, Z ) triple maps
corresponds to the data element that populates each cell of the cube.
Insofar as two-dimensional output devices cannot readily characterize four dimensions, it is more practical to project
"slices" of the data cube (we say project in the classic vector analytic sense of dimensional reduction, not in the SQL
sense, although the two are conceptually similar),

g : (X,Y) → W
which may suppress a primary key, but still have some semantic significance, perhaps a slice of the triadic functional
representation for a given Z value of interest.
The motivation behind OLAP displays harks back to the cross-tabbed report paradigm of 1980s DBMS. The
resulting spreadsheet-style display, where values of X populate row $1; values of Y populate column $A; and values
of g : ( X, Y ) → W populate the individual cells "southeast of" $B2, so to speak, $B2 itself included.

References

External links
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www. daniel-lemire. com/ OLAP/ ). Retrieved 2008-03-05.
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Aggregate (data warehouse)
Aggregates are used in dimensional models of the data warehouse to produce dramatic positive effects on the time it
takes to query large sets of data. At the simplest form an aggregate is a simple summary table that can be derived by
performing a Group by SQL query. A more common use of aggregates is to take a dimension and change the
granularity of this dimension. When changing the granularity of the dimension the fact table has to be partially
summarized to fit the new grain of the new dimension, thus creating new dimensional and fact tables, fitting this new
level of grain. Aggregates are sometimes referred to as pre-calculated summary data, since aggregations are usually
precomputed, partially summarized data, that are stored in new aggregated tables. When facts are aggregated, it is
either done by eliminating dimensionality or by associating the facts with a rolled up dimension. Rolled up
dimensions should be shrunken versions of the dimensions associated with the granular base facts. This way, the
aggregated dimension tables should conform to the base dimension tables.[1] So the reason why aggregates can make
such a dramatic increase in the performance of the data warehouse is the reduction of the number of rows to be
accessed when responding to a query.[2]

Ralph Kimball, who is widely regarded as one of the original architects of data warehousing, says:
The single most dramatic way to affect performance in a large data warehouse is to provide a proper set
of aggregate (summary) records that coexist with the primary base records. Aggregates can have a very
significant effect on performance, in some cases speeding queries by a factor of one hundred or even
one thousand. No other means exist to harvest such spectacular gains.

Having aggregates and atomic data increases the complexity of the dimensional model. This complexity should be
transparent to the users of the data warehouse, thus when a request is made, the data warehouse should return data
from the table with the correct grain. So when requests to the data warehouse are made, aggregate navigator
functionality should be implemented, to help determine the correct table with the correct grain. The number of
possible aggregations is determined by every possible combination of dimension granularities. Since it would
produce a lot of overhead to build all possible aggregations, it is a good idea to choose a subset of tables on which to
make aggregations. The best way to choose this subset and decide which aggregations to build is to monitor queries
and design aggregations to match query patterns.[3]

Aggregate navigator
Having aggregate data in the dimensional model makes the environment more complex. To make this extra
complexity transparent to the user, functionality known as aggregate navigation is used to query the dimensional and
fact tables with the correct grain level. The aggregate navigation essentially examines the query to see if it can be
answered using a smaller, aggregate table.[4]

Implementations of aggregate navigators can be found in a range of technologies:
• OLAP engines
• Materialized views
• Relational OLAP (ROLAP) services
• BI application servers or query tools
It is generally recommended to use either of the first three technologies, since the benefits in the latter case is
restricted to a single front end BI tool[5]
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Problems/challenges
•• Since dimensional models only gains from aggregates on large data sets, at what size of the data sets should one

start considering using aggregates?
•• Similarly, is a data warehouses always handling data sets that are too large for direct queries, or is it sometimes a

good idea to omit the aggregate tables, when starting a new data warehouse project. Thus will, omitting
aggregates in the first iteration of building a new data warehouse, make the structure of the dimensional model
simpler?

References
[1] Ralph Kimball, Margy Ross, The Data Warehouse Toolkit: The Complete Guide to Dimensional Modeling, Second Edition, Wiley Computer

Publishing, 2002. ISBN 0-471-20024-7, Page 356
[2] Christopher Adamson, Mastering Data Warehouse Aggregates: Solutions for Star Schema Performance, Wiley Publishing, Inc., 2006 ISBN

978-0-471-77709-0, Page 23
[3] Ralph Kimball et al., The Data Warehouse Toolkit, Second Edition, Wiley Publishing, Inc., 2008. ISBN 978-0-470-14977-5, Page 355
[4] Ralph Kimball et al., The Data Warehouse Toolkit, Second Edition, Wiley Publishing, Inc., 2008. ISBN 978-0-470-14977-5, Page 137
[5] Ralph Kimball et al., The Data Warehouse Toolkit, Second Edition, Wiley Publishing, Inc., 2008. ISBN 978-0-470-14977-5, Page 354

MOLAP
MOLAP stands for Multidimensional Online Analytical Processing.
MOLAP is an alternative to the ROLAP (Relational OLAP) technology. While both ROLAP and MOLAP analytic
tools are designed to allow analysis of data through the use of a multidimensional data model, MOLAP differs
significantly in that (in some software) it requires the pre-computation and storage of information in the cube — the
operation known as processing. Most MOLAP solutions store these data in an optimized multidimensional array
storage, rather than in a relational database (i.e. in ROLAP).
There are many methodologies and algorithms for efficient data storage, aggregation and implementation specific
business logic with a MOLAP Solution. As a result there are many misconceptions to what the term specifically
implies.

MOLAP vs. ROLAP

Advantages of MOLAP
•• Fast query performance due to optimized storage, multidimensional indexing and caching.
• Smaller on-disk size of data compared to data stored in relational database due to compression techniques.
•• Automated computation of higher level aggregates of the data.
•• It is very compact for low dimension data sets.
•• Array models provide natural indexing.
•• Effective data extraction achieved through the pre-structuring of aggregated data.
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Disadvantages of MOLAP
•• Within some MOLAP Solutions the processing step (data load) can be quite lengthy, especially on large data

volumes. This is usually remedied by doing only incremental processing, i.e., processing only the data which have
changed (usually new data) instead of reprocessing the entire data set.

• MOLAP tools traditionally have difficulty querying models with dimensions with very high cardinality (i.e.,
millions of members).

• Some MOLAP products have difficulty updating and querying models with more than ten dimensions. This limit
differs depending on the complexity and cardinality of the dimensions in question. It also depends on the number
of facts or measures stored. Other MOLAP products can handle hundreds of dimensions.

•• Some MOLAP methodologies introduce data redundancy.

Trends
Many commercial OLAP tools now use a "Hybrid OLAP" (HOLAP) approach, which allows the model designer to
decide which portion of the data will be stored in MOLAP .

Products
Examples of commercial products that use MOLAP are Cognos Powerplay, Oracle Database OLAP Option,
MicroStrategy, Microsoft Analysis Services, Essbase, TM1, Board Toolkit, Lilith Hicare and Daptech Keystone.
There is also an open source MOLAP server Palo.
Not all MOLAP are generic databases. Some commercial products focus on a specific business function or type,
such as Oracle© RPAS (Retail Predictive Application Server)[1]

References
[1] " Oracle© Retail Predictive Analysis Server User Guide (http:/ / docs. oracle. com/ cd/ E12478_01/ rpas/ pdf/ 134/ rpas-134-ug. pdf)",

December 2012, Oracle© Corporation.
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ROLAP
ROLAP stands for Relational Online Analytical Processing.
ROLAP is an alternative to the MOLAP (Multidimensional OLAP) technology. While both ROLAP and MOLAP
analytic tools are designed to allow analysis of data through the use of a multidimensional data model, ROLAP
differs significantly in that it does not require the pre-computation and storage of information. Instead, ROLAP tools
access the data in a relational database and generate SQL queries to calculate information at the appropriate level
when an end user requests it. With ROLAP, it is possible to create additional database tables (summary tables or
aggregations) which summarize the data at any desired combination of dimensions.
While ROLAP uses a relational database source, generally the database must be carefully designed for ROLAP use.
A database which was designed for OLTP will not function well as a ROLAP database. Therefore, ROLAP still
involves creating an additional copy of the data. However, since it is a database, a variety of technologies can be
used to populate the database.

ROLAP vs. MOLAP
The discussion of the advantages and disadvantages of ROLAP below, focus on those things that are true of the most
widely used ROLAP and MOLAP tools available today. In some cases there will be tools which are exceptions to
any generalization made.

Advantages of ROLAP
• ROLAP is considered to be more scalable in handling large data volumes, especially models with dimensions

with very high cardinality (i.e., millions of members).
• With a variety of data loading tools available, and the ability to fine tune the ETL code to the particular data

model, load times are generally much shorter than with the automated MOLAP loads.
• The data are stored in a standard relational database and can be accessed by any SQL reporting tool (the tool does

not have to be an OLAP tool).
• ROLAP tools are better at handling non-aggregatable facts (e.g., textual descriptions). MOLAP tools tend to

suffer from slow performance when querying these elements.
• By decoupling the data storage from the multi-dimensional model, it is possible to successfully model data that

would not otherwise fit into a strict dimensional model.
• The ROLAP approach can leverage database authorization controls such as row-level security, whereby the query

results are filtered depending on preset criteria applied, for example, to a given user or group of users (SQL
WHERE clause).

Disadvantages of ROLAP
•• There is a consensus in the industry that ROLAP tools have slower performance than MOLAP tools. However,

see the discussion below about ROLAP performance.
• The loading of aggregate tables must be managed by custom ETL code. The ROLAP tools do not help with this

task. This means additional development time and more code to support.
•• When the step of creating aggregate tables is skipped, the query performance then suffers because the larger

detailed tables must be queried. This can be partially remedied by adding additional aggregate tables, however it
is still not practical to create aggregate tables for all combinations of dimensions/attributes.

• ROLAP relies on the general purpose database for querying and caching, and therefore several special techniques 
employed by MOLAP tools are not available (such as special hierarchical indexing). However, modern ROLAP
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tools take advantage of latest improvements in SQL language such as CUBE and ROLLUP operators, DB2 Cube
Views, as well as other SQL OLAP extensions. These SQL improvements can mitigate the benefits of the
MOLAP tools.

• Since ROLAP tools rely on SQL for all of the computations, they are not suitable when the model is heavy on
calculations which don't translate well into SQL. Examples of such models include budgeting, allocations,
financial reporting and other scenarios.

Performance of ROLAP

OLAP Survey

In the OLAP industry ROLAP is usually perceived as being able to scale for large data volumes, but suffering from
slower query performance as opposed to MOLAP. The OLAP Survey [1], the largest independent survey across all
major OLAP products, being conducted for 6 years (2001 to 2006) have consistently found that companies using
ROLAP report slower performance than those using MOLAP even when data volumes were taken into
consideration.
However, as with any survey there are a number of subtle issues that must be taken into account when interpreting
the results.
•• The survey shows that ROLAP tools have 7 times more users than MOLAP tools within each company. Systems

with more users will tend to suffer more performance problems at peak usage times.
•• There is also a question about complexity of the model, measured both in number of dimensions and richness of

calculations. The survey does not offer a good way to control for these variations in the data being analyzed.

Downside of flexibility

Some companies select ROLAP because they intend to re-use existing relational database tables—these tables will
frequently not be optimally designed for OLAP use. The superior flexibility of ROLAP tools allows this less than
optimal design to work, but performance suffers. MOLAP tools in contrast would force the data to be re-loaded into
an optimal OLAP design.

Trends
The undesirable trade-off between additional ETL cost and slow query performance has ensured that most
commercial OLAP tools now use a "Hybrid OLAP" (HOLAP) approach, which allows the model designer to decide
which portion of the data will be stored in MOLAP and which portion in ROLAP.

Products
Examples of commercial products using ROLAP include Microsoft Analysis Services, MicroStrategy, SAP Business
Objects [2], Oracle Business Intelligence Suite Enterprise Edition (the former Siebel Analytics) and Tableau
Software [3]. There is also an open source ROLAP server, Mondrian. ROLAP is also a company that operates in the
detection of anatocism and usury in the current accounts. Rolap website [4]
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HOLAP
HOLAP (Hybrid Online Analytical Processing) is a combination of ROLAP (Relational OLAP) and MOLAP
(Multidimensional OLAP) which are other possible implementations of OLAP. HOLAP allows storing part of the
data in a MOLAP store and another part of the data in a ROLAP store, allowing a tradeoff of the advantages of each.
The degree of control that the cube designer has over this partitioning varies from product to product.

Vertical partitioning
In this mode HOLAP stores aggregations in MOLAP for fast query performance, and detailed data in ROLAP to
optimize time of cube processing.

Horizontal partitioning
In this mode HOLAP stores some slice of data, usually the more recent one (i.e. sliced by Time dimension) in
MOLAP for fast query performance, and older data in ROLAP. Moreover, we can store some dices in MOLAP and
others in ROLAP, leveraging the fact that in a large cuboid, there will be dense and sparse subregions.[1]

Products
The first product to provide HOLAP storage was Holos, but the technology also became available in other
commercial products such as Microsoft Analysis Services, Oracle Database OLAP Option, MicroStrategy and SAP
AG BI Accelerator. The hybrid OLAP approach combines ROLAP and MOLAP technology, benefiting from the
greater scalability of ROLAP and the faster computation of MOLAP. For example, a HOLAP server may allow large
volumes of detail data to be stored in a relational database, while aggregations are kept in a separate MOLAP store.
The Microsoft SQL Server 7.0 OLAP Services supports a hybrid OLAP server

Footnotes
[1] Owen Kaser and Daniel Lemire, Attribute Value Reordering for Efficient Hybrid OLAP (http:/ / arxiv. org/ abs/ cs. DB/ 0702143),

Information Sciences, Volume 176, Issue 16, pages 2279-2438, 2006.
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Thomsen Diagrams
Thomsen Diagrams are the diagrammatic methodology developed by Erik Thomsen in 1997[1] is essentially a
metaphor for describing multi-dimensional data spaces in the OLAP system. In effect, it may be thought of as a
multi-dimensional domain structure. In the structure, each dimension is represented by a vertical line, and hence each
dimension is described independently.
Every member of a dimension is represented by a unit interval on the line. A multi-dimensional model is built by
combining the resultant lines for the particular dimensions.
The Thomsen diagrammatical technique is not based on angular defined dimensions, and is thus able to represent
any number of dimensions. It may be referred to as a multi-dimensional type structure[2] (MTS). The MTS permits
the viewing of information about hierarchies and data flows, both within and between structures, hence enhancing
the capabilities of the OLAP system.

References
[1][1] Erik Thomsen, 1997, OLAP Solutions: Building Multidimensional Information Systems (1st ed.), John Wiley
[2][2] Erik Thomsen, 1997, OLAP Solutions: Building Multidimensional Information Systems (2nd ed.), John Wiley
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60_ODonnell_Draper. pdf), PDF (alternative link) (http:/ / citeseerx. ist. psu. edu/ viewdoc/ summary?doi=10. 1.
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Spreadmart
A spreadmart is a concept describing the tendency of spreadsheets to "run amok" in organizations. The definition of
a spreadmart as used by The Data Warehousing Institute (TDWI) in a 2008 survey is:

A spreadmart is a reporting or analysis system running on a desktop database (e.g., spreadsheet, Access
database, or dashboard) that is created and maintained by an individual or group that performs all the tasks
normally done by a data mart or data warehouse, such as extracting, transforming, and formatting data as well
as defining metrics, submitting queries, and formatting and publishing reports to others. Also known as data
shadow systems, human data warehouses, or IT shadow systems.

Note that this definition also includes situations where Business Intelligence tools are used in the manner as
described above.
Critics like Stephen Samild argue that the definition stems from a biased view that sees a Data Warehouse as
desirable end-result, whereas One might more accurately define data marts and data warehouses as "scaled-up
systems which perform some of the tasks normally done by a spreadmart".[1] In the rest of the article Stephen Samild
argues that a spreadmart fulfills a number of roles that a data warehouse cannot fulfill as easily or as cheaply due to
the lack of integration with unstructured data, the lack of read-write capabilities, the long time span needed for
integration of new sources in the data warehouse and the inherent 'free form' of many analytical presentations done
in Word, PowerPoint or Excel.
Typically a spreadmart is created by individuals at different times using different data sources and rules for defining
metrics in an organization, creating a fractured view of the enterprise. The concept was coined in 2002 by Wayne
Eckerson at TDWI in his article Taming Spreadsheet Jockeys.[2]

Usually, spreadmarts grow where standard Business Intelligence (BI) reporting is too inflexible and too slow. A
Business analyst uses the "export to Microsoft Excel" button in his BI software and creates his own report with the
exported data table. By this, the number of independently generated spreadsheets dealing with a particular group of
analyses grows inside the company, and the data inside each spreadsheet is uncoupled from its source. When this
happens, the data reflected in the spreadsheets is no longer verifiable and is not automatically kept up to date.
Usually these spreadsheet files are distributed via email to colleagues resulting in even more copies of the data
roaming through the enterprise. With Microsoft PowerPivot for Microsoft SharePoint, Excel spreadsheets can be
distributed as dashboards throughout the entire company, giving even more users the tools to create spreadmarts.
The growth of spreadmarts poses a real risk for a company, since undefined and uncoupled data is floating from
spreadsheet to spreadsheet, and can be used to draw false conclusions that lead to wrong decisions, which will cost
time and money to discover and correct. Although Business Intelligence 2.0 software vendors claim to have
overcome this issue, locally installed spreadsheet and graphing software continues to be easier to access and use,
giving the business analyst the freedom to create the needed analysis quickly, and choose to live with the risk of data
inconsistency that goes with it.
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Related technologies
• Microsoft Excel with PowerPivot as the standard
• OpenOffice.org Calc, the open source alternative to Excel
•• A whole host of Business Intelligence software vendors, for example Cognos, provide software that couples

spreadsheets to the data in a more persistent manner.

Notes
[1][1] Analysis is Read-Write
[2][2] Taming Spreadsheet Jockeys
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strategies-for-managing-spreadmarts#1) By Wayne Eckerson, Director of Research, TDWI
• Can the Spreadmart Beast Be Tamed (http:/ / www. sqlmag. com/ Articles/ Index. cfm?ArticleID=50661&

DisplayTab=Article) By Brian Moran at SQL Server Magazine ( Archived at 2008-06-13 (http:/ / www.
webcitation. org/ 5YYQZ1kzG))

• Excel is the most popular decision support tool for business users worldwide (http:/ / www. doubletongued. org/
index. php/ citations/ spreadmart_1/ ) from Double-Tongued Dictionary

• Business Intelligence Can Stop The Spread of Spread-Mart (http:/ / spotfireblog. tibco. com/ ?p=1131) By David
Wallace from TIBCO Spotfire Blogging Team

• The Rise and Fall of Spreadmarts (http:/ / www. information-management. com/ issues/ 20030901/ 7274-1. html)
By Wayne Eckerson from Information Management Magazine
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MultiDimensional eXpressions
Multidimensional Expressions (MDX) is a query language for OLAP databases, much like SQL is a query
language for relational databases. It is also a calculation language, with syntax similar to spreadsheet formulas.

Background
The MultiDimensional eXpressions (MDX) language provides a specialized syntax for querying and manipulating
the multidimensional data stored in OLAP cubes. While it is possible to translate some of these into traditional SQL,
it would frequently require the synthesis of clumsy SQL expressions even for very simple MDX expressions. MDX
has been embraced by a wide majority of OLAP vendors and has become the standard for OLAP systems.

History
MDX was first introduced as part of the OLE DB for OLAP specification in 1997 from Microsoft. It was invented
by the group of SQL Server engineers including Mosha Pasumansky. The specification was quickly followed by
commercial release of Microsoft OLAP Services 7.0 in 1998 and later by Microsoft Analysis Services. The latest
version of the OLE DB for OLAP specification was issued by Microsoft in 1999.
While it was not an open standard, but rather a Microsoft-owned specification, it was adopted by the wide range of
OLAP vendors. This included both vendors on the server side such as Applix, icCube, MicroStrategy, NCR, Oracle
Corporation, SAS, SAP, Teradata, Symphony Teleca, and vendors on the client side such as Panorama Software,
PowerOLAP, XLCubed, Proclarity, AppSource, Jaspersoft, Cognos, Business Objects, Brio Technology, Crystal
Reports, Microsoft Excel, Tagetik, and Microsoft Reporting Services.
With the invention of XML for Analysis, which standardized MDX as a query language, even more companies -
such as Hyperion Solutions - began supporting MDX.
The XML for Analysis specification referred back to the OLE DB for OLAP specification for details on the MDX
Query Language. In Analysis Services 2005, Microsoft has added some MDX Query Language extensions like
subselects. Products like Microsoft Excel 2007 have started to use these new MDX Query Language extensions.
Some refer to this newer variant of MDX as MDX 2005.

mdXML
In 2001 the XMLA Council released the XML for Analysis standard, which included mdXML as a query language.
In the current XMLA 1.1 specification, mdXML is essentially MDX wrapped in the XML <Statement> tag.

MDX data types
There are six primary data types in MDX
• Scalar. Scalar is either a number or a string. It can be specified as a literal, e.g. number 5 or string "OLAP" or it

can be returned by an MDX function, e.g. Aggregate (number), UniqueName (string), .Value (number
or string) etc.

• Dimension/Hierarchy. Dimension is a dimension of a cube. A dimension is a primary organizer of measure and 
attribute information in a cube. MDX does not know of, nor does it assume any, dependencies between 
dimensions- they are assumed to be mutually independent. A dimension will contain some members (see below) 
organized in some hierarchy or hierarchies containing levels. It can be specified by its unique name, e.g. 
[Time] or it can be returned by an MDX function, e.g. .Dimension. Hierarchy is a dimension hierarchy of a 
cube. It can be specified by its unique name, e.g. [Time].[Fiscal] or it can be returned by an MDX 
function, e.g. .Hierarchy. Hierarchies are contained within dimensions. (OLEDB for OLAP MDX
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specification does not distinguish between dimension and hierarchy data types. Some implementations, such as
Microsoft Analysis Services, treat them differently.)

• Level. Level is a level in a dimension hierarchy. It can be specified by its unique name, e.g.
[Time].[Fiscal].[Month] or it can be returned by an MDX function, e.g. .Level.

• Member. Member is a member in a dimension hierarchy. It can be specified by its unique name, e.g.
[Time].[Fiscal].[Month].[August 2006], by qualified name, e.g.
[Time].[Fiscal].[2006].[Q2].[August 2006] or returned by an MDX function, e.g.
.PrevMember, .Parent, .FirstChild etc. Note that all members are specific to a hierarchy. If the
self-same product is a member of two different hierarchies ([Product].[ByManufacturer] and
[Product].[ByCategory]), there will be two different members visible that may need to be coordinated in
sets and tuples (see below).

• Tuple. Tuple is an ordered collection of one or more members from different dimensions. Tuples can be specified
by enumerating the members, e.g. ([Time].[Fiscal].[Month].[August], [Customer].[By
Geography].[All Customers].[USA], [Measures].[Sales]) or returned by an MDX function,
e.g. .Item.

• Set. Set is an ordered collection of tuples with the same dimensionality, or hierarchality in the case of Microsoft's
implementation. It can be specified enumerating the tuples, e.g. {([Measures].[Sales],
[Time].[Fiscal].[2006]), ([Measures].[Sales], [Time].[Fiscal].[2007])} or
returned by MDX function or operator, e.g. Crossjoin, Filter, Order, Descendants etc.

• Other data types. Member properties are equivalent to attributes in the data warehouse sense. They can be
retrieved by name in a query through an axis PROPERTIES clause of a query. The scalar data value of a member
property for some member can be accessed in an expression through MDX, either by naming the property (for
example, [Product].CurrentMember.[Sales Price]) or by using a special access function (for
example, [Product].CurrentMember.Properties("Sales Price")). In limited contexts, MDX
allows other data types as well - for example Array can be used inside the SetToArray function to specify an
array that is not processed by MDX but passed to a user-defined function in an ActiveX library. Objects of other
data types are represented as scalar strings indicating the object names, such as measure group name in
Microsoft's MeasureGroupMeasures function or KPI name in for example Microsoft's KPIValue or
KPIGoal functions.

Example query
The following example, adapted from the SQL Server 2000 Books Online, shows a basic MDX query that uses the
SELECT statement. This query returns a result set that contains the 2002 and 2003 store sales amounts for stores in
the state of California.

SELECT

   { [Measures].[Store Sales] } ON COLUMNS,

   { [Date].[2002], [Date].[2003] } ON ROWS

FROM Sales

WHERE ( [Store].[USA].[CA] )

In this example, the query defines the following result set information:
•• The SELECT clause sets the query axes as the Store Sales member of the Measures dimension, and the 2002 and

2003 members of the Date dimension.
•• The FROM clause indicates that the data source is the Sales cube.
•• The WHERE clause defines the "slicer axis" as the California member of the Store dimension.

http://en.wiktionary.org/wiki/level
http://en.wikipedia.org/w/index.php?title=Array_data_type
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Note: You can specify up to 128 query axes in an MDX query.
If you create two axes, one must be the column axis and one must be the row axis, although it doesn't matter in
which order they appear within the query. if you create a query that has only one axis, it must be the column axis.
The square brackets around the particular object identifier are optional as long as the object identifier: is not one of
reserved words, does not otherwise contain any characters other than letters, numbers or underscores.

SELECT

    [Measures].[Store Sales] ON COLUMNS,

    [Date].Members ON ROWS

FROM Sales

WHERE ( [Store].[USA].[CA] )

The Members() function returns the set of members in a dimension, level or hierarchy.

References

External reference
• George Spofford, Sivakumar Harinath, Chris Webb, Dylan Hai Huang, Francesco Civardi: MDX-Solutions: With

Microsoft SQL Server Analysis Services 2005 and Hyperion Essbase. Wiley, 2006, ISBN 0-471-74808-0
• Mosha Pasumansky, Mark Whitehorn, Rob Zare: Fast Track to MDX. ISBN 1-84628-174-1
• Larry Sackett: MDX Reporting and Analytics with SAP NetWeaver BW. SAP Press, 2008, 978-1-59229-249-3
• MDX Reference from SQL Server 2008 Books Online (http:/ / msdn2. microsoft. com/ en-us/ library/ ms145506.

aspx)
• Links to MDX resources (http:/ / www. mosha. com/ msolap/ mdx. htm)
• MDX Gentle Tutorial (http:/ / www. iccube. com/ support/ documentation/ mdx_tutorial/ gentle_introduction.

html)
• MDX Essentials Series (http:/ / www. databasejournal. com/ article. php/ 1459531/ ) by William Pearson in the

Database Journal
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OLAP Servers and Tools

Comparison of OLAP Servers
The following tables compare general and technical information for a number of online analytical processing
(OLAP) servers. Please see the individual products articles for further information.

General information

OLAP Server Company Website Latest stable
version

Software
license

License
Pricing

Essbase Oracle 11.1.2.3 Proprietary [1]

icCube MISConsulting
SA

4.1.1 Proprietary community/[2]

Infor BI OLAP Server Infor 10.4 Proprietary -
Microsoft Analysis Services Microsoft 2012 Proprietary [3]

MicroStrategy Intelligence
Server

MicroStrategy 9 Proprietary -

Mondrian OLAP server Pentaho 3.5.0 EPL free
Oracle Database OLAP

Option
Oracle 11g R2 Proprietary [1]

Palo Jedox 5.0 GPL v2 or
EULA

-

SAS OLAP Server SAS Institute 9.3 Proprietary -
SAP NetWeaver BW SAP 7.20 Proprietary -

Cognos TM1 IBM 10.2 FP1 Proprietary -

Data storage modes

OLAP Server MOLAP ROLAP HOLAP Offline

Essbase Yes Yes Yes
icCube Yes No No Offline Cubes [4]

Infor BI OLAP Server Yes No No Local cubes
Microsoft Analysis Services Yes Yes Yes Local cubes,

PowerPivot for Excel
MicroStrategy Intelligence Server

Yes Yes Yes
MicroStrategy Office

[5],
Dynamic Dashboards [6]

Mondrian OLAP server No Yes No
Oracle Database OLAP Option Yes Yes Yes
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Palo Yes No No
SAS OLAP Server Yes Yes Yes

IBM TM1 Yes No No
IBM Cognos Yes Yes Yes

SAP NetWeaver BW Yes Yes No

APIs and query languages
APIs and query languages OLAP servers support.

OLAP Server XML for
Analysis

OLE
DB for
OLAP

MDX Stored
procedures

Custom
functions

SQL LINQ Visualization

Essbase Yes Yes Yes ? Yes No Yes ?

icCube Yes Yes Yes Java, R Yes No Yes Java, Javascript
Infor BI OLAP

Server Yes Yes Yes
OLAP Rules,
Push Rules,
Application

Engine
Yes No No Application Studio

Microsoft
Analysis Services

Yes Yes Yes .NET Yes Yes Yes

Microsoft Excel,
Microsoft

PowerPivot,
Microsoft Power

View
MicroStrategy

Intelligence
Server

Yes No Yes Yes Yes Yes Yes
?

Mondrian OLAP
server Yes Yes Yes No Yes No Yes ?

Palo Yes Yes Yes Cube Rules, SVS
Triggers Yes No Yes ?

Oracle Database
OLAP Option No Yes Yes Java, PL/SQL,

OLAP DML Yes Yes No ?

SAS OLAP
Server Yes Yes Yes No No No Yes Web Report Studio

SAP NetWeaver
BW Yes Yes Yes No Yes No Yes ?

Cognos TM1 Yes Yes Yes Yes Yes No Yes ?
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OLAP distinctive features
A list of OLAP features that are not supported by all vendors. All vendors support features such as parent-child,
multilevel hierarchy, drilldown.

OLAP Server Real
Time

Semi-additive
measures

Write-back Many-to-Many Partitioning

Essbase ? Yes Yes ? Yes
icCube Yes Yes Yes Yes Yes

Infor BI OLAP Server ? Yes Yes ? Yes
Microsoft Analysis Services ? Yes Yes Yes Yes
MicroStrategy Intelligence

Server
? Yes Yes ? Yes

Mondrian OLAP server ? No Planned ? No
Oracle Database OLAP Option ? Yes Yes ? Yes

Palo ? ? Yes ? ?

TM1 ? Yes Yes ? No
IBM Cognos Yes Yes No Yes Yes

SAS OLAP Server ? Yes Yes ? Yes
SAP NetWeaver BW ? Yes Yes ? Yes

System limits

OLAP Server # cubes # measures # dimensions # hierarchies
in dimension

# levels in
hierarchy

# dimension
members

Essbase ? ? ? 256 ? 20,000,000
(ASO),

1,000,000 (BSO)
icCube 2,147,483,647 2,147,483,647 2,147,483,647 2,147,483,647 2,147,483,647 2,147,483,647

Infor BI OLAP
Server

? ? ? ? ? 1,000,000

Microsoft
Analysis
Services

2,147,483,647 2,147,483,647 2,147,483,647 2,147,483,647 2,147,483,647 2,147,483,647

MicroStrategy
Intelligence

Server

Unrestricted1 Unrestricted1 Unrestricted1 Unrestricted1 Unrestricted1 Unrestricted1

Palo ? ? ? ? ? ?
SAS OLAP

Server
Unrestricted1 1024 128 128 19 4,294,967,296

1 Please update as 'unrestricted', is just not possible
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Security

OLAP Server Authentication Network
encryption

On-the-Fly1 Data access

Cell
security

Dimension
security

Visual
totals

Essbase Essbase authentication, LDAP
authentication SSL ? Yes Yes Yes

icCube HTTP Basic/Form
Authentication, Windows SSO

(NTLM,Kerberos)
SSL Yes Yes Yes Yes

Infor BI OLAP
Server

OLAP authentication, Infor
Federation Services, LDAP,
Microsoft Active Directory

Yes Yes Yes Yes
?

Microsoft
Analysis Services NTLM, Kerberos SSL and

SSPI
? Yes Yes Yes

MicroStrategy
Intelligence

Server

Host authentication, database
authentication, LDAP,

Microsoft Active Directory,
NTLM, SiteMinder, Tivoli,

SAP, Kerberos

SSL, AES[7]

?

Yes Yes Yes

Oracle Database
OLAP Option Oracle Database authentication SSL ? Yes Yes ?

Palo Palo authentication, LDAP,
Microsoft Active Directory SSL Yes Yes Yes ?

SAS OLAP
Server

Host authentication,SAS token
authentication, LDAP,

Microsoft Active Directory
Yes

?
Yes Yes Yes

1 On-the-Fly : The ability to define authentication dynamically via programmatic interfaces. New users do not
require restarting the server or redefining the security.

Operating systems
The OLAP servers can run on the following operating systems:

OLAP Server Windows Linux UNIX z/OS

Essbase Yes Yes Yes No
icCube Yes Yes Yes Yes

Infor BI OLAP Server Yes No No No
Microsoft Analysis Services Yes No No No

MicroStrategy Intelligence Server Yes Yes Yes No
Mondrian OLAP server Yes Yes Yes Yes

Oracle Database OLAP Option Yes Yes Yes Yes
Palo Yes Yes Yes No

SAS OLAP Server Yes Yes Yes Yes
SAP NetWeaver BW Yes Yes Yes Yes

TM1 Yes Yes Yes No
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Note (1):The server availability depends on Java Virtual Machine not on the operating system

Support information

OLAP Server Issue Tracking System Forum/Blog Roadmap Source
code

Essbase myOracle Support [8] [9] [10] Closed

icCube YouTrack [11] [12] [13] Open

Infor BI OLAP Server Infor Xtreme Available upon
request

Closed

Microsoft Analysis Services Connect [14] [15] - Closed

MicroStrategy Intelligence
Server

MicroStrategy Resource Center
[16]

[17] - Closed

Mondrian OLAP server Jira [18] [19] [20] Open

Oracle Database OLAP Option myOracle Support [8] [9] Closed

Palo Mantis [21] [22] Open

SAS OLAP Server Support [23] Closed

SAP NetWeaver BW OSS [24] [25] [26] Closed

TM1 IBM Service Request [27] [28] Closed
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[4] http:/ / www. iccube. com/ support/ documentation/ user_guide/ using/ offline_cubes. html
[5] http:/ / www. microstrategy. com/ Software/ Products/ User_Interfaces/ Office/
[6] http:/ / www. microstrategy. com/ Software/ Products/ Service_Modules/ Report_Services/
[7] MicroStrategy Intelligence Server Features (http:/ / latam. microstrategy. com/ Software/ Products/ Intelligence_Server/ features. asp)
[8] http:/ / support. oracle. com
[9] http:/ / forums. oracle. com/ forums/ main. jspa?categoryID=84
[10] http:/ / communities. ioug. org/ Portals/ 2/ Oracle_Essbase_Roadmap_Sep_09. pdf
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[17] https:/ / resource. microstrategy. com/ Forum/
[18] http:/ / jira. pentaho. com/ browse/ MONDRIAN
[19] http:/ / forums. pentaho. org/ forumdisplay. php?f=79
[20] http:/ / mondrian. pentaho. org/ documentation/ roadmap. php
[21] http:/ / bugs. palo. net/ mantis/ main_page. php
[22] http:/ / www. jedox. com/ community/ palo-forum/ board. php?boardid=9
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[24] http:/ / service. sap. com/
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Applix

Applix Inc.

Industry Computer Software

Fate Acquired by Cognos, October 25, 2007; Acquired by IBM, January 31, 2008

Founded 1983

Headquarters Westborough, Massachusetts, USA

Area served Worldwide

Products •• Applix TM1
•• Applix Web
•• Applix Executive Viewer
•• Applix Business Analytics Platform

Owner(s) IBM

Website www-01.ibm.com/software/analytics/cognos/ [1]

Applix Inc. was a computer software company founded in 1983 based in Westborough, Massachusetts that
published Applix TM1, a MOLAP database server, and related presentation tools, including Applix Web and Applix
Executive Viewer. Together, Applix TM1, Applix Web and Applix Executive Viewer were the three core
components of the Applix Business Analytics Platform. Applix did business in over 50 countries with over 3,000
customers worldwide.
On October 25, 2007, Applix was acquired by Cognos. Cognos rebranded all Applix products under its name
following the acquisition. On January 31, 2008, Cognos was itself acquired by IBM.
Prior to OLAP industry consolidation in 2007, Applix was the purest OLAP vendor among publicly traded
independent BI vendors, and had the greatest growth rate. TM1 is now marketed as IBM Cognos TM1 and the latest
version, IBM Cognos TM1 10.1, became publicly available on February 7th, 2012.

Products and technology
IBM Cognos TM1 (formerly Applix TM1) is enterprise planning software used to implement collaborative planning,
budgeting and forecasting solutions, as well as analytical and reporting applications. Data in IBM Cognos TM1 is
stored and represented as multidimensional cubes, with data being stored at the "leaf" level. Computations on the
leaf data are performed in real-time (for example, to aggregate numbers up a dimensional hierarchy). IBM Cognos
TM1 also includes a data orchestration environment for accessing external data and systems, as well as capabilities
designed for common business planning and budgeting requirements (e.g. workflow, top-down adjustments).
New features added to IBM Cognos TM1 9.5 include TM1 Contributor, which combines an OLAP engine with the
enterprise planning capabilities of IBM Cognos Planning in a Web-based client. Other features include an
"Undo/Redo" capability that lets users store a collection of data value changes and walk back through the actions to
undo them; pick lists for cells to reduce the amount of data entry performed; sandboxes for creating personal
modeling scenarios, and data entry shortcuts.
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References
[1] http:/ / www-01. ibm. com/ software/ analytics/ cognos/

External links
• IBM Cognos TM1 Web Site (http:/ / www-01. ibm. com/ software/ data/ cognos/ products/ tm1/ )

BusinessObjects OLAP Intelligence
BusinessObjects OLAP Intelligence is an On Line Analytical Processing (OLAP) application for analysing
business data. It was previously known as Crystal Analysis Professional.

External links
• Product page at Business Objects [1]

References
[1] http:/ / www. businessobjects. com/ products/ queryanalysis/ olapi. asp

Crystal Analysis
Crystal Analysis (a.k.a. Crystal Analysis Professional) is an On Line Analytical Processing (OLAP) application
for analysing business data originally developed by Seagate Software.
It was first released under the name Seagate Analysis as a free application written in Java released in 1999. After
disappointing application performance, a decision was made to rewrite using ATL COM in C++. The initial rewrite
only supported Microsoft Analysis Services, but support for other vendors soon followed, with Holos cubes in
version 8.5, Essbase, IBM DB2 and SAP BW following in later releases. The web client was rewritten using an
XSLT abstraction layer for the version 9.0 release, with better standards compliance to support Mozilla based
browsers—this work also set the building blocks for support for Safari.
Crystal Analysis relies on Crystal Enterprise for distribution of analytical applications created with it.

Release timeline
• Seagate Analysis 1999, by Seagate Software
• Crystal Analysis Professional v8.0, 29 May 2001 [1] by Crystal Decisions
• Crystal Analysis Professional v8.1, Q4 2001 by Crystal Decisions
• Crystal Analysis Professional v8.5 9 July 2002 [2], by Crystal Decisions
• Crystal Analysis Professional v9.0 9 April 2003 [3], by Crystal Decisions
• Crystal Analysis Professional v10.0 8 January 2004 [4], by Business Objects
• Crystal Analysis Professional v11.0 31 January 2005, by Business Objects
• Crystal Analysis Professional v11.0 Release 2 30 November 2005 [5], by Business Objects
Future versions will be released under the name, BusinessObjects OLAP Intelligence.
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External links
• Product page at Business Objects [6]
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CubePort

CubePort

Developer(s) ExoLogic Corporation (2002-current)

Stable release v2.23 / 03-31-2010

Operating system Microsoft Windows

Type Data transformation

License Proprietary EULA

Website [1]

CubePort is a commercial software application that converts from Oracle Essbase to the analogous Microsoft
product Microsoft Analysis Services, which is built into Microsoft SQL Server. This application achieves this
through various analogy mapping techniques, and is a standard client-server application that runs on a Windows
computer but may connect to non-Windows servers. CubePort converts the various OLAP structures and syntaxes in
the source through an extraction process, interprets, and recreates in the target. The objective is to simulate exactly
the behavior of the original source system to the target system.
The application also includes UI phases such as Authentication, Questions, Extraction, and Verification. Substantial
testing normally occurs after the conversion process prior to posting the objects to production.

History
The software was released widely in 2005. CubePort represents the first product of its kind in the Business
intelligence platform migration space. The product was design and created to provide an organization with the ability
to move their Business Intelligence assets from one platform to another.
Unlike the RDBMS (relational databases) world where there exists the commonplace ability to migrate from one
RDBMS product type to another, in the Business Intelligence or OLAP product space, this capability is currently not
found in the marketplace.

Usage Motivations
Motivations for migrating from one Business Intelligence platform to another, regardless of whether this is achieved
through automated or manual methods, vary from implementation to implementation, and may include one or more
of the following motivations:
•• Reduction of licensing or recurring maintenance expense
•• Increase of detail-level of the cube
•• Increase of the user count
•• Elimination of cube load and calculation time constraints
•• Elimination of pervasive vendor lock-in scenario
•• Standardization towards Microsoft BI platform, where appropriate
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Objects Converted

CubePort Simple Diagram

These standard objects in a cube are converted by the software with
varying levels of robustness:
•• Cube Outline
•• Cube Data Loads and Dimension Builds
•• Cube Security Model
•• Cube Substitution Variables
•• Cube Calculation Scripts
•• Cube Report Scripts
The output objects of a successful run of CubePort are: A relational
Star schema and/or relational Snowflake schema, OLAP cube, Etl load
packages, MDX (Multidimensional Expressions) files, and others.

External links
• SSAS Info Analysis Services Information Page [2]

• Product Preview on CubePort [3]

• Corporate Product Page [1]

• Microsoft's Mosha Pasumansky's Analysis Services Product Page [4]

• Microsoft Solution Page [5]

• Mosha Pasumanky's BI Blog [6]
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[4] http:/ / www. mosha. com/ msolap/ util. htm
[5] https:/ / solutionfinder. microsoft. com/ Solutions/ SolutionDetailsView. aspx?solutionid=a0b39a1ef6d84aa58e9e22f27651aecc&

partnerid=844e938e-6c3f-4f92-8535-7cc98a45bccd
[6] http:/ / web. archive. org/ web/ 20060104134906/ http:/ / sqljunkies. com/ WebLog/ mosha/ archive/ 2005/ 07/ 02/ exologic_cubeport. aspx
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Essbase

Essbase

Stable release 11.1.2.3.0 / Apr 2013

Operating system Microsoft Windows, Linux, AIX, HP-UX , Solaris

Type Multidimensional database

License Proprietary

Website www.oracle.com/technetwork/middleware/essbase [1]

Essbase is a multidimensional database management system (MDBMS) that provides a multidimensional database
platform upon which to build analytic applications. Essbase, whose name derives from "Extended Spread Sheet
dataBASE", began as a product of Arbor Software, which merged with Hyperion Software in 1998. Oracle
Corporation acquired Hyperion Solutions Corporation in 2007, as of 2009[2] it markets Essbase as "Oracle Essbase".
Until late 2005 IBM also marketed the product — as DB2 OLAP Server.[3]

The database researcher E. F. Codd coined the term "on-line analytical processing" (OLAP) in a whitepaper that set
out twelve rules for analytic systems (an allusion to his earlier famous set of twelve rules defining the relational
model). This whitepaper, published by Computerworld, was somewhat explicit in its reference to Essbase features,
and when it was later discovered that Codd had been sponsored by Arbor Software, Computerworld withdrew the
paper.[4]

In contrast to "on-line transaction processing" (OLTP), OLAP defines a database technology optimized for
processing human queries rather than transactions. The results of this orientation were that MDBMS oriented their
performance requirements around a different set of benchmarks (Analytic Performance Benchmark, APB-1) than
that of RDBMS (Transaction Processing Performance Council (TPC)).
Hyperion renamed many of its products in 2005, giving Essbase an official name of Hyperion System 9 BI+
Analytic Services, but the new name was largely ignored by practitioners. The Essbase brand was later returned to
the official product name for marketing purposes, but the server software still carried the "Analytic Services" title
until it was incorporated into Oracle's Business Intelligence product suite. [5]
In August 2005, Information Age magazine named Essbase as one of the 10 most influential technology innovations
of the previous 10 years,[6] along with Netscape, the BlackBerry, Google, virtualization, Voice Over IP (VOIP),
Linux, XML, the Pentium processor and ADSL. Editor Kenny MacIver said: "Hyperion Essbase was the
multi-dimensional database technology that put online analytical processing on the business intelligence map. It has
spurred the creation of scores of rival OLAP products – and billions of OLAP cubes".

History and motivation
Although Essbase has been categorisedWikipedia:Manual of Style/Words to watch#Unsupported attributions as a
general-purpose multidimensional database, it was originally developed to address the scalability issues associated
with spreadsheets such as Lotus 1-2-3 and Microsoft Excel. Indeed, the patent covering Essbase uses spreadsheets as
a motivating example to illustrate the need for such a system.[7]

In this context, "multi-dimensional" refers to the representation of financial data in spreadsheet format. A typical
spreadsheet may display time intervals along column headings, and account names on row headings. For example:
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Jan Feb Mar Total

Quantity 1000 2000 3000 6000

Sales $100 $200 $300 $600

Expenses $80 $160 $240 $480

Profit $20 $40 $60 $120

If a user wants to break down these values by region, for example, this typically involves the duplication of this table
on multiple spreadsheets:

Jan Feb Mar Total

Quantity 240 1890 50 2180

Sales $24 $189 $5 $218

Expenses $20 $150 $3 $173

Profit $4 $39 $2 $45

Jan Feb Mar Total

Quantity 760 110 2950 3820

Sales $76 $11 $295 $382

Expenses $60 $10 $237 $307

Profit $16 $1 $58 $75

Jan Feb Mar Total

Quantity 1000 2000 3000 6000

Sales $100 $200 $300 $600

Expenses $80 $160 $240 $480

Profit $20 $40 $60 $120

An alternative representation of this structure would require a three-dimensional spreadsheet grid, giving rise to the
idea that "Time", "Account", and "Region" are dimensions. As further dimensions are added to the system, it
becomes very difficult to maintain spreadsheets that correctly represent the multi-dimensional values.
Multidimensional databases such as Essbase provide a data store for values that exist, at least conceptually, in a
multi-dimensional "hypercube".

Sparsity
As the number and size of dimensions increases, developers of multidimensional databases increasingly face
technical problems in the physical representation of data. Say the above example was extended to add a "Customer"
and "Product" dimension:

Dimension Number of dimension values

Accounts 4

Time 4

Region 3

Customer 10,000

Product 5,000

If the multidimensional database reserved storage space for every possible value, it would need to store
2,400,000,000 (4 × 4 × 3 × 10,000 × 5,000) cells. If the software maps each cell as a 64-bit floating point value, this
equates to a memory requirement of at least 17 gigabytes (exactly 19.2GB). In practice, of course, the number of
combinations of "Customer" and "Product" that contain meaningful values will be a tiny subset of the total space.
This property of multi-dimensional spaces is referred to as sparsity.
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Aggregation
OLAP systems generally provide for multiple levels of detail within each dimension by arranging the members of
each dimension into one or more hierarchies. A time dimension, for example, may be represented as a hierarchy
starting with "Total Time", and breaking down into multiple years, then quarters, then months. An Accounts
dimension may start with "Profit", which breaks down into "Sales" and "Expenses", and so on.
In the example above, if "Product" represents individual product SKUs, analysts may also want to report using
aggregations such as "Product Group", "Product Family", "Product Line", etc. Similarly, for "Customer", natural
aggregations may arrange customers according to geographic location or industry.
The number of aggregate values implied by a set of input data can become surprisingly large. If the Customer and
Product dimensions are each in fact six "generations" deep, then 36 (6 × 6) aggregate values are affected by a single
data point. It follows that if all these aggregate values are to be stored, the amount of space required is proportional
to the product of the depth of all aggregating dimensions. For large databases, this can cause the effective storage
requirements to be many hundred times the size of the data being aggregated.

Block storage (Essbase Analytics)
Since version 7, Essbase has supported two "storage options" which take advantage of sparsity to minimize the
amount of physical memory and disk space required to represent large multidimensional spaces. The Essbase patent
describes the original method, which aimed to reduce the amount of physical memory required without increasing
the time required to look up closely related values. With the introduction of alternative storage options, marketing
materials called this the Block Storage Option (Essbase BSO), later referred to as Essbase Analytics.
Put briefly, Essbase requires the developer to tag dimensions as "dense" or "sparse". The system then arranges data
to represent the hypercube into "blocks", where each block comprises a multi-dimensional array made up of "dense"
dimensions, and space is allocated for every potential cell in that block. Sparsity is exploited because the system only
creates blocks when required. In the example above, say the developer has tagged "Accounts" and "Time" as
"dense", and "Region", "Customer", and "Product" as "sparse". If there are, say, 12,000 combinations of Region,
Customer and Product that contain data, then only 12,000 blocks will be created, each block large enough to store
every possible combination of Accounts and Time. The number of cells stored is therefore 192000 (4 × 4 × 12000),
requiring under 2 gigabytes of memory (exact 1,536MB), plus the size of the index used to look up the appropriate
blocks.
Because the database hides this implementation from front-end tools (i.e., a report that attempts to retrieve data from
non-existent cells merely sees "null" values), the full hypercube can be navigated naturally, and it is possible to load
values into any cell interactively.

Calculation engine
Users can specify calculations in Essbase BSO as:
•• the aggregation of values through dimensional hierarchies;
•• stored calculations on dimension members;
•• "dynamically calculated" dimension members; or
•• procedural "calculation scripts" that act on values stored in the database.
The first method (dimension aggregation) takes place implicitly through addition, or by selectively tagging branches
of the hierarchy to be subtracted, multiplied, divided or ignored. Also, the result of this aggregation can be stored in
the database, or calculated dynamically on demand—members must be tagged as "Stored" or "Dynamic Calc." to
specify which method is to be used.
The second method (stored calculations) uses a formula against each calculated dimension member — when Essbase
calculates that member, the result is stored against that member just like a data value.
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The third method (dynamic calculation) is specified in exactly the same format as stored calculations, but calculates
a result when a user accesses a value addressed by that member; the system does not store such calculated values.
The fourth method (calculation scripts) uses a procedural programming language specific to the Essbase calculation
engine. This type of calculation may act upon any data value in the hypercube, and can therefore perform
calculations that cannot be expressed as a simple formula.
A calculation script must also be executed to trigger the calculation of aggregated values or stored calculations as
described above—a built-in calculation script (called the "default calculation") can be used to execute this type of
calculation.

Aggregate storage (Enterprise Analytics)
Although block storage effectively minimizes storage requirements without impacting retrieval time, it has
limitations in its treatment of aggregate data in large applications, motivating the introduction of a second storage
engine, named Aggregate Storage Option (Essbase ASO) or more recently, Enterprise Analytics. This storage
option makes the database behave much more like an OLAP database, such as SQL Server Analysis Services.
Following a data load, Essbase ASO does not store any aggregate values, but instead calculates them on demand. For
large databases, where the time required to generate these values may become inconvenient, the database can
materialize one or more aggregate "views", made up of one aggregate level from each dimension (for example, the
database may calculate all combinations of the fifth generation of Product with the third generation of Customer),
and these views are then used to generate other aggregate values where possible. This process can be partially
automated, where the administrator specifies the amount of disk space that may be used, and the database generates
views according to actual usage.
This approach has a major drawback in that the cube cannot be treated for calculation purposes as a single large
hypercube, because aggregate values cannot be directly controlled, so write-back from front-end tools is limited, and
complex calculations that cannot be expressed as MDX expressions are not possible.

Calculation engine
Essbase ASO can specify calculations as:
•• the aggregation of values through dimensional hierarchies; or
•• dynamically calculated dimension members.
The first method (dimension aggregation) basically duplicates the algorithm used by Essbase BSO.
The second method (dynamic calculations) evaluates MDX expressions against dimension members.

User interface
Many users work with Essbase data using as their interface an add-in for Microsoft Excel (previously also Lotus
1-2-3). The add-in adds a menu to the spreadsheet application that can be used to connect to Essbase databases,
retrieve data, and navigate the cube's dimensions ("Zoom in", "Pivot", etc.).[8]

With the release of System 9, Hyperion provided a new user interface add-in for Essbase called "Smart View for
Microsoft Office". Smart View provides access to Essbase and other System 9 content for Microsoft Powerpoint,
Microsoft Word, Microsoft Outlook as well as supplanting the previous add-in for Microsoft Excel.
In 2005, Hyperion began to offer a visualization tool called Tableau under the name "Hyperion Visual Explorer" [9]
(2005). Tableau originated at Stanford University as a government-sponsored research project to investigate new
ways for users to interact with relational and OLAP databases.
Other user-facing applications with support for Essbase databases include:
• Hyperion Analyzer (aka Hyperion System 9 BI+ Web Analysis)
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• Hyperion Reports (aka Hyperion System 9 BI+ Financial Reporting)
•• Hyperion Enterprise Reporting
• Hyperion Intelligence (aka Hyperion System 9 BI+ Interactive Reporting)
• Hyperion SQR (aka Hyperion System 9 BI+ Production Reporting)
•• Alphablox
• Arcplan dynaSight (aka Arcplan Enterprise)
• Oracle Business Intelligence Suite Enterprise Edition (aka OBIEE, Siebel Analytics)
• Applied OLAP Dodeca [10]

• CXO-Cockpit Reporting Suite [11]

The previous offerings from Hyperion acquired new names as given below:

Hyperion's previous offerings Hyperion System 9 BI+ offerings

Hyperion Essbase ASO Enterprise Analytics

Hyperion Essbase BSO Essbase Analytics

Hyperion Analyzer Web Analysis

Hyperion Reports Financial Reporting

Hyperion Intelligence Interactive Reporting

Hyperion SQR Production Reporting

Hyperion Metrics Builder Enterprise Metrics

APIs are available for C, Visual Basic and Java, and embedded scripting support is available for Perl. The
standardised XML for Analysis protocol can query Essbase data sources using the MDX language.
In 2007, Oracle Corporation began bundling Hyperion BI tools into Oracle Business Intelligence Enterprise Edition
Plus.

Administrative interface
A number of standard interfaces can administer of Essbase applications:
• ESSCMD, the original command line interface for administration commands;
• MaxL, a "multi-dimensional database access language" which provides both a superset of ESSCMD commands,

but with a syntax more akin to SQL, as well as support for MDX queries;
• Essbase Application Manager, the original Microsoft Windows GUI administration client, compatible with

versions of Essbase before 7.0;
• Essbase Administration Services, later renamed Analytic Administration Services, and then back to 'Essbase

Administration Services' in v. 9.3.1, the currently supported GUI administration client; and
• Essbase Integration Server for maintaining the structure and content of Essbase databases based on data models

derived from relational or file-based data sources.

http://en.wikipedia.org/w/index.php?title=Hyperion_Reports
http://en.wikipedia.org/w/index.php?title=Hyperion_Enterprise_Reporting
http://en.wikipedia.org/w/index.php?title=Hyperion_Intelligence
http://en.wikipedia.org/w/index.php?title=Hyperion_SQR
http://en.wikipedia.org/w/index.php?title=Alphablox
http://en.wikipedia.org/w/index.php?title=Arcplan_dynaSight
http://en.wikipedia.org/w/index.php?title=Oracle_Business_Intelligence_Suite_Enterprise_Edition
http://www.appliedolap.com/products/dodeca
http://essbase.cxo-cockpit.com
http://en.wikipedia.org/w/index.php?title=API
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Visual_Basic
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Perl
http://en.wikipedia.org/w/index.php?title=XML_for_Analysis
http://en.wikipedia.org/w/index.php?title=Multidimensional_Expressions
http://en.wikipedia.org/w/index.php?title=Command_line_interface
http://en.wikipedia.org/w/index.php?title=Multidimensional_Expressions
http://en.wikipedia.org/w/index.php?title=Microsoft_Windows
http://en.wikipedia.org/w/index.php?title=GUI
http://en.wikipedia.org/w/index.php?title=GUI


Essbase 1117

Competitors
There are several significant competitors among the OLAP, analytics products to that of Essbase (HOLAP/MOLAP)
on the market, among them Microsoft SQL Server Microsoft Analysis Services, (MOLAP, HOLAP, ROLAP), IBM
Cognos (ROLAP), IBM/Cognos/Applix TM1 (MOLAP), Oracle OLAP (ROLAP/MOLAP), MicroStrategy
(ROLAP), and EXASolution (ROLAP).
Also note that of the above competitors, including Essbase, all use heterogenous relational (Microsoft SQL Server,
Oracle, IBM DB/2, TeraData, Access, etc.) or non-relational data sourcing (Excel, text Files, CSV Files, etc.) to feed
the cubes (facts and dimensional data), except for Oracle OLAP which may only use Oracle relational sourcing.

Export and/or product migration of Essbase
As of 2009[2] two options can export Essbase cubes into other formats:
1. CubePort, a commercial conversion application, converts Essbase cubes to the Microsoft SQL Server Analysis

Services product. This product performs an object-to-object translation that make up an Essbase cube, including:
outline, member formulas, calc scripts, data loading (load rules), report scripts to MDX queries, substitution
variables, and security model. It can extract from any platform version of Essbase, including Oracle/Hyperion
Essbase on Windows, Unix, AIX, HP UX, Solaris, IBM DB/2 OLAP, or AS/400 Showcase Essbase.

2. OlapUnderground Outline Extractor performs a pure, rudimentary, export of the outline, though it does not
directly create any new objects. The output is a simple text file that can be pulled indirectly into other OLAP
products, among other uses, such as synchronizing outlines. The Outline Extractor [12] is now maintained,
supported and distributed free of charge by Applied OLAP, Inc.
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External links
• Oracle EPM, BI & Data Warehousing (http:/ / www. oracle. com/ bi)
• Oracle Essbase (http:/ / www. oracle. com/ technology/ products/ bi/ essbase/ index. html)
• Hyperion at Oracle (http:/ / www. oracle. com/ hyperion)
• Russian Essbase Site (http:/ / essbase. ru)
• Essbase Custom Relational Calculation (http:/ / essbase. ru/ archives/ 6273)
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Microsoft Analysis Services

Microsoft SQL Server Analysis Services (SSAS)

Developer(s) Microsoft

Stable release Analysis Services 2012 / December 21, 2010

Operating system Microsoft Windows

Type OLAP, Data Mining

License Microsoft EULA

Website [1]

Microsoft SQL Server Analysis Services, SSAS, is an Online Analytical Processing, OLAP, data mining and
reporting tool in Microsoft SQL Server. SSAS is used as a tool by organizations to analyze and make sense of
information possibly spread out across multiple databases, or in disparate tables. Microsoft has included a number of
services in SQL Server related to business intelligence and data warehousing. These services include Integration
Services and Analysis Services. Analysis Services includes a group of OLAP and data mining capabilities.

History
In 1996, Microsoft began its foray into the OLAP Server business by acquiring the OLAP software technology from
Israel-based Panorama Software. Just over two years later, in 1998, Microsoft released OLAP Services as part of
SQL Server 7. OLAP Services supported MOLAP, ROLAP, and HOLAP architectures, and it used OLE DB for
OLAP as the client access API and MDX as a query language. It could work in client-server mode or offline mode
with local cube files.
In 2000, Microsoft released Analysis Services 2000. It was renamed from "OLAP Services" due to the inclusion of
data mining services. Analysis Services 2000 was considered an evolutionary release, since it was built on the same
architecture as OLAP Services and was therefore backward compatible with it. Major improvements included more
flexibility in dimension design through support of parent child dimensions, changing dimensions, and virtual
dimensions. Another feature was a greatly enhanced calculation engine with support for unary operators, custom
rollups, and cell calculations. Other features were dimension security, distinct count, connectivity over HTTP,
session cubes, grouping levels, and many others.
In 2005, Microsoft released the next generation of OLAP and data mining technology as Analysis Services 2005. It
maintained backward compatibility on the API level: although applications written with OLE DB for OLAP and
MDX continued to work, the architecture of the product was completely different. The major change came to the
model in the form of UDM - Unified Dimensional Model.Wikipedia:Please clarify

Timeline
The key events in the history of Microsoft Analysis Services cover a period starting in 1996.
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Microsoft Analysis Services Events

Date Event

1996-07-01 Microsoft opens new team to build an OLAP product, codenamed Plato (permutation of letters from OLAP)

1996-07-15 Panorama Software delegation meets with Microsoft

1996-10-27 Microsoft announces acquisition of Panorama Software development team

1998-11 OLAP Services 7.0 (codename Sphinx) ships

2000-08 Analysis Services 2000 (codename Shiloh) ships

2001-11 XML for Analysis Software Development Kit 1.0 ships

2003-04 ADOMD.NET and XML for Analysis SDK 1.1 ship

2005-10-28 Analysis Services 2005 (codename Yukon) ships

2008-08-06 Analysis Services 2008 (codename Katmai) ships

2012-03-06 Analysis Services 2012

Storage modes
Microsoft Analysis Services takes a neutral position in the MOLAP vs. ROLAP arguments among OLAP products.
It allows all the flavors of MOLAP, ROLAP and HOLAP to be used within the same model.

Partition storage modes
•• MOLAP - Multidimensional OLAP - Both fact data and aggregations are processed, stored, and indexed using a

special format optimized for multidimensional data.
•• ROLAP - Relational OLAP - Both fact data and aggregations remain in the relational data source, eliminating the

need for special processing.
•• HOLAP - Hybrid OLAP - This mode uses the relational data source to store the fact data, but pre-processes

aggregations and indexes, storing these in a special format, optimized for multidimensional data.

Dimension storage modes
•• MOLAP - dimension attributes and hierarchies are processed and stored in the special format
•• ROLAP - dimension attributes are not processed and remain in the relational data source.

APIs and object models
Microsoft Analysis Services supports different sets of APIs and object models for different operations and in
different programming environments.

Querying
• XML for Analysis - The lowest level API. It can be used from any platform and in any language that supports

HTTP and XML
• OLE DB for OLAP - Extension of OLEDB. COM based and suitable for C/C++ programs on Windows platform.
• ADOMD - Extension of ADO. COM Automation based and suitable for VB programs on Windows platform.
• ADOMD.NET - Extension of ADO.NET. .NET based and suitable for managed code programs on CLR

platforms.
• ADO.NET Entity Framework - Entity Framework and LINQ can be used on top of ADOMD.NET (SSAS Entity

Framework Provider is required)
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Administration and management
• DSO - For AS 2000. COM Automation based and suitable for VB programs on Windows platform.
• AMO - For AS 2005. .NET based and suitable for managed code programs on CLR platforms.

Query languages
Microsoft Analysis Services supports the following query languages

Data definition language (DDL)
DDL in Analysis Services is XML based and supports commands such as <Create>, <Alter>, <Delete>, and
<Process>. For data mining models import and export, it also supports PMML.

Data manipulation language (DML)
• MDX - for querying OLAP cubes
• LINQ - for querying OLAP cubes from .NET using ADO.NET Entity Framework and Language INtegrated

Query (SSAS Entity Framework Provider is required)
• SQL - small subset of SQL for querying OLAP cubes and dimensions as if they were tables
• DMX - for querying Data Mining models
....

References
[1] http:/ / technet. microsoft. com/ en-us/ sqlserver/ cc510300. aspx
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External links
• Microsoft Analysis Services (http:/ / www. microsoft. com/ sql/ technologies/ analysis/ default. mspx)
• Microsoft OLAP Information (http:/ / www. mosha. com/ msolap)
• Microsoft Data Mining Information (http:/ / www. sqlserverdatamining. com)
• Analysis Services public forum (http:/ / forums. microsoft. com/ MSDN/ ShowForum. aspx?ForumID=83&

SiteID=1)
• Microsoft Analysis Services information hub - FAQs, tools, blogs, forums (http:/ / ssas-info. com)
• Microsoft Analysis Services WIKI (http:/ / ssas-wiki. com)
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Mondrian OLAP server

Mondrian OLAP Server

Developer(s) Pentaho Corporation

Stable release 3.5.0 / November 29, 2012

Operating system Cross-platform (JVM)

Type OLAP Server

License EPL

Website mondrian.pentaho.org [1]

Mondrian is an open source OLAP (online analytical processing) server, written in Java. It supports the MDX
(multidimensional expressions) query language and the XML for Analysis and olap4j [2] interface specifications. It
reads from SQL and other data sources and aggregates data in a memory cache.
Mondrian is used for:
•• High performance, interactive analysis of large or small volumes of information
•• Dimensional exploration of data, for example analyzing sales by product line, by region, by time period
•• Parsing the MDX language into Structured Query Language (SQL) to retrieve answers to dimensional queries
•• High-speed queries through the use of aggregate tables in the RDBMS
•• Advanced calculations using the calculation expressions of the MDX language

Mondrian History
The first public release of Mondrian was on Aug. 9th, 2002.
A release history is here [3]

Mondrian frontends
• JPivot [4]

• Saiku [5]

• Pentaho Analyzer [6]

• Pivot4J [7]

• EasyBI [8]
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[4] http:/ / jpivot. sourceforge. net
[5] http:/ / www. analytical-labs. com/
[6] http:/ / www. pentaho. com/ products/ analysis/
[7] http:/ / mysticfall. github. io/ pivot4j/
[8] https:/ / eazybi. com/
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OLE DB for OLAP
OLE DB for OLAP (Object Linking and Embedding, Database for Online Analytical Processing abbreviated
ODBO) is a Microsoft published specification and an industry standard for multi-dimensional data processing.
ODBO is the standard application programming interface (API) for exchanging metadata and data between an OLAP
server and a client on a Windows platform. ODBO extends the ability of OLE DB to access multi-dimensional
(OLAP) data stores.[citation needed]

Description
ODBO is the most widely supported, multi-dimensional API to date. Platform-specific to Microsoft Windows,
ODBO was specifically designed for Online Analytical Processing (OLAP) systems by Microsoft as an extension to
Object Linking and Embedding Database (OLE DB). ODBO uses Microsoft’s Component Object Model.[citation

needed]

ODBO permits independent software vendors (ISVs) and corporate developers to create a single set of standard
interfaces that allow OLAP clients to access multi-dimensional data, regardless of vendor or data source. ODBO is
currently supported by a wide spectrum of server and client tools.[citation needed]

When exposing the ODBO interface, the underlying multi-dimensional database must also support the MDX Query
Language. XML for Analysis is a newer interface to MDX Data Sources that is often supported in parallel with
ODBO.[citation needed]

References

External links
• Microsoft (http:/ / www. microsoft. com/ ) – Developed ODBO standard
• MSDN (http:/ / msdn2. microsoft. com/ en-us/ library/ ms145506. aspx/ ) – Multidimensional Expressions

Reference
• The OLAP Report (http:/ / www. olapreport. com/ ) – Independent research resource for organizations buying and

implementing OLAP applications
• XML for Analysis (http:/ / www. xmlforanalysis. com/ ) – Informational web site on ODBO, XMLA, and MDX
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Oracle OLAP
The Oracle Database OLAP Option implements On-line Analytical Processing (OLAP) within an Oracle database
environment. Oracle Corporation markets the Oracle Database OLAP Option as an extra-cost option to supplement
the "Enterprise Edition" of its database. (Oracle offers Essbase for customers without the Oracle Database or who
require multiple data-sources to load their cubes.)
As of Oracle Database 11g, the Oracle database optimizer can transparently redirect SQL queries to levels within the
OLAP Option cubes. The cubes are managed and can take the place of multi-dimensional materialized views,
simplifying Oracle data-warehouse management and speeding up query response.

Logical components
The Oracle Database OLAP Option offers:
• an OLAP analytic engine
• workspaces
• an analytic workspace manager (AWM)[1]

• a worksheet environment
• OLAP DML for DDL and DML
• an interface from SQL
• an analytic workspace Java API
•• a Java-based OLAP API

Physical implementation
The Oracle database tablespace CWMLITE stores OLAPSYS schema objects and integrates Oracle Database OLAP
Option with the Oracle Warehouse Builder (OWB). The CWMLITE name reflects the use of CWM — the Common
Warehouse Metamodel, which Oracle Corporation refers to as "Common Warehouse Metadata".

External links
• Oracle Technology Network [2] on Oracle OLAP, retrieved 2006-11-30

References
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[2] http:/ / www. oracle. com/ technology/ products/ bi/ olap/ index. html
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Palo (OLAP database)

Palo

Developer(s) Jedox AG

Stable release 5.0 SR3 / February 7, 2014

Operating system Cross-platform, Linux, Windows

Type OLAP

License Multi-licensing, GPL v2, LGPL, Proprietary

Website Jedox.com [1]

Palo is a memory resident multidimensional (online analytical processing (OLAP) or multidimensional online
analytical processing (MOLAP)) database server and typically used as a business intelligence tool for controlling and
budgeting purposes with spreadsheet software acting as the user interface. Beyond the multidimensional data
concept, Palo enables multiple users to share one centralised data storage (single version of the truth).
This type of database is suitable to handle complex data models for business management and statistics. Apart from
multidimensional queries, data can also be written back and consolidated real-time. To give rapid access to all data,
Palo stores them in the memory during run time. The server is available as open source and proprietary software.
Jedox was founded by Kristian Raue in 2002 and developed by Jedox AG, a company based in Freiburg, Germany.
The firm currently employs approximately 100 people.

Features
Palo for Excel is an open source plug-in for Microsoft Excel. There is also an open source plug-in for
OpenOffice.org named PalOOCa, with Java and web client also available from the JPalo project.[2] Palo can also be
integrated into other systems via its client libraries for Java, PHP, C/C++, or .NET Framework. It is fairly easy to
communicate with Palo OLAP Server, since it uses representational state transfer (REST).
Starting in October 2008, Palo supports XML for Analysis and MultiDimensional eXpressions (MDX) APIs for
connectivity, and OLE DB for OLAP interface which allows standard Excel pivot tables to serve as a client tool.
Starting September 2011, Palo supports SDX [3] dialect of LINQ.
Palo also provides a web-based spreadsheet interface called Palo Web.[4]

Architecture
Palo Suite is a tightly integrated framework consisting of: Palo MOLAP Server, Palo ETL Server, Palo Web (Palo
Spreadsheet - Connection, User, ETL, File and Report Manager), Palo for Excel, Palo Supervision Server and the
Palo Client Libraries.
The Data in Palo database is stored as a cube in the Palo MOLAP server. The Palo Excel Add-In component is used
as a service to communicate between the Excel and the Palo MOLAP Server.
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Additional sources
• Bernd Held, Hartmut Erb: Advanced Controlling mit Excel. Unternehmenssteuerung mit OLAP und PALO, m.

CD-ROM., Franzis, Poing 2006, ISBN 978-3-7723-7585-9 (in German)
• Stefan Müller, Leif Mergener: Business Intelligence im Vertrieb auf Basis von Open-Source-Lösungen. In:

Ronald Gleich, Andreas Klein (Hrsg.): Marketing- und Vertriebs-Controlling (Der Controlling-Berater Bd. 11).
Haufe-Lexware, Freiburg 2010, ISBN 978-3-648-00489-0. (in German)

• Palo Documentation (http:/ / www. jedox. com/ en/ jedox-downloads/ jedox-documentation-archive. html) -
Documentation to Palo (pdf) in the download section of the website

• Online Knowledgebase (http:/ / knowledgebase. jedox. com) Free Online Knowledgebase with full-text search
and export as PDF functionality

• Feature Voting Tool (http:/ / feedback. jedox. com) Feedback/Feature Voting Tool
• b-eye network article (http:/ / www. b-eye-network. co. uk/ view-articles/ 6759) - Open Source OLAP in the

Retail Environment. John Hobson, Feb 2008

External links
• Jedox (http:/ / www. jedox. com/ ) - Open-Source MOLAP-Server for Windows/Linux with Microsoft

Excel-interface, documentation, demos and forum
• Palo project on SourceForge.net (http:/ / sf. net/ projects/ palo/ ) - Palo project page on SourceForge.net
• Palo project page on ohloh.net (https:/ / www. ohloh. net/ p/ p4155/ ) - Palo project page on ohloh.net
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Panorama Software

Panorama Software

Type Privately held company

Industry Business intelligence software

Founded 1993

Founder(s) Rony Ross founded the original co. in 1993; assets were sold to Microsoft in 1996; the current company was founded in 2003 by
Janice Anderson and Rony Ross

Headquarters Toronto, Canada

Area served Global

Key people Eynav Azarya, CEO
Rony Ross, Executive Chairman and CTO, Oudi Antebi , VP Strategy and Marketing, Kobi Averbuch, VP R&D

Products Novaview

Website http:/ / www. panorama. com/

Panorama Software is a Canadian software and consulting company specializing in business intelligence. The
company was founded by Rony Ross in Israel in 1993; it relocated its worldwide headquarters to Toronto, Canada in
2003.
Panorama sold its OLAP technology to Microsoft in 1996, which was built into Microsoft OLAP Services and later
SQL Server Analysis Services, an integrated component of the Microsoft SQL Server platform.
Panorama supports over 1,600 customers worldwide in industries such as financial services, manufacturing, retail,
healthcare, telecommunications and life sciences. Panorama has a wide eco-system of partners in 30 countries, and
maintains offices throughout North America, EMEA and Asia.

Products

Necto
The company’s main product is a business intelligence suite named Panorama Necto™. Deemed a "Business
Intelligence 3.0" platform with enhanced user interfaces, increased user adoption, and better self-service for reduced
operational costs, Necto presents data in a socially enabled setting. Necto offers the users self-serve data mining and
report generation, allowing them to generate their own custom views of the data without having to wait on someone
else to run a report for them. It lets users create collaborative "workboards" and visual presentations to provide better
context as they put together ad-hoc business teams to address internal issues. The users are able to follow other
leaders in the organization and discover those who are attempting to analyze similar data sets. The company
contends this focus on social analysis leads, starting with business data and connecting it with the people who are
involved in this data.
Necto is a BI application based upon understanding of user behavior, one-click reporting, and collaborative decision
making. Panorama positions the product upon three strengths of social business intelligence, insights, and intuitive
self-service. The platform supports the social sharing of data, similar to sharing found on consumer oriented social
networking sites. Data analysis is treated as "conversations" which can themselves be followed and analyzed.
Panorama encourages Necto enterprise users to form cross-departmental teams based on data research behaviors.
The solution introduces intelligence to the BI engine through tracking of user behavior and making corresponding
adjustments.
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Necto is an end-to-end BI suite that includes analytics, custom reporting, intuitive dashboards, and integration with
Microsoft Office/SharePoint. The solution is compatible running on top of multiple data sources including
spreadsheets, in-memory, OLAP, or relational databases. Integration on Microsoft Azure and optimization with
Microsoft SQL Server 2012 platform is also available. Necto™ also integrates with SharePoint and adds a social
connection to this integration, combining structured data from Necto’s analysis services with unstructured data from
SharePoint. It can be scaled up to manage thousands of users and several terabytes of data.

Panorama and Microsoft
Panorama Software is the original developer of the online analytical-processing OLAP technology that Microsoft
acquired in 1996 and rebranded as SQL Server Analysis Services, an integrated component of the Microsoft SQL
Server platform. Since this acquisition, Panorama has actively offered solutions to support the Microsoft platform as
a Microsoft Gold ISV Competency partner. Whether on-premises or as a software-as-a-service, Panorama integrates
with Microsoft to meet the demands from the largest of enterprise users.

References

External links
• Panorama Software web site (http:/ / www. panorama. com)
• Free Necto Trial (http:/ / www. panorama. com/ trial/ necto-trial-1. php)
• Extending the Reach of Business Intelligence (http:/ / www. dmreview. com/ article_sub. cfm?articleId=6952) -

DM Review, July 2003 profile of Rony Ross and history of Panorama Software

ProClarity
ProClarity Corporation was a software company specializing in business intelligence and data analysis
applications.
The company was founded in 1995 as Knosys Inc. in Boise, Idaho. The company was renamed ProClarity
Corporation after its primary commercial software product, "ProClarity", in 2001.
ProClarity's software products integrated tightly with Microsoft Analysis Services.
Among ProClarity's more than 2,000 global clients were AT&T, Ericsson, Hewlett-Packard, Home Depot, Pennzoil
QuakerState, Reckitt Benckiser, Roche, Siemens, USDA, Verizon, and Wells Fargo.
On April 3, 2006, Microsoft announced the acquisition of ProClarity.[1] The company was gradually folded into
Microsoft's Business Division while a final major version, ProClarity 6.3, was released in 2007 [2] Additional
business intelligence components, such as PerformancePoint Services for SharePoint 2010, and business intelligence
improvements in existing products, as in Excel 2013, were released by the division in subsequent years.
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apr06/ 04-03ProClarityPR. mspx)", Microsoft press release, April 3, 2006
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External links
• Microsoft business intelligence (http:/ / www. microsoft. com/ bi)

SAP BI Accelerator
In computing, the SAP BW Accelerator is a computer appliance - preinstalled software on predefined hardware -
which is used to speed up OLAP queries. The software was initially known as the BI Accelerater.
SAP BW Accelerator includes indexes that are vertically inverted reproductions of all the data included in InfoCubes
(i.e., fact and dimension tables as well as master data). Note that there is no relational or other database management
systems in BW Accelerator. There is only a file system, and indexes are essentially held as flat files. The second
primary component of SAP BW Accelerator is the engine that processes the queries in memory - it uses the SAP
TREX search engine. The software is running on an expandable rack of blade servers. The operating system used for
BW Accelerator is 64-bit SUSE Linux Enterprise Server (SLES).

Hardware partners
The software is optimized for specific hardware and operating system combinations.
The list of partners which deliver the appliance is:
• IBM BW Accelerator solution [1]

•• HP
•• Fujitsu Siemens
• Sun BI Accelerator Offering [2]

The product is now going out to the free market; i.e. it is not only the partners that are allowed to offer this product.
As always when becoming more open markets, lower prices might therefore be expected.
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SAP NetWeaver Business Intelligence
SAP NetWeaver Business Warehouse (SAP NetWeaver BW) is business intelligence (BI), analytical, reporting
and data warehousing software produced by SAP AG. It was originally named SAP BIW (Business Information
Warehouse), then abbreviated to SAP BW, but is now known as "SAP BI" at the end user level. In contrast, "BW" is
still used to describe the underlying data warehouse area and accelerator components. It is often used by companies
who run their business on SAP's operational systems.
BW is part of the SAP NetWeaver technology. Other components of SAP NetWeaver include SAP Enterprise Portal
(EP, called SAP NetWeaver Portal as of Release 7.0), Web Application Server (WAS), SAP Process Integration (PI,
or previously XI, i.e. eXchange Infrastructure) and Master Data Management (MDM). It also includes end-user
reporting tools such as Report Designer, BEx Query Designer, BEx Web Application Designer and BEx Analyzer.

Structure
SAP's BI products have layers:
• Extract, transform, load (ETL) layer - responsible for extracting data from a specific source, applying

transformation rules, and loading it into the Data Warehouse Area.
• Data Warehouse Area - responsible for storing the information in various types of structures (e.g. Data Store

Objects, InfoObjects and multidimensional structures called InfoCubes that follows star schema design).
•• Reporting - for accessing the information in data warehouse area and presenting it in a user-friendly manner to the

analyst or business user.
•• Planning and analysis - Provides capabilities for the user to run simulations and perform tasks such as budget

calculations.
SAP BW contains pre-defined business content in the form of InfoCubes, Info Objects, authorization roles, and
queries. The business content can be modified to meet an organization's specific requirements; however, this requires
a longer process of customization of the pre-defined elements.

Security

User management

The following types of general user profiles exist:
•• Executives and knowledge workers
•• Information consumers
However, roles and authorizations can be customized significantly.

Authentications and Single Sign-On

The following are the most common forms of authentication:
•• User ID and Password
• Secure Network Communications (SNC)
•• SAP Logon Ticket
• Client Certificates (e.g., x.509)
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SAP NetWeaver Single Sign-On Environment

The SAP NetWeaver Portal is the main entry point within SAP NetWeaver. In order to integrate SAP NetWeaver
Business Intelligence, the following two conditions must be satisfied: (note that SAP logon tickets are being used in
this example) 1) BI trusts SAP logon tickets from EP because the public key of the EP certificate has been imported
into BI. 2) EP trusts SAP logon tickets from BI because the public key of the BI certificate has been imported into
EP.

Authorizations

Companies have to define who has access to which data. An authorization allows a user to perform a certain activity
on a certain object in the BI system. There are two authorizations concepts to consider for BI: standard
authorizations[1] and analysis authorizations.[2]

Communication channel security

The communication channel used depends on different cases[3]

• Front end and application server uses RFC
• Application server and application server uses RFC
• SAP J2EE Engine and application server uses RFC
• SAP router and application server uses RFC
• Connection to database uses RFC
• Web browser and application server uses HTTP, HTTPS, and SOAP

Encrypted communications

RFC communications is not encrypted. In order to encrypt RFC communications, the SAP environment must use
Secure Network Communications (SNC) or the SAP Cryptographic Library.[4] SAP recommends the usage of x.509
certificates.[5]

Data storage

Data can be protected from being accessed by an authorized end user by assigning analysis authorizations. Data is
not protected under BI default settings.
Transactional data is stored in a Datastore or an InfoCube. A Datastore serves as a storage location for transaction
data at an atomic level. The data in a datastore is stored in transparent flat database tables.
An InfoCube is a set of relational tables arranged according to the star schema: A large fact table in the middle
surrounded by several dimension tables.5616

History
The 7.0 version of BW was released in June 2006 as part of the SAP NetWeaver 7.0 (also known as 2004s). This
release included features such as next-generation reporting and analytical features, data warehousing enhancements,
and a memory resident option for improving query performance called "BI Accelerator" (it has since been renamed
BW Accelerator). The BW Accelerator comes as an external appliance, i.e. complete hardware with pre-installed
software, and requires a separate licence fee. BW Accelerator is licenced per blade server and 16 GB increments of
memory.
SAP acquired Business Objects, one of the premier business intelligence software providers, via tender offers
executed December 2007-January 2008.[6] SAP has indicated that Business Objects will operate as an independent
entity to preserve the principle of application agnosticism, but also promised a tighter integration between SAP BI
and Business Objects. A new BI roadmap was recently released by the combined entity.[7]
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NEVOD DMB

NEVOD

Company / developer RELEX Group

License commercial

Official website [1]

Data Marts Builder NEVOD a product of RELEX Group, created in 1996.

Description
DMB[2] NEVOD - object-oriented repository with possibility of search and analysis of structured information (Ad
hoc inquiries and semantic net visualization). It is used mainly by security services of commercial organisations and
divisions of the Ministry of Internal Affairs of the Russian Federation. For ten consecutive years DMB NEVOD has
been presented at the international tradeshow of computer technologies "SofTool", at the RELEX Group
exposition.[3]

Technical Characteristics of NEVOD DMB

Parameter Value

Maximum number of accounted object types 65000

Maximum number of objects 1 000 000 000

Maximum number of single-valued attributes for an object 124

Maximum number of many-valued attributes for an object 65000

Maximum number of values in a many-valued attribute 1 000 000 000

Maximum number of users 65000

Possible attribute types Text (up to 512 Unicode characters)
Dictionary value (up to 512 Unicode
characters)
Date
Time
Integer
Floating-point real number
Fixed-point real number
Attribute group
Object reference
Multimedia (up to 2 Gb)

Maximum number of dictionaries 32000

Dictionary views Linear list
Synonym tree
Hierarchic dictionary
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Types of conditions imposed on attributes and used in queries Equal
Not equal
More
Less
More or equal
Less or equal
Between
According to the hierarchic dictionary
Empty
Begin with
End with
Contains
Template

Types of conditions imposed on connections and used in queries Use connection type
Mandatory connection
Implied connection

Types of logical operations connecting the conditions imposed on attributes AND, OR, NOT

Maximum number of conditions in a query 32000

Maximum number of queries stored 65000

Maximum number of query results stored 65000

Maximum number of input/output forms stored 65000

Maximum number of connection charts stored 65000

Maximum number of statistic reports stored 65000

Maximum number of XSL reports stored 65000

Maximum number of servers for executing a query 4000

Maximum number of identification rules 65000

Import/export format XML
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[3] CeBIT-2007.ru Partnerland Russland (http:/ / www. cebit-2007. ru/ firmen/ morenews. php?iditem=3)
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Data Transforamtion

Extract, transform, load
In computing, extract, transform, and load (ETL) refers to a process in database usage and especially in data
warehousing that:
• Extracts data from outside sources
• Transforms it to fit operational needs, which can include quality levels
• Loads it into the end target (database, more specifically, operational data store, data mart, or data warehouse)
ETL systems are commonly used to integrate data from multiple applications, typically developed and supported by
different vendors or hosted on separate computer hardware. The disparate systems containing the original data are
frequently managed and operated by different employees. For example a cost accounting system may combine data
from payroll, sales and purchasing.

Extract
The first part of an ETL process involves extracting the data from the source systems. In many cases this is the most
challenging aspect of ETL, since extracting data correctly sets the stage for how subsequent processes go further.

ETL Architecture Pattern

Most data warehousing projects consolidate data from
different source systems. Each separate system may also
use a different data organization and/or format. Common
data source formats are relational databases and flat files,
but may include non-relational database structures such as
Information Management System (IMS) or other data
structures such as Virtual Storage Access Method
(VSAM) or Indexed Sequential Access Method (ISAM),
or even fetching from outside sources such as through
web spidering or screen-scraping. The streaming of the
extracted data source and load on-the-fly to the
destination database is another way of performing ETL
when no intermediate data storage is required. In general,
the goal of the extraction phase is to convert the data into
a single format appropriate for transformation processing.

An intrinsic part of the extraction involves the parsing of
extracted data, resulting in a check if the data meets an
expected pattern or structure. If not, the data may be
rejected entirely or in part.
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Transform
The transform stage applies a series of rules or functions to the extracted data from the source to derive the data for
loading into the end target. Some data sources require very little or even no manipulation of data. In other cases, one
or more of the following transformation types may be required to meet the business and technical needs of the target
database:
• Selecting only certain columns to load (or selecting null columns not to load). For example, if the source data has

three columns (also called attributes), roll_no, age, and salary, then the selection may take only roll_no and salary.
Similarly, the selection mechanism may ignore all those records where salary is not present (salary = null).

• Translating coded values (e.g., if the source system stores 1 for male and 2 for female, but the warehouse stores M
for male and F for female)

• Encoding free-form values (e.g., mapping "Male" to "M")
• Deriving a new calculated value (e.g., sale_amount = qty * unit_price)
•• Sorting
• Joining data from multiple sources (e.g., lookup, merge) and deduplicating the data
• Aggregation (for example, rollup — summarizing multiple rows of data — total sales for each store, and for each

region, etc.)
• Generating surrogate-key values
• Transposing or pivoting (turning multiple columns into multiple rows or vice versa)
• Splitting a column into multiple columns (e.g., converting a comma-separated list, specified as a string in one

column, into individual values in different columns)
• Disaggregation of repeating columns into a separate detail table (e.g., moving a series of addresses in one record

into single addresses in a set of records in a linked address table)
•• Lookup and validate the relevant data from tables or referential files for slowly changing dimensions.
•• Applying any form of simple or complex data validation. If validation fails, it may result in a full, partial or no

rejection of the data, and thus none, some or all the data is handed over to the next step, depending on the rule
design and exception handling. Many of the above transformations may result in exceptions, for example, when a
code translation parses an unknown code in the extracted data.

Load
The load phase loads the data into the end target, usually the data warehouse (DW). Depending on the requirements
of the organization, this process varies widely. Some data warehouses may overwrite existing information with
cumulative information; frequently, updating extracted data is done on a daily, weekly, or monthly basis. Other data
warehouses (or even other parts of the same data warehouse) may add new data in a historical form at regular
intervals—for example, hourly. To understand this, consider a data warehouse that is required to maintain sales
records of the last year. This data warehouse overwrites any data older than a year with newer data. However, the
entry of data for any one year window is made in a historical manner. The timing and scope to replace or append are
strategic design choices dependent on the time available and the business needs. More complex systems can maintain
a history and audit trail of all changes to the data loaded in the data warehouse.
As the load phase interacts with a database, the constraints defined in the database schema — as well as in triggers
activated upon data load — apply (for example, uniqueness, referential integrity, mandatory fields), which also
contribute to the overall data quality performance of the ETL process.
•• For example, a financial institution might have information on a customer in several departments and each

department might have that customer's information listed in a different way. The membership department might
list the customer by name, whereas the accounting department might list the customer by number. ETL can
bundle all this data and consolidate it into a uniform presentation, such as for storing in a database or data
warehouse.
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•• Another way that companies use ETL is to move information to another application permanently. For instance,
the new application might use another database vendor and most likely a very different database schema. ETL can
be used to transform the data into a format suitable for the new application to use.

• An example of this would be an Expense and Cost Recovery System (ECRS) such as used by accountancies,
consultancies and lawyers. The data usually ends up in the time and billing system, although some businesses
may also utilize the raw data for employee productivity reports to Human Resources (personnel dept.) or
equipment usage reports to Facilities Management.

Real-life ETL cycle
The typical real-life ETL cycle consists of the following execution steps:
1.1. Cycle initiation
2. Build reference data
3.3. Extract (from sources)
4.4. Validate
5. Transform (clean, apply business rules, check for data integrity, create aggregates or disaggregates)
6. Stage (load into staging tables, if used)
7. Audit reports (for example, on compliance with business rules. Also, in case of failure, helps to diagnose/repair)
8.8. Publish (to target tables)
9.9. Archive
10.10. Clean up

Challenges
ETL processes can involve considerable complexity, and significant operational problems can occur with improperly
designed ETL systems.
The range of data values or data quality in an operational system may exceed the expectations of designers at the
time validation and transformation rules are specified. Data profiling of a source during data analysis can identify the
data conditions that must be managed by transform rules specifications. This leads to an amendment of validation
rules explicitly and implicitly implemented in the ETL process.
Data warehouses are typically assembled from a variety of data sources with different formats and purposes. As
such, ETL is a key process to bring all the data together in a standard, homogeneous environment.
Design analysts should establish the scalability of an ETL system across the lifetime of its usage. This includes
understanding the volumes of data that must be processed within service level agreements. The time available to
extract from source systems may change, which may mean the same amount of data may have to be processed in less
time. Some ETL systems have to scale to process terabytes of data to update data warehouses with tens of terabytes
of data. Increasing volumes of data may require designs that can scale from daily batch to multiple-day micro batch
to integration with message queues or real-time change-data capture for continuous transformation and update.
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Performance
ETL vendors benchmark their record-systems at multiple TB (terabytes) per hour (or ~1 GB per second) using
powerful servers with multiple CPUs, multiple hard drives, multiple gigabit-network connections, and lots of
memory. The fastest ETL record is currently held by Syncsort,[1] Vertica and HP at 5.4TB in under an hour, which is
more than twice as fast as the earlier record held by Microsoft and Unisys.
In real life, the slowest part of an ETL process usually occurs in the database load phase. Databases may perform
slowly because they have to take care of concurrency, integrity maintenance, and indices. Thus, for better
performance, it may make sense to employ:
•• Direct Path Extract method or bulk unload whenever is possible (instead of querying the database) to reduce the

load on source system while getting high speed extract
•• Most of the transformation processing outside of the database
•• Bulk load operations whenever possible.
Still, even using bulk operations, database access is usually the bottleneck in the ETL process. Some common
methods used to increase performance are:
• Partition tables (and indices). Try to keep partitions similar in size (watch for null values that can skew the

partitioning).
• Do all validation in the ETL layer before the load. Disable integrity checking (disable constraint ...) in

the target database tables during the load.
• Disable triggers (disable trigger ...) in the target database tables during the load. Simulate their effect as a

separate step.
•• Generate IDs in the ETL layer (not in the database).
• Drop the indices (on a table or partition) before the load - and recreate them after the load (SQL: drop index

...; create index ...).
• Use parallel bulk load when possible — works well when the table is partitioned or there are no indices. Note:

attempt to do parallel loads into the same table (partition) usually causes locks — if not on the data rows, then on
indices.

• If a requirement exists to do insertions, updates, or deletions, find out which rows should be processed in which
way in the ETL layer, and then process these three operations in the database separately. You often can do bulk
load for inserts, but updates and deletes commonly go through an API (using SQL).

Whether to do certain operations in the database or outside may involve a trade-off. For example, removing
duplicates using distinct may be slow in the database; thus, it makes sense to do it outside. On the other side, if
using distinct significantly (x100) decreases the number of rows to be extracted, then it makes sense to remove
duplications as early as possible in the database before unloading data.
A common source of problems in ETL is a big number of dependencies among ETL jobs. For example, job "B"
cannot start while job "A" is not finished. One can usually achieve better performance by visualizing all processes on
a graph, and trying to reduce the graph making maximum use of parallelism, and making "chains" of consecutive
processing as short as possible. Again, partitioning of big tables and of their indices can really help.
Another common issue occurs when the data is spread between several databases, and processing is done in those
databases sequentially. Sometimes database replication may be involved as a method of copying data between
databases - and this can significantly slow down the whole process. The common solution is to reduce the processing
graph to only three layers:
•• Sources
•• Central ETL layer
•• Targets
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This allows processing to take maximum advantage of parallel processing. For example, if you need to load data into
two databases, you can run the loads in parallel (instead of loading into 1st - and then replicating into the 2nd).
Sometimes processing must take place sequentially. For example, dimensional (reference) data is needed before one
can get and validate the rows for main "fact" tables.

Parallel processing
A recent[2] development in ETL software is the implementation of parallel processing. This has enabled a number of
methods to improve overall performance of ETL processes when dealing with large volumes of data.
ETL applications implement three main types of parallelism:
• Data: By splitting a single sequential file into smaller data files to provide parallel access.
• Pipeline: Allowing the simultaneous running of several components on the same data stream. For example:

looking up a value on record 1 at the same time as adding two fields on record 2.
• Component: The simultaneous running of multiple processes on different data streams in the same job, for

example, sorting one input file while removing duplicates on another file.
All three types of parallelism usually operate combined in a single job.
An additional difficulty comes with making sure that the data being uploaded is relatively consistent. Because
multiple source databases may have different update cycles (some may be updated every few minutes, while others
may take days or weeks), an ETL system may be required to hold back certain data until all sources are
synchronized. Likewise, where a warehouse may have to be reconciled to the contents in a source system or with the
general ledger, establishing synchronization and reconciliation points becomes necessary.

Rerunnability, recoverability
Data warehousing procedures usually subdivide a big ETL process into smaller pieces running sequentially or in
parallel. To keep track of data flows, it makes sense to tag each data row with "row_id", and tag each piece of the
process with "run_id". In case of a failure, having these IDs help to roll back and rerun the failed piece.
Best practice also calls for checkpoints, which are states when certain phases of the process are completed. Once at a
checkpoint, it is a good idea to write everything to disk, clean out some temporary files, log the state, and so on.

Virtual ETL
As of 2010[2] data virtualization had begun to advance ETL processing. The application of data virtualization to
ETL allowed solving the most common ETL tasks of data migration and application integration for multiple
dispersed data sources. So-called Virtual ETL operates with the abstracted representation of the objects or entities
gathered from the variety of relational, semi-structured and unstructured data sources. ETL tools can leverage
object-oriented modeling and work with entities' representations persistently stored in a centrally located
hub-and-spoke architecture. Such a collection that contains representations of the entities or objects gathered from
the data sources for ETL processing is called a metadata repository and it can reside in memory[3] or be made
persistent. By using a persistent metadata repository, ETL tools can transition from one-time projects to persistent
middleware, performing data harmonization and data profiling consistently and in near-real time.[citation needed]
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Dealing with keys
Keys are some of the most important objects in all relational databases, as they tie everything together. A primary
key is a column that identifies a given entity, where a foreign key is a column in another table that refers a primary
key. These keys can also be made of several columns, in which case they are composite keys. In many cases the
primary key is an auto generated integer that has no meaning for the business entity being represented, but solely
exists for the purpose of the relational database - commonly referred to as a surrogate key.
As there is usually more than one data source being loaded into the warehouse, the keys are an important concern to
be addressed.
Your customers might be represented in several data sources, and in one their SSN (Social Security Number) might
be the primary key, their phone number in another and a surrogate in the third. All of the customers information
needs to be consolidated into one dimension table.
A recommended way to deal with the concern is to add a warehouse surrogate key, which is used as a foreign key
from the fact table.[4]

Usually updates occur to a dimension's source data, which obviously must be reflected in the data warehouse.
If the primary key of the source data is required for reporting, the dimension already contains that piece of
information for each row. If the source data uses a surrogate key, the ware house must keep track of it even though it
is never used in queries or reports.
That is done by creating a lookup table that contains the warehouse surrogate key and the originating key.[5] This
way the dimension is not polluted with surrogates from various source systems, while the ability to update is
preserved.
The lookup table is used in different ways depending on the nature of the source data. There are 5 types to
consider,[6] where three selected ones are included here:
Type 1:
- The dimension row is simply updated to match the current state of the source system. The warehouse does not
capture history. The lookup table is used to identify the dimension row to update or overwrite.
Type 2:
- A new dimension row is added with the new state of the source system. A new surrogate key is assigned. Source
key is no longer unique in the lookup table.
Fully logged:
- A new dimension row is added with the new state of the source system, while the previous dimension row is
updated to reflect it is no longer active and record time of deactivation.

Tools
Programmers can set up ETL processes using almost any programming language, but building such processes from
scratch can become complex. Increasingly, companies are buying ETL tools to help in the creation of ETL
processes.[7]

By using an established ETL framework, one may increase one's chances of ending up with better connectivity and
scalability.[citation needed] A good ETL tool must be able to communicate with the many different relational databases
and read the various file formats used throughout an organization. ETL tools have started to migrate into Enterprise
Application Integration, or even Enterprise Service Bus, systems that now cover much more than just the extraction,
transformation, and loading of data. Many ETL vendors now have data profiling, data quality, and metadata
capabilities. A common use case for ETL tools include converting CSV files to formats readable by relational
databases. A typical translation of millions of records is facilitated by ETL tools that enable users to input csv-like
data feeds/files and import it into a database with as little code as possible.
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ETL Tools are typically used by a broad range of professionals - from students in computer science looking to
quickly import large data sets to database architects in charge of company account management, ETL Tools have
become a convenient tool that can be relied on to get maximum performance. ETL tools in most cases contain a GUI
that helps users conveniently transform data as opposed to writing large programs to parse files and modify data
types—which ETL tools facilitate as much as possible.[citation needed]
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Staging (data)
A staging area, or landing zone, is an intermediate storage area used for data processing during the extract,
transform and load (ETL) process. The data staging area sits between the data source(s) and the data target(s), which
are often data warehouses, data marts or other data repositories.[1]

Data staging areas are often transient in nature, with their contents being erased prior to running an ETL process or
immediately following successful completion of an ETL process. There are staging area architectures, however,
which are designed to hold data for extended periods of time for archival or troubleshooting purposes.

Implementation
Staging areas can be implemented in the form of tables in relational databases, text-based flat files (or XML files)
stored in file systems or proprietary formatted binary files stored in file systems.[2] Staging area architectures range
in complexity from a set of simple relational tables in a target database to self-contained database instances or file
systems.[3] Though the source systems and target systems supported by ETL processes are often relational databases,
the staging areas that sit between data sources and targets need not also be relational databases.[4]

Functions
Staging areas can be designed to provide many benefits, but the primary motivations for their use are to increase
efficiency of ETL processes, ensure data integrity and support data quality operations. The functions of the staging
area include the following:

Consolidation
One of the primary functions performed by a staging area is consolidation of data from multiple source systems. In
performing this function the staging area acts as a large "bucket" in which data from multiple source systems can be
temporarily placed for further processing. It is common to tag data in the staging area with additional metadata
indicating the source of origin and timestamps indicating when the data was placed in the staging area.
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Alignment
Aligning data includes standardization of reference data across multiple source systems and validation of
relationships between records and data elements from different sources. Data alignment in the staging area is a
function closely related to, and acting in support of, master data management capabilities.[5]

Minimizing contention
The staging area and ETL processes it supports are often designed with a goal of minimizing contention within
source systems. Copying required data from source systems to the staging area in one shot is often more efficient
than retrieving individual records (or small sets of records) on a one-off basis. The former method takes advantage of
technical efficiencies, such as data streaming technologies, reduced overhead through minimizing the need to break
and re-establish connections to source systems and optimization of concurrency lock management on multi-user
source systems. By copying the source data from the source systems and waiting to perform intensive processing and
transformation in the staging area, the ETL process exercises a great degree of control over concurrency issues
during processing.

Independent scheduling/multiple targets
The staging area can support hosting of data to be processed on independent schedules, and data that is meant to be
directed to multiple targets. In some instances data might be pulled into the staging area at different times to be held
and processed all at once. This situation might occur when enterprise processing is done across multiple time zones
each night, for instance. In other cases data might be brought into the staging area to be processed at different times;
or the staging area may be used to push data to multiple target systems. As an example, daily operational data might
be pushed to an operational data store (ODS) while the same data may be sent in a monthly aggregated form to a
data warehouse.

Change detection
The staging area supports efficient change detection operations against target systems. This functionality is
particularly useful when the source systems do not support reliable forms of change detection, such as
system-enforced timestamping, change tracking or change data capture (CDC).

Cleansing data
Data cleansing includes identification and removal (or update) of invalid data from the source systems. The ETL
process utilizing the staging area can be used to implement business logic to identify and handle "invalid" data.
Invalid data is often defined through a combination of business rules and technical limitations. Technical constraints
may additionally be placed on staging area structures (such as table constraints in a relational database) to enforce
data validity rules.

Aggregate precalculation
Precalculation of aggregates, complex calculations and application of complex business logic may be done in a
staging area to support highly responsive service level agreements (SLAs) for summary reporting in target systems.

Data archiving and troubleshooting
Data archiving can be performed in, or supported by, a staging area. In this scenario the staging area can be used to
maintain historical records during the load process, or it can be used to push data into a target archive structure.
Additionally data may be maintained within the staging area for extended periods of time to support technical
troubleshooting of the ETL process.
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Vocabulary-based transformation
In metadata, a vocabulary-based transformation (VBT) is a transformation aided by the use of a semantic
equivalence statements within a controlled vocabulary.
Many organizations today require communication between one or more computers. Although many standards exist
to exchange data between computers such as HTML or email, there are still much structured information that needs
to be exchanged between computers that is not standardized. The process of mapping one source of data into another
is often a slow and labor-intensive process.
VBT is a possible way to avoid much of the time and cost of manual data mapping using traditional Extract,
transform, load technologies.

History
The term vocabulary-based transformation was first defined by Roy Shulte of the Gartner Group around May 2003
and appeared in annual "hype-cycle" for integration.

Application
VBT allows computer systems integrators to more automatically "look up" the definitions of data elements in a
centralized data dictionary and use that definition and the equivalent mappings to transform that data element into a
foreign namespace.
The Web Ontology Language (OWL) language also support three semantic equivalence statements.

Companies or products
•• IONA Technologies
• Contivo [1]

•• enLeague Systems
•• ItemField
•• Unicorn Solutions
•• Vitria Technology
•• Zonar
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External links
• Gartner Glossary of Terms [2] Gartner definition Vocabulary-based transformation
• Gartner Hype Cycle 2003 [3]
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Surrogate key
A surrogate key in a database is a unique identifier for either an entity in the modeled world or an object in the
database. The surrogate key is not derived from application data.

Definition
There are at least two definitions of a surrogate:
Surrogate (1) – Hall, Owlett and Codd (1976)

A surrogate represents an entity in the outside world. The surrogate is internally generated by the system but is
nevertheless visible to the user or application.

Surrogate (2) – Wieringa and De Jonge (1991)
A surrogate represents an object in the database itself. The surrogate is internally generated by the system and
is invisible to the user or application.

The Surrogate (1) definition relates to a data model rather than a storage model and is used throughout this article.
See Date (1998).
An important distinction between a surrogate and a primary key depends on whether the database is a current
database or a temporal database. Since a current database stores only currently valid data, there is a one-to-one
correspondence between a surrogate in the modeled world and the primary key of the database. In this case the
surrogate may be used as a primary key, resulting in the term surrogate key. In a temporal database, however, there
is a many-to-one relationship between primary keys and the surrogate. Since there may be several objects in the
database corresponding to a single surrogate, we cannot use the surrogate as a primary key; another attribute is
required, in addition to the surrogate, to uniquely identify each object.
Although Hall et al. (1976) say nothing about this, othersWikipedia:Citing sources have argued that a surrogate
should have the following characteristics:
•• the value is unique system-wide, hence never reused
•• the value is system generated
•• the value is not manipulable by the user or application
•• the value contains no semantic meaning
•• the value is not visible to the user or application
•• the value is not composed of several values from different domains.
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Surrogates in practice
In a current database, the surrogate key can be the primary key, generated by the database management system and
not derived from any application data in the database. The only significance of the surrogate key is to act as the
primary key. It is also possible that the surrogate key exists in addition to the database-generated UUID (for
example, an HR number for each employee other than the UUID of each employee).
A surrogate key is frequently a sequential number (e.g. a Sybase or SQL Server "identity column", a PostgreSQL or
Informix serial, an Oracle SEQUENCE or a column defined with AUTO_INCREMENT in MySQL) but doesn't
have to be. Having the key independent of all other columns insulates the database relationships from changes in
data values or database design (making the database more agile) and guarantees uniqueness.
In a temporal database, it is necessary to distinguish between the surrogate key and the business key. Every row
would have both a business key and a surrogate key. The surrogate key identifies one unique row in the database, the
business key identifies one unique entity of the modeled world. One table row represents a slice of time holding all
the entities attributes for a defined timespan. Those slices depict the whole lifespan of one business entity. For
example, a table EmployeeContracts may hold temporal information to keep track of contracted working hours. The
business key for one contract will be identical (non-unique) in both rows however the surrogate key for each row is
unique.

SurrogateKey BusinessKey EmployeeName WorkingHoursPerWeek RowValidFrom RowValidTo

1 BOS0120 John Smith 40 2000-01-01 2000-12-31

56 P0000123 Bob Brown 25 1999-01-01 2011-12-31

234 BOS0120 John Smith 35 2001-01-01 2009-12-31

Some database designers use surrogate keys systematically regardless of the suitability of other candidate keys,
while others will use a key already present in the data, if there is one.
A surrogate key may also be called a synthetic key, an entity identifier, a system-generated key, a database sequence
number, a factless key, a technical key, or an arbitrary unique identifier.[citation needed] Some of these terms describe
the way of generating new surrogate values rather than the nature of the surrogate concept.
Approaches to generating surrogates include:
• Universally Unique Identifiers (UUIDs)
• Globally Unique Identifiers (GUIDs)
• Object Identifiers (OIDs)
• Sybase or SQL Server identity column IDENTITY OR IDENTITY(n,n)
• Oracle SEQUENCE
• PostgreSQL or IBM Informix serial
• MySQL AUTO_INCREMENT
• AutoNumber data type in Microsoft Access
• AS IDENTITY GENERATED BY DEFAULT in IBM DB2
• Identity column (implemented in DDL) in Teradata
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Advantages

Immutability
Surrogate keys do not change while the row exists. This has the following advantages:
•• Applications cannot lose their reference to a row in the database (since the identifier never changes).
• The primary or natural key data can always be modified, even with databases that do not support cascading

updates across related foreign keys.

Requirement changes
Attributes that uniquely identify an entity might change, which might invalidate the suitability of natural keys.
Consider the following example:

An employee's network user name is chosen as a natural key. Upon merging with another company, new
employees must be inserted. Some of the new network user names create conflicts because their user names
were generated independently (when the companies were separate).

In these cases, generally a new attribute must be added to the natural key (for example, an original_company
column). With a surrogate key, only the table that defines the surrogate key must be changed. With natural keys, all
tables (and possibly other, related software) that use the natural key will have to change.
Some problem domains do not clearly identify a suitable natural key. Surrogate key avoids choosing a natural key
that might be incorrect.

Performance
Surrogate keys tend to be a compact data type, such as a four-byte integer. This allows the database to query the
single key column faster than it could multiple columns. Furthermore a non-redundant distribution of keys causes the
resulting b-tree index to be completely balanced. Surrogate keys are also less expensive to join (fewer columns to
compare) than compound keys.

Compatibility
While using several database application development systems, drivers, and object-relational mapping systems, such
as Ruby on Rails or Hibernate, it is much easier to use an integer or GUID surrogate keys for every table instead of
natural keys in order to support database-system-agnostic operations and object-to-row mapping.

Uniformity
When every table has a uniform surrogate key, some tasks can be easily automated by writing the code in a
table-independent way.

Validation
It is possible to design key-values that follow a well-known pattern or structure which can be automatically verified.
For instance, the keys that are intended to be used in some column of some table might be designed to "look
differently from" those that are intended to be used in another column or table, thereby simplifying the detection of
application errors in which the keys have been misplaced. However, this characteristic of the surrogate keys should
never be used to drive any of the logic of the applications themselves, as this would violate the principles of
Database normalization.
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Disadvantages

Disassociation
The values of generated surrogate keys have no relationship to the real-world meaning of the data held in a row.
When inspecting a row holding a foreign key reference to another table using a surrogate key, the meaning of the
surrogate key's row cannot be discerned from the key itself. Every foreign key must be joined to see the related data
item. This can also make auditing more difficult,[citation needed] as incorrect data is not obvious.
Surrogate keys are unnatural for data that is exported and shared. A particular difficulty is that tables from two
otherwise identical schemas (for example, a test schema and a development schema) can hold records that are
equivalent in a business sense, but have different keys. This can be mitigated by not exporting surrogate keys, except
as transient data (most obviously, in executing applications that have a "live" connection to the database).

Query optimization
Relational databases assume a unique index is applied to a table's primary key. The unique index serves two
purposes: (i) to enforce entity integrity, since primary key data must be unique across rows and (ii) to quickly search
for rows when queried. Since surrogate keys replace a table's identifying attributes—the natural key—and since the
identifying attributes are likely to be those queried, then the query optimizer is forced to perform a full table scan
when fulfilling likely queries. The remedy to the full table scan is to apply indexes on the identifying attributes, or
sets of them. Where such sets are themselves a candidate key, the index can be a unique index.
These additional indexes, however, will take up disk space and slow down inserts and deletes.

Normalization
The presence of a surrogate key can result in the database administrator forgetting to establish, or accidentally
removing, a secondary unique index on the natural key of the table. Without a unique index on the natural key,
duplicate rows can appear and once present can be difficult to identify.

Business process modeling
Because surrogate keys are unnatural, flaws can appear when modeling the business requirements. Business
requirements, relying on the natural key, then need to be translated to the surrogate key. A strategy is to draw a clear
distinction between the logical model (in which surrogate keys do not appear) and the physical implementation of
that model, to ensure that the logical model is correct and reasonably well normalised, and to ensure that the physical
model is a correct implementation of the logical model.

Inadvertent disclosure
Proprietary information can be leaked if sequential key generators are used. By subtracting a previously generated
sequential key from a recently generated sequential key, one could learn the number of rows inserted during that
time period. This could expose, for example, the number of transactions or new accounts per period. There are a few
ways to overcome this problem:
•• Increase the sequential number by a random amount.
• Generate a completely random primary key. However, to prevent duplication which would cause an insert

rejection, a randomly generated primary key must either be queried (to check that it is not already in use), or the
key must contain enough entropy that one can be confident that collisions will not happen.
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Inadvertent assumptions
One might incorrectly infer from sequentially generated surrogate keys that events with a higher primary key value
occurred after events with a lower primary key value. The sequential primary key implies nothing of the kind. It is
possible for inserts to fail and leave gaps, and for those gaps to be filled at some later time. A sequential key value is
not a reliable indicator of chronology. If chronology is important, rely not upon the sequential key but upon a
timestamp. A random key would prevent a person from making the assumption that the key has some bearing to
real-world chronology only if the person making the assumption is aware that the key is indeed random and has no
bearing upon chronology. A randomly generated primary key must be queried before assigned to prevent duplication
and cause an insert rejection.[citation needed]
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Variable data publishing
Variable-data publishing (VDP) (also known as database publishing) is a term referring to the output of a variable
composition system. While these systems can produce both electronically viewable and hard-copy (print) output, the
"variable-data publishing" term today often distinguishes output destined for electronic viewing, rather than that
which is destined for hard-copy print (e.g. variable data printing).
Essentially the same techniques are employed to perform variable-data publishing, as those utilized with variable
data printing. The difference is in the interpretation for output. While variable-data printing may be interpreted to
produce various print streams or page-description files (e.g. AFP/IPDS, PostScript, PCL), variable-data publishing
produces electronically viewable files, most commonly seen in the forms of PDF, HTML, or XML.
Variable-data composition involves the use of data to conditionally:
•• exhibit text (static blocks and/or variable content)
•• exhibit images
•• select fonts
•• select colors
• format page layouts & flows
Variable-data may be as simple as an address block or salutation. However, it can be any or all of the document's
textual content—including words, sentences, paragraphs, pages, or the entire document. In other words, it can make
up as little or as much of the document as the composer desires. Variable data may also be used to exhibit various
images, such as logos, products, or membership photos. Further, variable-data can be used to build rule-based design
schemes, including fonts, colors, and page formats. The possibilities are vast.
The variable-data tools available today, make it possible to perform variable-data composition at nearly every stage
of document production. However, the level of control that can be achieved varies, based upon how far into the
document production process a variable-data tool is deployed. For example, if variable-data insertion occurs just
prior to output...it's not likely that the text flow or layout can be altered with nearly as much control as would be
available at the time of initial document composition.
Many organizations will produce multiple forms of output (aka: multi-channel output), for the same document. This
ensures that the published content is available to recipients via any form of access method they might require. When
multi-channel output is utilized, integrity between those output channels often becomes important.
Variable-data publishing may be performed on everything from a personal computer to a mainframe system.
However, the speed and practical output volumes which can be achieved are directly affected by the computer power
utilized.

Origin of the concept
The term variable-data publishing was likely an offshoot of the term "variable-data printing", first introduced to the
printing industry by Frank Romano, Professor Emeritus, School of Print Media, at the College of Imaging Arts and
Sciences at Rochester Institute of Technology.[citation needed] However, the concept of merging static document
elements and variable document elements predates the term and has seen various implementations ranging from
simple desktop 'mail merge', to complex mainframe applications in the financial and banking industry. In the past,
the term VDP has been most closely associated with digital printing machines. However, in the past 3 years the
application of this technology has spread to web pages, emails, and mobile messaging.
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Semantic warehousing
In data management, semantic warehousing is a methodology of digitalized text data using similar functions to
Data warehousing (DW), such as ETL(Extract, transform, load), ODS(Operational data store), and MODEL. Key
value operation is less useful for the digitalized text. Semantic warehousing is different from DW in that semantic
information base from text(semantic) data.
Semantic warehousing is different from search engine in that semantic information base from text data is stored in
the database.(DBMS)
Though data is most important word in computing era, it can not explain human knowledge well yet. Data(numeric
data) is key element of computing systems for certain organization (especially companies, enterprises), but no
performance oriented organization needs something to gather and use knowledge or human feeling. Semantic
warehousing will be equally or more important than data warehousing in the future.

Definition
Semantic warehousing is a conceptual and functional term meaning to gather from a source, semantically defining
and providing information from digitalized text based knowledge data.

Background
Data warehousing (DW) is popular these days. Gathering data from systems that generate transactions, data
warehouses become a base of information. Key of data warehouse is a model (called datamart) and that model is
made up of dimensions(key) and measures(value). Users get information from the models by doing certain
operations. Online analytical processing (OLAP) is most the important operation for the users to get information
from the DW models. Handling dimensions with pivoting, drilling, slice & dice operations users get numeric values
like sales amounts, growth rates, etc. Various areas of this world defined and appeared on the world wide
web(Internet), eager to present their contents in a semantic way. Briefly speaking semantic warehousing has
datawarehousing boby and search head and ontology features.
Data warehousing contributed to companies' business values and lots of solutions and tools are commercially
successful. Analysis of internal data delivers a certain level of business values, on the contrary to this Semantic
warehousing environment has not yet matured. Capacity of social data is increasing rapidly and various efforts of
finding value from that data are made widely known as Big data, etc. Semantic warehousing can be main stream of
treat data and intelligence of social world in the future though it is defined with other keywords.

Practices
Some hospital implement semantic warehousing for clinical information (SWCI). Medical information is now
knowledge network level. UMLS define semantic knowledge network of medical language. Currently medical
information stored in database and not fully used for clinic. Semantic warehousing is next stage of digitalized
medical information.
SWCI is a name of conceptual system of clinical information.
Named by Juhan Kim (SNUH, Seoul National University Hospital) and Bohyon Hwang, YongChan Keum on 2008.
Defined architecture on SWCI ;
1. Semantic-oriented cleansing
2. Semantic-oriented meta management
3. Clinical(Medical) knowledge basement
4. Semantic-oriented user intelligence
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Connected area
- Semantic web
- Ontology
- Knowledge
- Medical and healthcare : EMR (Electronic Medical Record), EHR (Electronic Health Record)
- Data warehouse
- AI (artificial intelligence)
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Scriptella

Stable release 1.1 / 28 December 2012

Operating system Cross-platform

Type ETL, Data migration and SQL.

License Apache Software License

Website scriptella.javaforge.com [1]

Scriptella is an open source ETL (Extract-Transform-Load) and script execution tool written in Java. Its primary
focus is simplicity. It doesn't require the user to learn another complex XML-based language to use it, but allows the
use of SQL or another scripting language suitable for the data source to perform required transformations.
Potential users should be aware that Scriptella does not offer any graphical user interface.

Typical use
•• Database migration.
•• Database creation/update scripts.
•• Cross-database ETL operations, import/export.
• Alternative for Ant <sql> task.
•• Automated database schema upgrade.

Features
• Simple XML syntax for scripts. Add dynamics to your existing SQL scripts by creating a thin wrapper XML file:

      <!DOCTYPE etl SYSTEM "http://scriptella.javaforge.com/dtd/etl.dtd">

      <etl>

          <connection driver="$driver" url="$url" user="$user" password="$password"/>

          <script>

              <include href="PATH_TO_YOUR_SCRIPT.sql"/>

              -- And/or directly insert SQL statements here

          </script>

      </etl>

• Support for multiple datasources (or multiple connections to a single database) in an ETL file.
• Support for many useful JDBC features, e.g. parameters in SQL including file blobs and JDBC escaping.
• Performance. Performance and low memory usage are one of the primary goals.
• Support for evaluated expressions and properties (JEXL syntax)
• Support for cross-database ETL scripts by using <dialect> elements
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•• Transactional execution
• Error handling via <onerror> elements
• Conditional scripts/queries execution (similar to Ant if/unless attributes but more powerful)
• Easy-to-Use as a standalone tool or Ant task. No deployment/installation required.
• Easy-To-Run ETL files directly from Java code.
• Built-in adapters for popular databases for a tight integration. Support for any database with JDBC/ODBC

compliant driver.
• Service Provider Interface (SPI) for interoperability with non-JDBC DataSources and integration with scripting

languages. Out of the box support for JSR 223 (Scripting for the Java Platform) compatible languages.
• Built-In CSV, TEXT, XML, LDAP, Lucene, Velocity, JEXL and Janino providers. Integration with Java EE,

Spring Framework, JMX and JNDI for enterprise ready scripts.

External links
• Scriptella ETL Site [1]

• Discussion forum [2]

• Discussion forum(deprecated) [3]

• Scriptella ETL Author's Blog [4]

• Example code snippets for Scriptella ETL [5]

• Scriptella ETL [6] at Ohloh
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Data Quality

Bit rot
Bit rot, also bit decay, data rot, or data decay, is a colloquial computing phrase for the gradual decay of storage
media.[citation needed]

The Jargon File, a compendium of hacker's lore, defines "bit rot" as a jocular explanation for the software rot, the
degradation of a software program over time even if "nothing has changed"; an explanations is that bits are subject to
decay as if they were radioactive.

Decay of storage media
Bit rot is often defined as the event in which the small electric charge of a bit in memory disperses, possibly altering
program code or stored data. The hypothesis that semiconductor RAM may occasionally be altered by cosmic rays is
also known as soft error.
Bit rot can also be used to describe the phenomenon of storage media gradually decaying over the duration of many
years. The cause of bit rot varies depending on the medium:
• Solid state media – such as EPROMs, flash memory and other solid-state drives – stores data using electrical

charges, which can slowly leak away due to imperfect insulation. The chip itself is not affected by this, so
re-programming it once per decade or so will prevent bit rot. The biggest problem can be finding a clean copy of
the chip from which to make the copy; frequently, by the time the user discovers the bit rot, there are no
un-damaged chips to use as a master.

• Magnetic media – such as floppy disks and magnetic tapes – may experience bit rot as bits lose their magnetic
orientation. Periodic refreshing by rewriting the data can alleviate this problem. Also, in warm and humid
conditions these media are prone to literal rotting.

• Optical media – such as CD-R, DVD-R and BD-R – may experience bit rot from the breakdown of the material
onto which the data is stored. This can be mitigated by storing discs in a dark, cool location with low humidity.
"Archival quality" discs are also available, but do not necessarily provide a permanent solution to the onset of bit
rot or other types of data corruption beyond a certain amount of time. Some media (such as M-DISC) are
designed to improve longevity over DVD-R and BD-R.

• Paper media – such as punched cards and punched tape – may also experience literal rotting. Mylar punched tape
is available for use in this situation.

Component and system failures
Most disk, disk controller and higher level systems are subject to a small degree of unrecoverable failure. With
ever-growing disk capacities, file sizes, and increases in the amount of data stored on a disk, the likelihood of the
occurrence of bit rot and other forms of uncorrected and undetected data corruption increases.
Higher level software systems may be employed to mitigate the risk of such underlying failures by increasing
redundancy and implementing integrity checking and self-repairing algorithms. The ZFS file system was designed to
address many of these issues. The Btrfs file system also includes data protection and recovery mechanisms, and so
does ReFS.
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Cleansing and Conforming Data
This process of Cleansing and Conforming Data change data on its way from source system(s) to the data
warehouse and can also be used to identify and record errors about data. The latter information can be used to fix
how the source system(s) work(s).
Good quality source data has to do with “Data Quality Culture” and must be initiated at the top of the organization. It
is not just a matter of implementing strong validation checks on input screens, because almost no matter how strong
these checks are, they can often still be circumvented by the users.
There is a nine-step guide for organizations that wish to improve data quality:
• Declare a high level commitment to a data quality culture
•• Drive process reengineering at the executive level
•• Spend money to improve the data entry environment
•• Spend money to improve application integration
•• Spend money to change how processes work
•• Promote end-to-end team awareness
•• Promote interdepartmental cooperation
•• Publicly celebrate data quality excellence
• Continuously measure and improve data quality

Data Cleansing System
The essential job of this system is to find a suitable balance between fixing dirty data and maintaining the data as
close as possible to the original data from the source production system. This is a challenge for the Extract,
transform, load architect.
The system should offer an architecture that can cleanse data, record quality events and measure/control quality of
data in the data warehouse.
A good start is to perform a thorough data profiling analysis that will help define to the required complexity of the
data cleansing system and also give an idea of the current data quality in the source system(s).

Quality Screens
Part of the data cleansing system is a set of diagnostic filters known as quality screens. They each implement a test in
the data flow that, if it fails records an error in the Error Event Schema. Quality screens are divided into three
categories:
• Column screens. Testing the individual column, e.g. for unexpected values like NULL values; non-numeric

values that should be numeric; out of range values; etc.
•• Structure screens. These are used to test for the integrity of different relationships between columns (typically

foreign/primary keys) in the same or different tables. They are also used for testing that a group of columns is
valid according to some structural definition it should adhere.

•• Business rule screens. The most complex of the three tests. They test to see if data, maybe across multiple tables,
follow specific business rules. An example could be, that if a customer is marked as a certain type of customer,
the business rules that define this kind of customer should be adhered.
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When a quality screen records an error, it can either stop the dataflow process, send the faulty data somewhere else
than the target system or tag the data. The latter option is considered the best solution because the first option
requires, that someone has to manually deal with the issue each time it occurs and the second implies that data are
missing from the target system (integrity) and it is often unclear, what should happen to these data.

Criticism of existing tools and processes
The main reasons cited are:
• Project costs: costs typically in the hundreds of thousands of dollars
• Time: lack of enough time to deal with large-scale data-cleansing software
• Security: concerns over sharing information, giving an application access across systems, and effects on legacy

systems

Error Event Schema
This schema is the place, where all error events thrown by quality screens, are recorded. It consists of an Error Event
Fact table with foreign keys to three dimension tables that represent date (when), batch job (where) and screen (who
produced error). It also holds information about exactly when the error occurred and the severity of the error. In
addition there is an Error Event Detail Fact table with a foreign key to the main table that contains detailed
information about in which table, record and field the error occurred and the error condition.
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Data auditing
Data auditing is the process of conducting a data audit to assess how company's data is fit for given purpose. This
involves profiling the data and assessing the impact of poor quality data on the organization's performance and
profits.

Data cleansing
Data cleansing, data cleaning or data scrubbing is the process of detecting and correcting (or removing) corrupt or
inaccurate records from a record set, table, or database. Used mainly in databases, the term refers to identifying
incomplete, incorrect, inaccurate, irrelevant, etc. parts of the data and then replacing, modifying, or deleting this dirty
data.
After cleansing, a data set will be consistent with other similar data sets in the system. The inconsistencies detected
or removed may have been originally caused by user entry errors, by corruption in transmission or storage, or by
different data dictionary definitions of similar entities in different stores.
Data cleansing differs from data validation in that validation almost invariably means data is rejected from the
system at entry and is performed at entry time, rather than on batches of data.
The actual process of data cleansing may involve removing typographical errors or validating and correcting values
against a known list of entities. The validation may be strict (such as rejecting any address that does not have a valid
postal code) or fuzzy (such as correcting records that partially match existing, known records).
Some data cleansing solutions will clean data by cross checking with a validated data set. Also data enhancement,
where data is made more complete by adding related information, is a common data cleansing practice. For example,
appending addresses with phone numbers related to that address.
Data cleansing may also involve activities like, harmonization of data, and standardization of data. For example,
harmonization of short codes (St, rd etc.) to actual words (street, road). Standardization of data is a means of
changing a reference data set to a new standard, ex, use of standard codes.

Motivation
Administratively, incorrect or inconsistent data can lead to false conclusions and misdirected investments on both
public and private scales. For instance, the government may want to analyze population census figures to decide
which regions require further spending and investment on infrastructure and services. In this case, it will be
important to have access to reliable data to avoid erroneous fiscal decisions.
In the business world, incorrect data can be costly. Many companies use customer information databases that record
data like contact information, addresses, and preferences. For instance, if the addresses are inconsistent, the company
will suffer the cost of resending mail or even losing customers.
There are packages available so you can cleanse/wash address data while you enter it into your system. This is
normally done via an API and will prompt staff as they type the address.
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Data quality
High-quality data needs to pass a set of quality criteria. Those include:
• Validity: The degree to which the measures conform to defined business rules or constraints (see also Validity

(statistics). When modern database technology is used to design data-capture systems, validity is fairly easy to
ensure: invalid data arises mainly in legacy contexts (where constraints were not implemented in software) or
where inappropriate data-capture technology was used (e.g., spreadsheets, where it is very hard to limit what a
user chooses to enter into a cell).Data constraints fall into the following categories:
• Data-Type Constraints – e.g., values in a particular column must be of a particular datatype, e.g., Boolean,

numeric (integer or real), date, etc.
• Range Constraints: typically, numbers or dates should fall within a certain range. That is, they have minimum

and/or maximum permissible values.
• Mandatory Constraints: Certain columns cannot be empty.
• Unique Constraints: A field, or a combination of fields, must be unique across a dataset. For example, no two

persons can have the same social security number.
• Set-Membership constraints: The values for a column come from a set of discrete values or codes. For

example, a person's gender may be Female, Male or Unknown (not recorded).
• Foreign-key constraints: This is the more general case of set membership. The set of values in a column is

defined in a column of another table that contains unique values. For example, in a US taxpayer database, the
"state" column is required to belong to one of the US's defined states or territories: the set of permissible
states/territories is recorded in a separate States table. The term foreign key is borrowed from relational
database terminology: follow the hyperlink for more details.

•• Regular expression patterns: Occasionally, text fields will have to be validated this way. For example, phone
numbers may be required to have the pattern (999) 999-9999.

• Decleansing is detecting errors and syntactically removing them for better programming.
•• Cross-field validation: Certain conditions that utilize multiple fields must hold. For example, in laboratory

medicine, the sum of the components of the differential white blood cell count must be equal to 100 (since they
are all percentages). In a hospital database, a patient's date of discharge from hospital cannot be earlier than the
date of admission.

• Accuracy: The degree of conformity of a measure to a standard or a true value - see also Accuracy and precision.
Accuracy is very hard to achieve through data-cleansing in the general case, because it requires accessing an
external source of data that contains the true value: such "gold standard" data is often unavailable. Accuracy has
been achieved in some cleansing contexts, notably customer contact data, by using external databases that match
up zip codes to geographical locations (city and state), and also help verify that street addresses within these zip
codes actually exist.

• Completeness: The degree to which all required measures are known (see also Completeness). Incompleteness is
almost impossible to fix with data cleansing methodology: one cannot infer facts that were not captured when the
data in question was initially recorded. (In some contexts, e.g., interview data, it may be possible to fix
incompleteness by going back to the original source of data, i,e., re-interviewing the subject, but even this does
not guarantee success because of problems of recall - e.g., in an interview to gather data on food consumption, no
one is likely to remember exactly what one ate six months ago. In the case of systems that insist certain columns
should not be empty, one may work around the problem by designating a value that indicates "unknown" or
"missing", but supplying of default values does not imply that the data has been made complete.

• Consistency: The degree to which a set of measures are equivalent in across systems (see also Consistency). 
Inconsistency occurs when two data items in the data set contradict each other: e.g., a customer is recorded in two 
different systems as having two different current addresses, and only one of them can be correct. Fixing 
inconsistency is not always possible: it requires a variety of strategies - e.g., deciding which data were recorded
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more recently, which data source is likely to be most reliable (the latter knowledge may be specific to a given
organization), or simply trying to find the truth by testing both data items (e.g., calling up the customer).

• Uniformity: The degree to which a set data measures are specified using the same units of measure in all systems
( see also Unit of measure). In datasets pooled from different locales, weight may be recorded either in pounds or
kilos, and must be converted to a single measure using an arithmetic transformation.

The term Integrity encompasses accuracy, consistency and some aspects of validation (see also Data integrity) but is
rarely used by itself in data-cleansing contexts because it is insufficiently specific. (For example, "referential
integrity" is a term used to refer to the enforcement of foreign-key constraints above.)

The process of data cleansing
• Data auditing: The data is audited with the use of statistical and database methods to detect anomalies and

contradictions: this eventually gives an indication of the characteristics of the anomalies and their locations.
Several commercial software packages will let you specify constraints of various kinds (using a grammar that
conforms to that of a standard programming language, e.g., JavaScript or Visual Basic) and then generate code
that checks the data for violation of these constraints. This process is referred to below in the bullets "workflow
specification" and "workflow execution." For users who lack access to high-end cleansing software,
Microcomputer database packages such as Microsoft Access or FileMaker Pro will also let you perform such
checks, on a constraint-by-constraint basis, interactively with little or no programming required in many cases.

• Workflow specification: The detection and removal of anomalies is performed by a sequence of operations on
the data known as the workflow. It is specified after the process of auditing the data and is crucial in achieving the
end product of high-quality data. In order to achieve a proper workflow, the causes of the anomalies and errors in
the data have to be closely considered.

• Workflow execution: In this stage, the workflow is executed after its specification is complete and its correctness
is verified. The implementation of the workflow should be efficient, even on large sets of data, which inevitably
poses a trade-off because the execution of a data-cleansing operation can be computationally expensive.

• Post-processing and controlling: After executing the cleansing workflow, the results are inspected to verify
correctness. Data that could not be corrected during execution of the workflow is manually corrected, if possible.
The result is a new cycle in the data-cleansing process where the data is audited again to allow the specification of
an additional workflow to further cleanse the data by automatic processing.

Decleanse
• Parsing: for the detection of syntax errors. A parser decides whether a string of data is acceptable within the

allowed data specification. This is similar to the way a parser works with grammars and languages.
• Data transformation: Data transformation allows the mapping of the data from its given format into the format

expected by the appropriate application. This includes value conversions or translation functions, as well as
normalizing numeric values to conform to minimum and maximum values.

• Duplicate elimination: Duplicate detection requires an algorithm for determining whether data contains duplicate
representations of the same entity. Usually, data is sorted by a key that would bring duplicate entries closer
together for faster identification.

• Statistical methods: By analyzing the data using the values of mean, standard deviation, range, or clustering
algorithms, it is possible for an expert to find values that are unexpected and thus erroneous. Although the
correction of such data is difficult since the true value is not known, it can be resolved by setting the values to an
average or other statistical value. Statistical methods can also be used to handle missing values which can be
replaced by one or more plausible values, which are usually obtained by extensive data augmentation algorithms.
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Challenges and problems
• Error correction and loss of information: The most challenging problem within data cleansing remains the

correction of values to remove duplicates and invalid entries. In many cases, the available information on such
anomalies is limited and insufficient to determine the necessary transformations or corrections, leaving the
deletion of such entries as a primary solution. The deletion of data, though, leads to loss of information; this loss
can be particularly costly if there is a large amount of deleted data.

• Maintenance of cleansed data: Data cleansing is an expensive and time-consuming process. So after having
performed data cleansing and achieving a data collection free of errors, one would want to avoid the re-cleansing
of data in its entirety after some values in data collection change. The process should only be repeated on values
that have changed; this means that a cleansing lineage would need to be kept, which would require efficient data
collection and management techniques.

• Data cleansing in virtually integrated environments: In virtually integrated sources like IBM’s DiscoveryLink,
the cleansing of data has to be performed every time the data is accessed, which considerably decreases the
response time and efficiency.

• Data-cleansing framework: In many cases, it will not be possible to derive a complete data-cleansing graph to
guide the process in advance. This makes data cleansing an iterative process involving significant exploration and
interaction, which may require a framework in the form of a collection of methods for error detection and
elimination in addition to data auditing. This can be integrated with other data-processing stages like integration
and maintenance.

Major players and technologies
• IBM - InfoSphere Information Server is a tool that provides data cleansing and data monitoring services.
• SAS - Integration with DataFlux suite of data integration, cleansing, data governance, and data quality services.
• Oracle – Data quality solutions work with both customer and product data.
• Experian – QAS Clean service provides CASS certification (Coding Accuracy Support System) for address

verification services.
• D&B – Offers data management transition and data quality programs
• Equifax – Offers database management, data integration, and analytics solutions
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External links
• Computerworld: Data Scrubbing (http:/ / www. computerworld. com/ action/ article.

do?command=viewArticleBasic& articleId=78230) (February 10, 2003)
• Information Management: Data Cleansing Legacy Systems (http:/ / www. information-management. com/

infodirect/ 20041029/ 1012952-1. html)

Data corruption

Photo data corruption; in this case, a result of a
failed data recovery from a hard disk drive

Data corruption refers to errors in computer data that occur during
writing, reading, storage, transmission, or processing, which introduce
unintended changes to the original data. Computer, transmission and
storage systems use a number of measures to provide end-to-end data
integrity, or lack of errors.

In general, when data corruption occurs, a file containing that data will
produce unexpected results when accessed by the system or the related
application; results could range from a minor loss of data to a system
crash. For example, if a Microsoft Word file is corrupted, when a
person tries to open that file with MS Word, they may get an error
message, thus the file would not be opened or the file might open with
some of the data corrupted. The image to the right is a corrupted jpg
file in which most of the information has been lost.

Some programs can give a suggestion to repair the file automatically
(after the error), and some programs cannot repair it. It depends on the
level of corruption, and the built-in functionality of the application to
handle the error. There are various causes of the corruption.

Overview
There are two types of data corruption associated with computer systems:
Undetected

Also known as silent data corruption; such problems are the most dangerous errors as there is no indication
that the data is incorrect.

Detected
Detected errors may be permanent with the loss of data or maybe temporary where some part of the system is
able to detect and correct the error, in this latter case there is no data corruption.

Data corruption can occur at any level in a system, from the host to the storage medium. Modern systems attempt to
detect corruption at many layers and then recover or correct the corruption; this is almost always successful but very
rarely the information arriving in the systems memory is corrupted and can cause unpredictable results.
Data corruption during transmission has a variety of causes. Interruption of data transmission causes information
loss. Environmental conditions can interfere with data transmission, especially when dealing with wireless
transmission methods. Heavy clouds can block satellite transmissions. Wireless networks are susceptible to
interference from devices such as microwave ovens.
Hardware and software failure are the two main causes for data loss. Background radiation, head crashes, and aging 
or wear of the storage device fall into the former category, while software failure typically occurs due to bugs in the
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code. Cosmic rays cause most soft errors in DRAM.

Silent data corruption
The worst type of errors are those that go unnoticed, and are not even detected by the disk firmware or the host
operating system. This is known as silent corruption.
There are many error sources beyond the disk storage subsystem itself. For instance, cables might be slightly loose,
the power supply might be unreliable, external vibrations such as a loud sound, the network might introduce
undetected corruption, cosmic radiation and many other causes of soft memory errors, etc. In 39,000 storage systems
that were analyzed, firmware bugs accounted for 5–10% of storage failures. All in all, the error rates as observed by
a CERN study on silent corruption are far higher than one in every 1016 bits. Webshop Amazon.com confirms these
high data corruption rates.
The main problem is that hard disk capacities have increased substantially, but their error rates remain unchanged.
The data corruption rate has always been roughly constant in time, meaning that modern disks are not much safer
than old disks. In old disks the probability of data corruption was very small because they stored tiny amounts of
data. In modern disks the probability is much larger because they store much more data, whilst not being safer. That
way, silent data corruption has not been a serious concern while storage devices remained relatively small and slow.
Hence, the users of small disks very rarely faced silent corruption, so the data corruption was not considered a
problem that required a solution. But in modern times and with the advent of larger drives and very fast RAID
setups, users are capable of transferring 1016 bits in a reasonably short time, thus easily reaching the data corruption
thresholds.
As an example, ZFS creator Jeff Bonwick stated that the fast database at Greenplum – a database software company
specializing in large-scale data warehousing and analytics – faces silent corruption every 15 minutes. As another
example, a real-life study performed by NetApp on more than 1.5 million HDDs over 41 months found more than
400,000 silent data corruptions, out of which more than 30,000 were not detected by the hardware RAID controller.
Another study, performed by CERN over six months and involving about 97 petabytes of data, found about
1.2 × 10-9 of involved data (or about 116 gigabytes) becoming permanently corrupted.

Countermeasures
When data corruption behaves as a Poisson process, where each bit of data has an independently low probability of
being changed, data corruption can generally be detected by the use of checksums, and can often be corrected by the
use of error correcting codes.
If an uncorrectable data corruption is detected, procedures such as automatic retransmission or restoration from
backups can be applied. Certain levels of RAID disk arrays have the ability to store and evaluate parity bits for data
across a set of hard disks and can reconstruct corrupted data upon the failure of a single or multiple disks, depending
on the level of RAID implemented.
Many errors are detected and corrected by the hard disk drives using the ECC/CRC codes which are stored on disk
for each sector. If the disk drive detects multiple read errors on a sector it may make a copy of the failing sector on
another part of the disk- remapping the failed sector of the disk to a spare sector without the involvement of the
operating system (though this may be delayed until the next write to the sector).
This "silent correction" can lead to other problems if disk storage is not managed well, as the disk drive will continue
to remap sectors until it runs out of spares, at which time the temporary correctable errors can turn into permanent
ones as the disk drive deteriorates. S.M.A.R.T. provides a standardized way of monitoring the health of a disk drive,
and there are tools available for most operating systems to automatically check the disk drive for impending failures
by watching for deteriorating SMART parameters.
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Some filesystems (including Btrfs and ZFS) provide internal data and metadata checksumming, what is used for
detecting silent data corruption; if a corruption is detected that way and internal RAID mechanisms provided by
those filesystems are also used, such filesystems can additionally reconstruct corrupted data in a transparent way.
This approach allows improved data integrity protection covering the entire data paths, which is usually known as
end-to-end data protection.
"Data scrubbing" is another method to reduce the likelihood of data corruption, as disk errors are caught and
recovered from, before multiple errors accumulate and overwhelm the number of parity bits. Instead of parity being
checked on each read, the parity is checked during a regular scan of the disk, often done as a low priority background
process. Note that the "data scrubbing" operation activates a parity check. If a user simply runs a normal program
that reads data from the disk, then the parity would not be checked unless parity-check-on-read was both supported
and enabled on the disk subsystem.
If appropriate mechanisms are employed to detect and remedy data corruption, data integrity can be maintained. This
is particularly important in commercial applications (e.g. banking), where an undetected error could either corrupt a
database index or change data to drastically affect an account balance, and in the use of encrypted or compressed
data, where a small error can make an extensive dataset unusable.

References

Data integrity
Data integrity refers to maintaining and assuring the accuracy and consistency of data over its entire life-cycle, and
is a critical aspect to the design, implementation and usage of any system which stores, processes or retrieves data.
The term data integrity is broad in scope and may have widely different meanings depending on the specific context
- even under the same general umbrella of computing. This article provides only a broad overview of some of the
different types and concerns of data integrity.
Data integrity is the opposite of data corruption, which is a form of data loss. The overall intent of any data integrity
technique is the same: ensure data is recorded exactly as intended (such as a database correctly rejecting mutually
exclusive possibilities,) and upon later retrieval, ensure the data is the same as it was when it was originally
recorded. In short, data integrity aims to prevent unintentional changes to information. Data integrity is not to be
confused with data security, the discipline of protecting data from unauthorized parties.
Any unintended changes to data as the result of a storage, retrieval or processing operation, including malicious
intent, unexpected hardware failure, and human error, is failure of data integrity. If the changes are the result of
unauthorized access, it may also be a failure of data security. Depending on the data involved this could manifest
itself as benign as a single pixel in an image appearing a different color than was originally recorded, to the loss of
vacation pictures or a business-critical database, to even catastrophic loss of human life in a Life-critical system.

Physical vs. logical integrity
Data integrity can be roughly divided into two overlapping categories:
Physical integrity - deals with challenges associated with correctly storing and fetching the data itself. Challenges 
with physical integrity may include electromechanical faults, design flaws, material fatigue, corrosion, power 
outages, natural disasters, acts of war and terrorism, and other special environmental hazards such as ionizing 
radiation, extreme temperatures, pressures and g-forces. Ensuring physical integrity includes methods such as 
redundant hardware, an uninterruptible power supply, certain types of RAID arrays, radiation hardened chips, ECC 
memory, use of a clustered file system, using file systems that employ block level checksums such as ZFS, storage
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arrays that compute parity calculations such as Exclusive or or use a Cryptographic hash function and even having a
watchdog timer on critical subsystems.
Physical integrity often makes extensive use of error detecting algorithms known as error-correcting codes. Human
induced data integrity errors are often detected through the use of simpler check digits and algorithms used to detect
them such as the Damm algorithm or Luhn algorithm. These are used to maintain data integrity after manual
transcription from one computer system to another by a human intermediary. Examples include credit card and bank
routing numbers. Computer induced transcription errors can be detected through hash functions.
In production systems these techniques are used in combination to ensure various degrees of data integrity. For
example a computer file system may configured on a fault tolerant RAID array, but might not provide block level
checksums to detect and prevent silent data corruption. A database management system might be ACID compliant,
but the raid controller or hard drive's internal write-cache might not be.
Logical integrity - concerned with the correctness or rationality of a piece of data, given a particular context. This
includes topics such as referential integrity and entity integrity in a relational database or correctly ignoring
impossible sensor data in robotic systems. These concerns involve making certain the data "makes sense" given its
environment. Challenges include software bugs, design flaws, human error. Common methods of ensuring logical
integrity include things such as a Check constraint, foreign key constraint, program assertion (computing) and other
runtime sanity checks.
Both physical and logical integrity often share many common challenges such as human error, design flaws and both
must appropriately deal with concurrent requests to record and retrieve data, the later of which is its own subject
entirely. See mutex and Copy-on-write.

Databases
Data integrity contains guidelines for data retention, specifying or guaranteeing the length of time of data can be
retained in a particular database. It specifies what can be done with data values when its validity or usefulness
expires. In order to achieve data integrity, these rules are consistently and routinely applied to all data entering the
system, and any relaxation of enforcement could cause errors in the data. Implementing checks on the data as close
as possible to the source of input (such as human data entry), causes less erroneous data to enter the system. Strict
enforcement of data integrity rules causes the error rates to be lower, resulting in time saved troubleshooting and
tracing erroneous data and the errors it causes algorithms.
Data integrity also includes rules defining the relations a piece of data can have, to other pieces of data, such as a
Customer record being allowed to link to purchased Products, but not to unrelated data such as Corporate Assets.
Data integrity often includes checks and correction for invalid data, based on a fixed schema or a predefined set of
rules. An example being textual data entered where a date-time value is required. Rules for data derivation are also
applicable, specifying how a data value is derived based on algorithm, contributors and conditions. It also specifies
the conditions on how the data value could be re-derived.

Types of integrity constraints
Data integrity is normally enforced in a database system by a series of integrity constraints or rules. Three types of
integrity constraints are an inherent part of the relational data model: entity integrity, referential integrity and domain
integrity:
• Entity integrity concerns the concept of a primary key. Entity integrity is an integrity rule which states that every

table must have a primary key and that the column or columns chosen to be the primary key should be unique and
not null.

• Referential integrity concerns the concept of a foreign key. The referential integrity rule states that any 
foreign-key value can only be in one of two states. The usual state of affairs is that the foreign key value refers to
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a primary key value of some table in the database. Occasionally, and this will depend on the rules of the data
owner, a foreign-key value can be null. In this case we are explicitly saying that either there is no relationship
between the objects represented in the database or that this relationship is unknown.

• Domain integrity specifies that all columns in relational database must be declared upon a defined domain. The
primary unit of data in the relational data model is the data item. Such data items are said to be non-decomposable
or atomic. A domain is a set of values of the same type. Domains are therefore pools of values from which actual
values appearing in the columns of a table are drawn.

If a database supports these features it is the responsibility of the database to insure data integrity as well as the
consistency model for the data storage and retrieval. If a database does not support these features it is the
responsibility of the applications to ensure data integrity while the database supports the consistency model for the
data storage and retrieval.
Having a single, well-controlled, and well-defined data-integrity system increases
•• stability (one centralized system performs all data integrity operations)
• performance (all data integrity operations are performed in the same tier as the consistency model)
•• re-usability (all applications benefit from a single centralized data integrity system)
•• maintainability (one centralized system for all data integrity administration).
As of 2012[1], since all modern databases support these features (see Comparison of relational database management
systems), it has become the de-facto responsibility of the database to ensure data integrity. Out-dated and legacy
systems that use file systems (text, spreadsheets, ISAM, flat files, etc.) for their consistency model lack any[citation

needed] kind of data-integrity model. This requires organizations to invest a large amount of time, money, and
personnel in building data-integrity systems on a per-application basis that effectively just duplicate the existing data
integrity systems found in modern databases. Many companies, and indeed many database systems themselves, offer
products and services to migrate out-dated and legacy systems to modern databases to provide these data-integrity
features. This offers organizations substantial savings in time, money, and resources because they do not have to
develop per-application data-integrity systems that must be re-factored each time business requirements change.

Examples
An example of a data-integrity mechanism is the parent-and-child relationship of related records. If a parent record
owns one or more related child records all of the referential integrity processes are handled by the database itself,
which automatically insures the accuracy and integrity of the data so that no child record can exist without a parent
(also called being orphaned) and that no parent loses their child records. It also ensures that no parent record can be
deleted while the parent record owns any child records. All of this is handled at the database level and does not
require coding integrity checks into each applications.

File systems
Various research results show that neither widespread filesystems (including UFS, Ext, XFS, JFS and NTFS) nor
hardware RAID solutions provide sufficient protection against data integrity problems.
Some filesystems (including Btrfs and ZFS) provide internal data and metadata checksumming, what is used for
detecting silent data corruption and improving data integrity. If a corruption is detected that way and internal RAID
mechanisms provided by those filesystems are also used, such filesystems can additionally reconstruct corrupted data
in a transparent way. This approach allows improved data integrity protection covering the entire data paths, which is
usually known as end-to-end data protection.
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Data storage
Apart from data in databases, standards exist to address the integrity of data on storage devices.
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[1] http:/ / en. wikipedia. org/ w/ index. php?title=Data_integrity& action=edit

Further reading
•   This article incorporates public domain material from the General Services Administration document "Federal

Standard 1037C" (http:/ / www. its. bldrdoc. gov/ fs-1037/ fs-1037c. htm) (in support of MIL-STD-188).
• Xiaoyun Wang; Hongbo Yu (2005). "How to Break MD5 and Other Hash Functions" (http:/ / www. infosec. sdu.

edu. cn/ uploadfile/ papers/ How to Break MD5 and Other Hash Functions. pdf). EUROCRYPT. ISBN
3-540-25910-4.

Data profiling
Data profiling is the process of examining the data available in an existing data source (e.g. a database or a file) and
collecting statistics and information about that data. The purpose of these statistics may be to:
1.1. Find out whether existing data can easily be used for other purposes
2. Improve the ability to search the data by tagging it with keywords, descriptions, or assigning it to a category
3. Give metrics on data quality including whether the data conforms to particular standards or patterns
4. Assess the risk involved in integrating data for new applications, including the challenges of joins
5. Assess whether metadata accurately describes the actual values in the source database
6.6. Understanding data challenges early in any data intensive project, so that late project surprises are avoided.

Finding data problems late in the project can lead to delays and cost overruns.
7. Have an enterprise view of all data, for uses such as master data management where key data is needed, or data

governance for improving data quality.

Data Profiling in Relation to Data Warehouse/Business Intelligence
Development

Introduction
Data profiling is an analysis of the candidate data sources for a data warehouse to clarify the structure, content,
relationships and derivation rules of the data.[1] Profiling helps not only to understand anomalies and to assess data
quality, but also to discover, register, and assess enterprise metadata.[2] Thus the purpose of data profiling is both to
validate metadata when it is available and to discover metadata when it is not.[3] The result of the analysis is used
both strategically, to determine suitability of the candidate source systems and give the basis for an early go/no-go
decision, and tactically, to identify problems for later solution design, and to level sponsors’ expectations.

How to do Data Profiling
Data profiling utilizes different kinds of descriptive statistics such as minimum, maximum, mean, mode, percentile, 
standard deviation, frequency, and variation as well as other aggregates such as count and sum. Additional metadata 
information obtained during data profiling could be data type, length, discrete values, uniqueness, occurrence of null 
values, typical string patterns, and abstract type recognition.[4][5] The metadata can then be used to discover 
problems such as illegal values, misspelling, missing values, varying value representation, and duplicates. Different

http://en.wikipedia.org/w/index.php?title=Data_storage_device
http://en.wikipedia.org/w/index.php?title=Data_integrity&action=edit
http://en.wikipedia.org/w/index.php?title=File:PD-icon.svg
http://en.wikipedia.org/w/index.php?title=Copyright_status_of_work_by_the_U.S._government
http://en.wikipedia.org/w/index.php?title=General_Services_Administration
http://www.its.bldrdoc.gov/fs-1037/fs-1037c.htm
http://en.wikipedia.org/w/index.php?title=MIL-STD-188
http://www.infosec.sdu.edu.cn/uploadfile/papers/How%20to%20Break%20MD5%20and%20Other%20Hash%20Functions.pdf
http://www.infosec.sdu.edu.cn/uploadfile/papers/How%20to%20Break%20MD5%20and%20Other%20Hash%20Functions.pdf
http://en.wikipedia.org/w/index.php?title=Computer_file
http://en.wikipedia.org/w/index.php?title=Descriptive_statistics
http://en.wikipedia.org/w/index.php?title=Tag_%28metadata%29
http://en.wikipedia.org/w/index.php?title=Keywords
http://en.wikipedia.org/w/index.php?title=Software_metric
http://en.wikipedia.org/w/index.php?title=Master_data_management
http://en.wikipedia.org/w/index.php?title=Data_governance
http://en.wikipedia.org/w/index.php?title=Data_governance


Data profiling 1168

analyses are performed for different structural levels. E.g. single columns could be profiled individually to get an
understanding of frequency distribution of different values, type, and use of each column. Embedded value
dependencies can be exposed in cross-columns analysis. Finally, overlapping value sets possibly representing foreign
key relationships between entities can be explored in an inter-table analysis. Normally purpose-built tools are used
for data profiling to ease the process.[6][7] The computation complexity increases when going from single column, to
single table, to cross-table structural profiling. Therefore, performance is an evaluation criterion for profiling tools.

When to Conduct Data Profiling
According to Kimball, data profiling is performed several times and with varying intensity throughout the data
warehouse developing process. A light profiling assessment should be undertaken as soon as candidate source
systems have been identified right after the acquisition of the business requirements for the DW/BI. The purpose is
to clarify at an early stage if the right data is available at the right detail level and that anomalies can be handled
subsequently. If this is not the case the project might have to be canceled. More detailed profiling is done prior to the
dimensional modeling process in order to see what it will require to convert data into the dimensional model, and
extends into the ETL system design process to establish what data to extract and which filters to apply. An additional
time to conduct data profiling is during the data warehouse development process after data has been loaded into
staging, the data marts, etc. Doing so at these points in time helps assure that data cleaning and transformations have
been done correctly according to requirements.

Benefits of Data Profiling
The benefits of data profiling is to improve data quality, shorten the implementation cycle of major projects, and
improve understanding of data for the users. Discovering business knowledge embedded in data itself is one of the
significant benefits derived from data profiling. Data profiling is one of the most effective technologies for
improving data accuracy in corporate databases. Although data profiling is effective, then do remember to find a
suitable balance and do not slip into “analysis paralysis”.
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Data quality
Data are of high quality "if they are fit for their intended uses in operations, decision making and planning" (J. M.
Juran). Alternatively, the data are deemed of high quality if they correctly represent the real-world construct to which
they refer. Furthermore, apart from these definitions, as data volume increases, the question of internal consistency
within data becomes paramount, regardless of fitness for use for any external purpose, e.g. a person's age and birth
date may conflict within different parts of a database. The first views can often be in disagreement, even about the
same set of data used for the same purpose. This article discusses the concept as it related to business data
processing, although of course other data have various quality issues as well.

Definitions
This list is taken from the online book "Data Quality: High-impact Strategies". See also the Glossary of data quality
terms [1]

•• Degree of excellence exhibited by the data in relation to the portrayal of the actual scenario.
• The state of completeness, validity, consistency, timeliness and accuracy that makes data appropriate for a

specific use.[2]

• The totality of features and characteristics of data that bears on their ability to satisfy a given purpose; the sum of
the degrees of excellence for factors related to data.[3]

• The processes and technologies involved in ensuring the conformance of data values to business requirements and
acceptance criteria.[4]

• Complete, standards based, consistent, accurate and time stamped.[5]

History
Before the rise of the inexpensive server, massive mainframe computers were used to maintain name and address
data so that the mail could be properly routed to its destination. The mainframes used business rules to correct
common misspellings and typographical errors in name and address data, as well as to track customers who had
moved, died, gone to prison, married, divorced, or experienced other life-changing events. Government agencies
began to make postal data available to a few service companies to cross-reference customer data with the National
Change of Address registry (NCOA). This technology saved large companies millions of dollars compared to
manually correcting customer data. Large companies saved on postage, as bills and direct marketing materials made
their way to the intended customer more accurately. Initially sold as a service, data quality moved inside the walls of
corporations, as low-cost and powerful server technology became available.
Companies with an emphasis on marketing often focus their quality efforts on name and address information, but
data quality is recognized as an important property of all types of data. Principles of data quality can be applied to
supply chain data, transactional data, and nearly every other category of data found in the enterprise. For example,
making supply chain data conform to a certain standard has value to an organization by: 1) avoiding overstocking of
similar but slightly different stock; 2) improving the understanding of vendor purchases to negotiate volume
discounts; and 3) avoiding logistics costs in stocking and shipping parts across a large organization.
While name and address data has a clear standard as defined by local postal authorities, other types of data have few
recognized standards. There is a movement in the industry today to standardize certain non-address data. The
non-profit group GS1 is among the groups spearheading this movement.
For companies with significant research efforts, data quality can include developing protocols for research methods,
reducing measurement error, bounds checking of the data, cross tabulation, modeling and outlier detection, verifying
data integrity, etc.
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Overview
There are a number of theoretical frameworks for understanding data quality. A systems-theoretical approach
influenced by American pragmatism expands the definition of data quality to include information quality, and
emphasizes the inclusiveness of the fundamental dimensions of accuracy and precision on the basis of the theory of
science (Ivanov, 1972). One framework, dubbed "Zero Defect Data" (Hansen, 1991) adapts the principles of
statistical process control to data quality. Another framework seeks to integrate the product perspective
(conformance to specifications) and the service perspective (meeting consumers' expectations) (Kahn et al. 2002).
Another framework is based in semiotics to evaluate the quality of the form, meaning and use of the data (Price and
Shanks, 2004). One highly theoretical approach analyzes the ontological nature of information systems to define data
quality rigorously (Wand and Wang, 1996).
A considerable amount of data quality research involves investigating and describing various categories of desirable
attributes (or dimensions) of data. These lists commonly include accuracy, correctness, currency, completeness and
relevance. Nearly 200 such terms have been identified and there is little agreement in their nature (are these
concepts, goals or criteria?), their definitions or measures (Wang et al., 1993). Software engineers may recognise this
as a similar problem to "ilities".
MIT has a Total Data Quality Management program, led by Professor Richard Wang, which produces a large
number of publications and hosts a significant international conference in this field (International Conference on
Information Quality, ICIQ). This program grew out of the work done by Hansen on the "Zero Defect Data"
framework (Hansen, 1991).
In practice, data quality is a concern for professionals involved with a wide range of information systems, ranging
from data warehousing and business intelligence to customer relationship management and supply chain
management. One industry study estimated the total cost to the US economy of data quality problems at over
US$600 billion per annum (Eckerson, 2002). Incorrect data – which includes invalid and outdated information – can
originate from different data sources – through data entry, or data migration and conversion projects.[6]

In 2002, the USPS and PricewaterhouseCoopers released a report stating that 23.6 percent of all U.S. mail sent is
incorrectly addressed.[7]

One reason contact data becomes stale very quickly in the average database – more than 45 million Americans
change their address every year.[8]

In fact, the problem is such a concern that companies are beginning to set up a data governance team whose sole role
in the corporation is to be responsible for data quality. In someWikipedia:Avoid weasel words organizations, this
data governance function has been established as part of a larger Regulatory Compliance function - a recognition of
the importance of Data/Information Quality to organizations.
Problems with data quality don't only arise from incorrect data. Inconsistent data is a problem as well. Eliminating
data shadow systems and centralizing data in a warehouse is one of the initiatives a company can take to ensure data
consistency.
Enterprises, scientists, and researchers are starting to participate within data curation communities to improve the
quality of their common data.[9]

The market is going some way to providing data quality assurance. A number of vendors make tools for analysing
and repairing poor quality data in situ, service providers can clean the data on a contract basis and consultants can
advise on fixing processes or systems to avoid data quality problems in the first place. Most data quality tools offer a
series of tools for improving data, which may include some or all of the following:
1. Data profiling - initially assessing the data to understand its quality challenges
2. Data standardization - a business rules engine that ensures that data conforms to quality rules
3.3. Geocoding - for name and address data. Corrects data to US and Worldwide postal standards
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4.4. Matching or Linking - a way to compare data so that similar, but slightly different records can be aligned.
Matching may use "fuzzy logic" to find duplicates in the data. It often recognizes that 'Bob' and 'Robert' may be
the same individual. It might be able to manage 'householding', or finding links between husband and wife at the
same address, for example. Finally, it often can build a 'best of breed' record, taking the best components from
multiple data sources and building a single super-record.

5.5. Monitoring - keeping track of data quality over time and reporting variations in the quality of data. Software can
also auto-correct the variations based on pre-defined business rules.

6.6. Batch and Real time - Once the data is initially cleansed (batch), companies often want to build the processes into
enterprise applications to keep it clean.

There are several well-known authors and self-styled experts, with Larry English perhaps the most popular guru. In
addition, the International Association for Information and Data Quality (IAIDQ) [10] was established in 2004 to
provide a focal point for professionals and researchers in this field.
ISO 8000 is the international standard for data quality.

Data quality control
Data quality control is the process of controlling the usage of data with known quality measurement—for an
application or a process. This process is usually done after a Data Quality Assurance (QA) process, which consists of
discovery of data inconsistency and correction.
Data QA process provides following information to Data Quality Control (QC):
• Severity of inconsistency
•• Incompleteness
•• Accuracy
•• Precision
•• Missing / Unknown
The Data QC process uses the information from the QA process, then it decides to use the data for analysis or in an
application or business process. For example, if a Data QC process finds the data contains too much error or
inconsistency, it rejects the data to be processed. The usage of incorrect data could crucially impact output. For
example, providing invalid measurements from several sensors to the automatic pilot feature on an aircraft could
cause it to crash. Thus, establishing data QC process provides the protection of usage of data control and establishes
safe information usage.

optimum use of data quality
Data Quality is a niche area which is the backbone for the integrity of the data management by covering gaps of data
issues. This is the key piece that aids to data governance and monitors data to find exceptions undiscovered by
current data management operations. Some data quality checks may translate as future business requirements. Below
are the possible sections of data flows that need perennial DQ checks.
Data quality excludes activities done in business logic to avoid duplication of the check (redundancy) and better ROI
(return of investment).
Data if sourced from database that has valid not null columns should not under go DQ check for completeness and
precision. (redundancy). So it’s done infrequently to discover database design issues or Source inconsistencies. (this
should be avoided as a regular check). Results are used for DB structure changes
Data if validated against a set of well-defined valid values are atomically performed to discover new valid values or
discrepant valid values through the validity DQ check. Results are used for Reference data updates in the master data
management.
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Data if validated from third party before providing to the internal transformations should be checked for its accuracy
(DQ).
Data, either semi static or a golden copy, that’s maintained internally (reference data or master data (Master data
management: MDM) ) is validated for its consistency check to segregate discrepant or/and new data for the MDM
process.
Time stamp, that proves the data position (time and location), comparisons are done to verify the SLA of the data
from one team to another team and validated against a known maximum constant time difference for its timeliness
DQ checks. SLA should be defined and used as source for this DQ check.
Complex logic which is segregated into multiple processes and can be rolled up into a logical result with
minimum/maximum values or interrelationships can be validated for reasonableness DQ check. This check may
discover outliers of the data and its drift from BAU (business as usual) and eventually provide possible exceptions.
And then they may be identified as data issues. This check may be simple generic rules engulfed by large chunk of
data or it can be complicated logic pertaining to the core business of the company. This DQ check requires high
degree of business knowledge. And discovery of reasonableness issues may aid for policy/strategy changes by either
business or data governance or both.
Conformity checks and integrity checks need not covered in all business needs, it’s strictly under the database
architecture's discretion.

Data Quality Assurance
Data quality assurance is the process of profiling the data to discover inconsistencies, and other anomalies in the
data and performing data cleansing activities (e.g. removing outliers, missing data interpolation) to improve the data
quality .
These activities can be undertaken as part of data warehousing or as part of the database administration of an existing
piece of applications software.

Criticism of existing tools and processes
The main reasons cited are:
• Project costs: costs typically in the hundreds of thousands of dollars
• Time: lack of enough time to deal with large-scale data-cleansing software
• Security: concerns over sharing information, giving an application access across systems, and effects on legacy

systems

Professional associations
International Association for Information and Data Quality (IAIDQ) [10]
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Data quality assessment
Data quality assessment is the process of exposing technical and business data issues in order to plan data cleansing
and data enrichment strategies. Technical quality issues are generally easy to discover and correct, such as:
•• Inconsistent standards in structure, format/ values
•• Missing data, default values
• Spelling errors, data in wrong fields
Business quality issues are more subjective and are associated with business processes such as generating accurate
reports, ensuring that data driven processes are working correctly.
Business data quality measures like accuracy and correctness are subjective and need Subject Matter Expert (SME)
involvement to assess data quality.
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Data quality assurance
Data are of high quality "if they are fit for their intended uses in operations, decision making and planning" (J. M.
Juran). Alternatively, the data are deemed of high quality if they correctly represent the real-world construct to which
they refer. Furthermore, apart from these definitions, as data volume increases, the question of internal consistency
within data becomes paramount, regardless of fitness for use for any external purpose, e.g. a person's age and birth
date may conflict within different parts of a database. The first views can often be in disagreement, even about the
same set of data used for the same purpose. This article discusses the concept as it related to business data
processing, although of course other data have various quality issues as well.

Definitions
This list is taken from the online book "Data Quality: High-impact Strategies". See also the Glossary of data quality
terms [1]

•• Degree of excellence exhibited by the data in relation to the portrayal of the actual scenario.
• The state of completeness, validity, consistency, timeliness and accuracy that makes data appropriate for a

specific use.[2]

• The totality of features and characteristics of data that bears on their ability to satisfy a given purpose; the sum of
the degrees of excellence for factors related to data.[3]

• The processes and technologies involved in ensuring the conformance of data values to business requirements and
acceptance criteria.[4]

• Complete, standards based, consistent, accurate and time stamped.[5]
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History
Before the rise of the inexpensive server, massive mainframe computers were used to maintain name and address
data so that the mail could be properly routed to its destination. The mainframes used business rules to correct
common misspellings and typographical errors in name and address data, as well as to track customers who had
moved, died, gone to prison, married, divorced, or experienced other life-changing events. Government agencies
began to make postal data available to a few service companies to cross-reference customer data with the National
Change of Address registry (NCOA). This technology saved large companies millions of dollars compared to
manually correcting customer data. Large companies saved on postage, as bills and direct marketing materials made
their way to the intended customer more accurately. Initially sold as a service, data quality moved inside the walls of
corporations, as low-cost and powerful server technology became available.
Companies with an emphasis on marketing often focus their quality efforts on name and address information, but
data quality is recognized as an important property of all types of data. Principles of data quality can be applied to
supply chain data, transactional data, and nearly every other category of data found in the enterprise. For example,
making supply chain data conform to a certain standard has value to an organization by: 1) avoiding overstocking of
similar but slightly different stock; 2) improving the understanding of vendor purchases to negotiate volume
discounts; and 3) avoiding logistics costs in stocking and shipping parts across a large organization.
While name and address data has a clear standard as defined by local postal authorities, other types of data have few
recognized standards. There is a movement in the industry today to standardize certain non-address data. The
non-profit group GS1 is among the groups spearheading this movement.
For companies with significant research efforts, data quality can include developing protocols for research methods,
reducing measurement error, bounds checking of the data, cross tabulation, modeling and outlier detection, verifying
data integrity, etc.

Overview
There are a number of theoretical frameworks for understanding data quality. A systems-theoretical approach
influenced by American pragmatism expands the definition of data quality to include information quality, and
emphasizes the inclusiveness of the fundamental dimensions of accuracy and precision on the basis of the theory of
science (Ivanov, 1972). One framework, dubbed "Zero Defect Data" (Hansen, 1991) adapts the principles of
statistical process control to data quality. Another framework seeks to integrate the product perspective
(conformance to specifications) and the service perspective (meeting consumers' expectations) (Kahn et al. 2002).
Another framework is based in semiotics to evaluate the quality of the form, meaning and use of the data (Price and
Shanks, 2004). One highly theoretical approach analyzes the ontological nature of information systems to define data
quality rigorously (Wand and Wang, 1996).
A considerable amount of data quality research involves investigating and describing various categories of desirable
attributes (or dimensions) of data. These lists commonly include accuracy, correctness, currency, completeness and
relevance. Nearly 200 such terms have been identified and there is little agreement in their nature (are these
concepts, goals or criteria?), their definitions or measures (Wang et al., 1993). Software engineers may recognise this
as a similar problem to "ilities".
MIT has a Total Data Quality Management program, led by Professor Richard Wang, which produces a large
number of publications and hosts a significant international conference in this field (International Conference on
Information Quality, ICIQ). This program grew out of the work done by Hansen on the "Zero Defect Data"
framework (Hansen, 1991).
In practice, data quality is a concern for professionals involved with a wide range of information systems, ranging 
from data warehousing and business intelligence to customer relationship management and supply chain 
management. One industry study estimated the total cost to the US economy of data quality problems at over
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US$600 billion per annum (Eckerson, 2002). Incorrect data – which includes invalid and outdated information – can
originate from different data sources – through data entry, or data migration and conversion projects.[6]

In 2002, the USPS and PricewaterhouseCoopers released a report stating that 23.6 percent of all U.S. mail sent is
incorrectly addressed.[7]

One reason contact data becomes stale very quickly in the average database – more than 45 million Americans
change their address every year.[8]

In fact, the problem is such a concern that companies are beginning to set up a data governance team whose sole role
in the corporation is to be responsible for data quality. In someWikipedia:Avoid weasel words organizations, this
data governance function has been established as part of a larger Regulatory Compliance function - a recognition of
the importance of Data/Information Quality to organizations.
Problems with data quality don't only arise from incorrect data. Inconsistent data is a problem as well. Eliminating
data shadow systems and centralizing data in a warehouse is one of the initiatives a company can take to ensure data
consistency.
Enterprises, scientists, and researchers are starting to participate within data curation communities to improve the
quality of their common data.[9]

The market is going some way to providing data quality assurance. A number of vendors make tools for analysing
and repairing poor quality data in situ, service providers can clean the data on a contract basis and consultants can
advise on fixing processes or systems to avoid data quality problems in the first place. Most data quality tools offer a
series of tools for improving data, which may include some or all of the following:
1. Data profiling - initially assessing the data to understand its quality challenges
2. Data standardization - a business rules engine that ensures that data conforms to quality rules
3.3. Geocoding - for name and address data. Corrects data to US and Worldwide postal standards
4.4. Matching or Linking - a way to compare data so that similar, but slightly different records can be aligned.

Matching may use "fuzzy logic" to find duplicates in the data. It often recognizes that 'Bob' and 'Robert' may be
the same individual. It might be able to manage 'householding', or finding links between husband and wife at the
same address, for example. Finally, it often can build a 'best of breed' record, taking the best components from
multiple data sources and building a single super-record.

5.5. Monitoring - keeping track of data quality over time and reporting variations in the quality of data. Software can
also auto-correct the variations based on pre-defined business rules.

6.6. Batch and Real time - Once the data is initially cleansed (batch), companies often want to build the processes into
enterprise applications to keep it clean.

There are several well-known authors and self-styled experts, with Larry English perhaps the most popular guru. In
addition, the International Association for Information and Data Quality (IAIDQ) [10] was established in 2004 to
provide a focal point for professionals and researchers in this field.
ISO 8000 is the international standard for data quality.
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Data quality control
Data quality control is the process of controlling the usage of data with known quality measurement—for an
application or a process. This process is usually done after a Data Quality Assurance (QA) process, which consists of
discovery of data inconsistency and correction.
Data QA process provides following information to Data Quality Control (QC):
• Severity of inconsistency
•• Incompleteness
•• Accuracy
•• Precision
•• Missing / Unknown
The Data QC process uses the information from the QA process, then it decides to use the data for analysis or in an
application or business process. For example, if a Data QC process finds the data contains too much error or
inconsistency, it rejects the data to be processed. The usage of incorrect data could crucially impact output. For
example, providing invalid measurements from several sensors to the automatic pilot feature on an aircraft could
cause it to crash. Thus, establishing data QC process provides the protection of usage of data control and establishes
safe information usage.

optimum use of data quality
Data Quality is a niche area which is the backbone for the integrity of the data management by covering gaps of data
issues. This is the key piece that aids to data governance and monitors data to find exceptions undiscovered by
current data management operations. Some data quality checks may translate as future business requirements. Below
are the possible sections of data flows that need perennial DQ checks.
Data quality excludes activities done in business logic to avoid duplication of the check (redundancy) and better ROI
(return of investment).
Data if sourced from database that has valid not null columns should not under go DQ check for completeness and
precision. (redundancy). So it’s done infrequently to discover database design issues or Source inconsistencies. (this
should be avoided as a regular check). Results are used for DB structure changes
Data if validated against a set of well-defined valid values are atomically performed to discover new valid values or
discrepant valid values through the validity DQ check. Results are used for Reference data updates in the master data
management.
Data if validated from third party before providing to the internal transformations should be checked for its accuracy
(DQ).
Data, either semi static or a golden copy, that’s maintained internally (reference data or master data (Master data
management: MDM) ) is validated for its consistency check to segregate discrepant or/and new data for the MDM
process.
Time stamp, that proves the data position (time and location), comparisons are done to verify the SLA of the data
from one team to another team and validated against a known maximum constant time difference for its timeliness
DQ checks. SLA should be defined and used as source for this DQ check.
Complex logic which is segregated into multiple processes and can be rolled up into a logical result with
minimum/maximum values or interrelationships can be validated for reasonableness DQ check. This check may
discover outliers of the data and its drift from BAU (business as usual) and eventually provide possible exceptions.
And then they may be identified as data issues. This check may be simple generic rules engulfed by large chunk of
data or it can be complicated logic pertaining to the core business of the company. This DQ check requires high
degree of business knowledge. And discovery of reasonableness issues may aid for policy/strategy changes by either
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business or data governance or both.
Conformity checks and integrity checks need not covered in all business needs, it’s strictly under the database
architecture's discretion.

Data Quality Assurance
Data quality assurance is the process of profiling the data to discover inconsistencies, and other anomalies in the
data and performing data cleansing activities (e.g. removing outliers, missing data interpolation) to improve the data
quality .
These activities can be undertaken as part of data warehousing or as part of the database administration of an existing
piece of applications software.

Criticism of existing tools and processes
The main reasons cited are:
• Project costs: costs typically in the hundreds of thousands of dollars
• Time: lack of enough time to deal with large-scale data-cleansing software
• Security: concerns over sharing information, giving an application access across systems, and effects on legacy

systems

Professional associations
International Association for Information and Data Quality (IAIDQ) [10]
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Data Quality Firewall
A data quality firewall is the use of software to protect a computer system from the entry of erroneous, duplicated
or poor quality data. Gartner estimates that poor quality data causes failure in up to 50% of customer relationship
management systems.[citation needed] Older technology required the tight integration of data quality software, whereas
this can now be accomplished by loosely coupling technology in a service-oriented architecture.

Features and functionality
A data quality firewall guarantees database accuracy and consistency. This application ensures that only valid and
high quality data enter the system, which means that it obliquely protects the database from damage; this is
extremely important since database integrity and security are absolutely essential. A data quality firewall provides
real time feedback information about the quality of the data submitted to the system.
The main goal of a data quality process consists in capturing erroneous and invalid data, processing them and
eliminating duplicates and, lastly, exporting valid data to the user without failing to store a back-up copy into the
database. A data quality firewall acts similarly to a network security firewall. It enables packets to pass through
specified ports by filtering out data that present quality issues and allowing the remaining, valid data to be stored in
the database. In other words, the firewall sits between the data source and the database and works throughout the
extraction, processing and loading of data.
It is necessary that data streams be subject to accurate validity checks before they can be considered as being correct
or trustworthy. Such checks are of a temporal, formal, logic and forecasting kind.
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Data truncation
In databases and computer networking data truncation occurs when data or a data stream (such as a file) is stored in
a location too short to hold its entire length. Data truncation may occur automatically, such as when a long string is
written to a smaller buffer, or deliberately, when only a portion of the data is wanted.
Depending on what type of data validation a program or operating system has, the data may be truncated silently
(i.e., without informing the user), or the user may be given an error message.

Data validation
In computer science, data validation is the process of ensuring that a program operates on clean, correct and useful
data. It uses routines, often called "validation rules" or "check routines", that check for correctness, meaningfulness,
and security of data that are input to the system. The rules may be implemented through the automated facilities of a
data dictionary, or by the inclusion of explicit application program validation logic.
For business applications, data validation can be defined through declarative data integrity rules, or procedure-based
business rules.[1] Data that does not conform to these rules will negatively affect business process execution.
Therefore, data validation should start with business process definition and set of business rules within this process.
Rules can be collected through the requirements capture exercise.[2]

The simplest data validation verifies that the characters provided come from a valid set. For example, telephone
numbers should include the digits and possibly the characters +, -, (, and ) (plus, minus, and parentheses). A more
sophisticated data validation routine would check to see the user had entered a valid country code, i.e., that the
number of digits entered matched the convention for the country or area specified.
Incorrect data validation can lead to data corruption or a security vulnerability. Data validation checks that data are
valid, sensible, reasonable, and secure before they are processed.
A validation process involves two distinct steps: (a) Validation Check and (b) Post-Check action. The check step
uses one or more computational rules (see section below) to determine if the data is valid. The Post-validation action
sends feedback to help enforce validation.

Validation methods
Allowed character checks Checks that ascertain that only expected characters are present in a field. For example a
numeric field may only allow the digits 0-9, the decimal point and perhaps a minus sign or commas. A text field such
as a personal name might disallow characters such as < and >, as they could be evidence of a markup-based security
attack. An e-mail address might require at least one @ sign and various other structural details. Regular expressions
are effective ways of implementing such checks. (See also data type checks below)
Batch totals Checks for missing records. Numerical fields may be added together for all records in a batch. The
batch total is entered and the computer checks that the total is correct, e.g., add the 'Total Cost' field of a number of
transactions together.
Cardinality check Checks that record has a valid number of related records. For example if Contact record
classified as a Customer it must have at least one associated Order (Cardinality > 0). If order does not exist for a
"customer" record then it must be either changed to "seed" or the order must be created. This type of rule can be
complicated by additional conditions. For example if contact record in Payroll database is marked as "former
employee", then this record must not have any associated salary payments after the date on which employee left
organization (Cardinality = 0).
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Check digits Used for numerical data. An extra digit is added to a number which is calculated from the digits. The
computer checks this calculation when data are entered. For example the last digit of an ISBN for a book is a check
digit calculated modulus 10.[3]
Consistency checks Checks fields to ensure data in these fields corresponds, e.g., If Title = "Mr.", then Gender =
"M".
Control totals This is a total done on one or more numeric fields which appears in every record. This is a
meaningful total, e.g., add the total payment for a number of Customers.
Cross-system consistency checks Compares data in different systems to ensure it is consistent, e.g., The address for
the customer with the same id is the same in both systems. The data may be represented differently in different
systems and may need to be transformed to a common format to be compared, e.g., one system may store customer
name in a single Name field as 'Doe, John Q', while another in three different fields: First_Name (John), Last_Name
(Doe) and Middle_Name (Quality); to compare the two, the validation engine would have to transform data from the
second system to match the data from the first, for example, using SQL: Last_Name || ', ' || First_Name ||
substr(Middle_Name, 1, 1) would convert the data from the second system to look like the data from the first 'Doe,
John Q'
Data type checks Checks the data type of the input and give an error message if the input data does not match with
the chosen data type, e.g., In an input box accepting numeric data, if the letter 'O' was typed instead of the number
zero, an error message would appear.
File existence check Checks that a file with a specified name exists. This check is essential for programs that use file
handling.
Format or picture check Checks that the data is in a specified format (template), e.g., dates have to be in the format
DD/MM/YYYY. Regular expressions should be considered for this type of validation.
Hash totals This is just a batch total done on one or more numeric fields which appears in every record. This is a
meaningless total, e.g., add the Telephone Numbers together for a number of Customers.
Limit check Unlike range checks, data are checked for one limit only, upper OR lower, e.g., data should not be
greater than 2 (<=2).
Logic check Checks that an input does not yield a logical error, e.g., an input value should not be 0 when it will
divide some other number somewhere in a program.
Presence check Checks that important data is actually present and have not been missed out, e.g., customers may be
required to have their telephone numbers listed.
Range check Checks that the data lie within a specified range of values, e.g., the month of a person's date of birth
should lie between 1 and 12.
Referential integrity In modern Relational database values in two tables can be linked through foreign key and
primary key. If values in the primary key field are not constrained by database internal mechanism,[4] then they
should be validated. Validation of the foreign key field checks that referencing table must always refer to a valid row
in the referenced table.[5]
Spelling and grammar check Looks for spelling and grammatical errors.
Uniqueness check Checks that each value is unique. This can be applied to several fields (i.e. Address, First Name,
Last Name).
Table Look Up Check A table look up check takes the entered data item and compares it to a valid list of entries
that are stored in a database table.
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Post-validation actions
Enforcement Action
Enforcement action typically rejects the data entry request and requires the input actor to make a change that brings
the data into compliance. This is most suitable for interactive use, where a real person is sitting on the computer and
making entry. It also works well for batch upload, where a file input may be rejected and a set of messages sent back
to the input source for why the data is rejected. Another form of enforcement action involves automatically changing
the data and saving a conformant version instead of the original version. This is most suitable for cosmetic change.
For example, converting an [all-caps] entry to a [Pascal case] entry does not need user input. An inappropriate use of
automatic enforcement would be in situations where the enforcement leads to loss of business information. For
example, saving a truncated comment if the length is longer than expected. This is not typically a good thing since it
may result in loss of significant data.
Advisory Action
Advisory actions typically allow data to be entered unchanged but sends a message to the source actor indicating
those validation issues that were encountered. This is most suitable for non-interactive system, for systems where the
change is not business critical, for cleansing steps of existing data and for verification steps of an entry process.
Verification Action
Verification actions are special cases of advisory actions. In this case, the source actor is asked to verify that this data
is what they would really want to enter, in the light of a suggestion to the contrary. Here, the check step suggests an
alternative (e.g.: a check of your mailing address returns a different way of formatting that address or suggests a
different address altogether). You would want in this case, to give the user the option of accepting the
recommendation or keeping their version. This is not a strict validation process, by design and is useful for capturing
addresses to a new location or to a location that is not yet supported by the validation database.

References
[1] Data Validation, Data Integrity, Designing Distributed Applications with Visual Studio .NET (http:/ / msdn. microsoft. com/ en-us/ library/

aa291820(VS. 71). aspx)
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Data verification
Data Verification is a process where in different types of data are checked for accuracy and inconsistencies after
data migration is done.[1]

It helps to determine whether data was accurately translated when data is transferred from one source to another, is
complete, and supports processes in the new system. During verification, there may be a need for a parallel run of
both systems to identify areas of disparity and forestall erroneous data loss.
A type of Data Verification is double entry and proofreading data. Proofreading data involves someone checking the
data entered against the original document. This is also time consuming and costly.

References
[1] http:/ / www. datacap. com/ products/ features/ verify/

External links
• PC Guide article (http:/ / www. pcguide. com/ care/ bu/ howVerification-c. html)

Database integrity
Database integrity ensures that data entered into the database is accurate, valid, and consistent. Any applicable
integrity constraints and data validation rules must be satisfied before permitting a change to the database.
Three basic types of database integrity constraints are:
• Entity integrity, not allowing multiple rows to have the same identity within a table.
• Domain integrity, restricting data to predefined data types, e.g.: dates.
• Referential integrity, requiring the existence of a related row in another table, e.g. a customer for a given customer

ID.
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Database preservation
Database preservation usually involves converting the information stored in a database to a form likely to be
accessible in the long term as technology changes, without losing the initial characteristics (Context, Content,
Structure, Appearance and Behaviour) of the data.

Database preservation projects
In the past different research groups have contributed to the solutions of the problems of database preservation.
Research projects carried out in the past in this regard include:
• Software independent archival of relational databases (SIARD)[1]

• Repository of Authentic Digital Objects (RODA)[2]

• Digital Preservation Testbed[3]

• Lots of Copies Keep Stuff Safe (LOCKSS)[4]

References
[1] http:/ / arxiv. org/ abs/ cs/ 0408054v1
[2] http:/ / repositorium. sdum. uminho. pt/ bitstream/ 1822/ 8226/ 1/ RodaAndCrib. pdf
[3] http:/ / www. digitaleduurzaamheid. nl/ bibliotheek/ docs/ volatility-permanence-databases-en. pdf
[4] http:/ / www. lockss. org

Declarative Referential Integrity
Declarative Referential Integrity (DRI) is one of the techniques in the SQL database programming language to
ensure data integrity.

Meaning in SQL
A table (called the child table) can refer to a column (or a group of columns) in another table (the parent table) by
using a foreign key. The referenced column(s) in the parent table must be under a unique constraint, such as a
primary key. Also, self-references are possible (not fully implemented in MS SQL Server though). On inserting a
new row into the child table, the relational database management system (RDBMS) checks if the entered key value
exists in the parent table. If not, no insert is possible. It is also possible to specify DRI actions on UPDATE and
DELETE, such as CASCADE (forwards a change/delete in the parent table to the child tables), NO ACTION (if the
specific row is referenced, changing the key is not allowed) or SET NULL / SET DEFAULT (a changed/deleted key
in the parent table results in setting the child values to NULL or to the DEFAULT value if one is specified).
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Product specific meaning
In Microsoft SQL Server the term DRI also applies to the assigning of permissions to users on a database object.
Giving DRI permission to a database user allows them to add foreign key constraints on a table.

References

External links
• DRI versus Triggers (http:/ / www. cvalde. net/ document/ declaRefIntegVsTrig. htm) ( archived (http:/ / web.

archive. org/ web/ 20110723065232/ http:/ / www. cvalde. net/ document/ declaRefIntegVsTrig. htm))

Digital continuity
Digital continuity is the ability to maintain the digital information of a creator in such a way that the information
will continue to be available, as needed, despite changes in digital storage technology. It focuses on making sure that
information is complete, available and therefore usable. Activities involved with managing digital continuity include
information management, information risk assessment and managing technical environments, including file format
conversion. Digital continuity management is particularly important to organisations that have a duty to maintain
accountability, and to act transparently and legally, such as government and infrastructure companies. Digital
continuity is also an important issue for organisations responsible for maintaining repositories of information in
digital form over time, such as archives and libraries.

Focus of digital continuity
The focus of digital continuity differs from that of digital preservation and business continuity. While there is some
overlap among these areas, they should be treated as related but separate issues. Business continuity focuses on
making sure that critical business functions will be available to customers, suppliers, regulators, and other entities
that must have access to those functions. Digital preservation focuses on long term strategies and requirements for
storing digital information in an effort to stabilize the collection of digital records. Digital continuity is concerned
with the ability to make digitally preserved information continuously usable. What constitutes usable will be
different depending on each organization's needs. For the purposes of digital continuity, The National Archives
believes digital information is usable when one can:
•• find it when needed
•• open it as needed
•• work with it in the way needed
•• understand what it is and what it is about
•• trust that it is what it says it is.

Digital continuity projects
The National Archives in the United Kingdom began a digital continuity project for public use in 2007. The project
is based on a four-stage process for managing digital information effectively in organisations:
•• Step 1: Plan for action: All employees in the organization need to be aware of the digital continuity project and

have an understanding of what digital continuity means for the information they create. This step also includes
assessing existing work practices in order to ensure that people working within the system have the potential to
deliver continuity.
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•• Step 2: Define your digital continuity requirements: Ensure that an effective records management system is in
place so that it is understood what information needs to be kept and how it will be used over time, regardless of
change.

•• Step 3: Assess and manage risks to digital continuity: This step involves a digital continuity risk assessment
which highlights areas of concern. This may include identifying file formats in current use which are susceptible
to obsolescence. Identifying risks will help mitigate potential problems.

•• Step 4: Maintain digital continuity: This step ensures that your organization will be able to continue to use the
digital information it produces in the future through changes in technology. This involves embedding the concept
of digital continuity into existing business processes.

At Archives New Zealand, the digital continuity project is entitled the Digital Continuity Action Plan. The Archives
New Zealand project is focused on ensuring digital information is available in the future, that the information
remains authentic and reliable, and that the public has continuous access through a proactive approach to maintaining
digital information.
The Digital Preservation Coalition (DPC), which concerns itself with digital preservation issues including digital
continuity, has published reports advocating the assessment of digital preservation needs in the UK, and has been
consulted in the creation of the Digital Continuity Action Plan at Archives New Zealand. The National Archives is
also a member of the DPC.
Other digital continuity projects are underway at the Welsh Assembly Government in conjunction with the
University of Wales, Newport., and the National Library of Australia.

References

Digital preservation
In library and archival science, digital preservation is a formal endeavor to ensure that digital information of
continuing value remains accessible and usable. It involves planning, resource allocation, and application of
preservation methods and technologies,[1] and it combines policies, strategies and actions to ensure access to
reformatted and "born-digital" content, regardless of the challenges of media failure and technological change. The
goal of digital preservation is the accurate rendering of authenticated content over time.[2]

Challenges of digital preservation
Society's heritage has been presented on many different materials, including stone, vellum, bamboo, silk, and paper.
Now a large quantity of information exists in digital forms, including emails, blogs, social networking websites,
national elections websites, web photo albums, and sites which change their content over time. With digital media it
is easier to create content and keep it up-to-date, but at the same time there are many challenges in the preservation
of this content, both technical and economic.
Unlike traditional analog objects such as books or photographs where the user has unmediated access to the content,
a digital object always needs a software environment to render it. These environments keep evolving and changing at
a rapid pace, threatening the continuity of access to the content. Physical storage media, data formats, hardware, and
software all become obsolete over time, posing significant threats to the survival of the content. This process can be
referred to as digital obsolescence.
In the case of born-digital content (e.g., institutional archives, Web sites, electronic audio and video content, 
born-digital photography and art, research data sets, observational data), the enormous and growing quantity of 
content presents significant scaling issues to digital preservation efforts. Rapidly changing technologies can hinder
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digital preservationists work and techniques due to outdated and antiquated machines or technology. This has
become a common problem and one that is a constant worry for a digital archivist—how to prepare for the future.
Digital content can also present challenges to preservation because of its complex and dynamic nature, e.g.,
interactive Web pages, virtual reality and gaming environments, learning objects, social media sites. In many cases
of emergent technological advances there are substantial difficulties in maintaining the authenticity, fixity, and
integrity of objects over time deriving from the fundamental issue of experience with that particular digital storage
medium and while particular technologies may prove to be more robust in terms of storage capacity, there are issues
in securing a framework of measures to ensure that the object remains fixed while in stewardship.
For the preservation of software as digital content, a specific challenge is the typically non-availability of the source
code as commercial software is normally distributed only in compiled binary form. Without the source code an
adaption (Porting) on modern computing hardware or operating system is most often impossible, therefore the
original hardware and software context needs to be emulated. Another potential challenge for software preservation
can be the copyright who prohibits often the bypassing of copy protection mechanisms (Digital Millennium
Copyright Act) incase software has become a orphaned work (Abandonware). An exemption from the United States
Digital Millennium Copyright Act to permit to bypass copy protection was approved in 2003 for a period of 3 years
to the Internet Archive who created an archive of "vintage software", as a way to preserve them. The exemption was
renewed in 2006, and as of 27 October 2009[3], has been indefinitely extended pending further rulemakings "for the
purpose of preservation or archival reproduction of published digital works by a library or archive."
Another challenge surrounding preservation of digital content resides in the issue of scale. The amount of digital
information being created along with the "proliferation of format types" makes creating trusted digital repositories
with adequate and sustainable resources a challenge. The Web is only one example of what might be considered the
"data deluge". For example, the Library of Congress currently amassed 170 billion tweets between 2006 and 2010
totaling 133.2 terabytes[4] and each Tweet is composed of 23 fields of metadata.[5]

The economic challenges of digital preservation are also great. Preservation programs require significant up front
investment to create, along with ongoing costs for data ingest, data management, data storage, and staffing. One of
the key strategic challenges to such programs is the fact that, while they require significant current and ongoing
funding, their benefits accrue largely to future generations.

Intellectual foundations of digital preservation

"Preserving Digital Information (1996)"
The challenges of long-term preservation of digital information have been recognized by the archival community for
years. In December 1994, the Research Libraries Group (RLG) and Commission on Preservation and Access (CPA)
formed a Task Force on Archiving of Digital Information with the main purpose of investigating what needed to be
done to ensure long-term preservation and continued access to the digital records. The final report published by the
Task Force (Garrett, J. and Waters, D., ed. (1996). “Preserving digital information: Report of the task force on
archiving of digital information.”) became a fundamental document in the field of digital preservation that helped set
out key concepts, requirements, and challenges.
The Task Force proposed development of a national system of digital archives that would take responsibility for
long-term storage and access to digital information; introduced the concept of trusted digital repositories and defined
their roles and responsibilities; identified five features of digital information integrity (content, fixity, reference,
provenance, and context) that were subsequently incorporated into a definition of Preservation Description
Information in the Open Archival Information System Reference Model; and defined migration as a crucial function
of digital archives. The concepts and recommendations outlined in the report laid a foundation for subsequent
research and digital preservation initiatives.
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OAIS
To standardize digital preservation practice and provide a set of recommendations for preservation program
implementation, the Reference Model for an Open Archival Information System (OAIS) was developed. OAIS is
concerned with all technical aspects of a digital object’s life cycle: ingest, archival storage, data management,
administration, access and preservation planning. The model also addresses metadata issues and recommends that
five types of metadata be attached to a digital object: reference (identification) information, provenance (including
preservation history), context, fixity (authenticity indicators), and representation (formatting, file structure, and what
"imparts meaning to an object’s bitstream").[6]

Trusted Digital Repository Model
In March 2000, the Research Libraries Group (RLG) and Online Computer Library Center (OCLC) began a
collaboration to establish attributes of a digital repository for research organizations, building on and incorporating
the emerging international standard of the Reference Model for an Open Archival Information System (OAIS). In
2002, they published “Trusted Digital Repositories: Attributes and Responsibilities.” In that document a “Trusted
Digital Repository” (TDR) is defined as "one whose mission is to provide reliable, long-term access to managed
digital resources to its designated community, now and in the future." The TDR must include the following seven
attributes: compliance with the reference model for an Open Archival Information System (OAIS), administrative
responsibility, organizational viability, financial sustainability, technological and procedural suitability, system
security, procedural accountability. The Trusted Digital Repository Model outlines relationships among these
attributes. The report also recommended the collaborative development of digital repository certifications, models
for cooperative networks, and sharing of research and information on digital preservation with regard to intellectual
property rights.[7]

In 2004 Henry M. Gladney proposed another approach to digital object preservation that called for the creation of
“Trustworthy Digital Objects” (TDOs). TDOs are digital objects that can speak to their own authenticity since they
incorporate a record maintaining their use and change history, which allows the future users to verify that the
contents of the object are valid.

InterPARES
International Research on Permanent Authentic Records in Electronic Systems (InterPARES) is a collaborative
research initiative led by the University of British Columbia that is focused on addressing issues of long-term
preservation of authentic digital records. The research is being conducted by focus groups from various institutions
in North America, Europe, Asia, and Australia, with an objective of developing theories and methodologies that
provide the basis for strategies, standards, policies, and procedures necessary to ensure the trustworthiness,
reliability, and accuracy of digital records over time.
The project began in 1999 with the first phase, InterPARES 1, which ran to 2001 and focused on establishing
requirements for authenticity of inactive records generated and maintained in large databases and document
management systems created by government agencies. InterPARES 2 (2002 – 2007) concentrated on issues of
reliability, accuracy and authenticity of records throughout their whole life cycle, and examined records produced in
dynamic environments in the course of artistic, scientific and online government activities. The third five-year phase
(InterPARES 3) was initiated in 2007. Its goal is to utilize theoretical and methodological knowledge generated by
InterPARES and other preservation research projects for developing guidelines, action plans, and training programs
on long-term preservation of authentic records for small and medium-sized archival organizations.
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Strategies
In 2006, the Online Computer Library Center developed a four-point strategy for the long-term preservation of
digital objects that consisted of:
•• Assessing the risks for loss of content posed by technology variables such as commonly used proprietary file

formats and software applications.
•• Evaluating the digital content objects to determine what type and degree of format conversion or other

preservation actions should be applied.
•• Determining the appropriate metadata needed for each object type and how it is associated with the objects.
• Providing access to the content.[8]

There are several additional strategies that individuals and organizations may use to actively combat the loss of
digital information.

Refreshing
Refreshing is the transfer of data between two types of the same storage medium so there are no bitrot changes or
alteration of data. For example, transferring census data from an old preservation CD to a new one. This strategy
may need to be combined with migration when the software or hardware required to read the data is no longer
available or is unable to understand the format of the data. Refreshing will likely always be necessary due to the
deterioration of physical media.

Migration
Migration is the transferring of data to newer system environments (Garrett et al., 1996). This may include
conversion of resources from one file format to another (e.g., conversion of Microsoft Word to PDF or
OpenDocument) or from one operating system to another (e.g., Windows to GNU/Linux) so the resource remains
fully accessible and functional. Two significant problems face migration as a plausible method of digital
preservation in the long terms. Due to the fact that digital objects are subject to a state of near continuous change,
migration may cause problems in relation to authenticity and migration has proven to be time-consuming and
expensive for "large collections of heterogeneous objects, which would need constant monitoring and intervention.

Replication
Creating duplicate copies of data on one or more systems is called replication. Data that exists as a single copy in
only one location is highly vulnerable to software or hardware failure, intentional or accidental alteration, and
environmental catastrophes like fire, flooding, etc. Digital data is more likely to survive if it is replicated in several
locations. Replicated data may introduce difficulties in refreshing, migration, versioning, and access control since the
data is located in multiple places.

Emulation
Emulation is the replicating of functionality of an obsolete system. According to van der Hoeven, "Emulation does
not focus on the digital object, but on the hard- and software environment in which the object is rendered. It aims at
(re)creating the environment in which the digital object was originally created.".[9] Examples are having the ability to
replicate or imitate another operating system. Examples include emulating an Atari 2600 on a Windows system or
emulating WordPerfect 1.0 on a Macintosh. Emulators may be built for applications, operating systems, or hardware
platforms. Emulation has been a popular strategy for retaining the functionality of old video game systems, such as
with the MAME project. The feasibility of emulation as a catch-all solution has been debated in the academic
community. (Granger, 2000)
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Raymond A. Lorie has suggested a Universal Virtual Computer (UVC) could be used to run any software in the
future on a yet unknown platform. The UVC strategy uses a combination of emulation and migration. The UVC
strategy has not yet been widely adopted by the digital preservation community.
Jeff Rothenberg, a major proponent of Emulation for digital preservation in libraries, working in partnership with
Koninklijke Bibliotheek and National Archief of the Netherlands, developed a software program called Dioscuri, a
modular emulator that succeeds in running MS-DOS, WordPerfect 5.1, DOS games, and more.
Another example of emulation as a form of digital preservation can be seen in the example of Emory University and
the Salman Rushdie's papers. Rushdie donated an outdated computer to the Emory University library, which was so
old that the library was unable to extract papers from the harddrive. In order to procure the papers, the library
emulated the old software system and was able to take the papers off his old computer.[10]

Encapsulation
This method maintains that preserved objects should be self-describing, virtually "linking content with all of the
information required for it to be deciphered and understood". The files associated with the digital object would have
details of how to interpret that object by using "logical structures called "containers" or "wrappers" to provide a
relationship between all information components[11] that could be used in future development of emulators, viewers
or converters through machine readable specifications.[12] The method of encapsulation is usually applied to
collections that will go unused for long periods of time

Persistent Archives Concept
Developed by the San Diego Supercomputing Center and funded by the National Archives and Records
Administration, this method requires the development of comprehensive and extensive infrastructure that enables
"the preservation of the organisation of collection as well as the objects that make up that collection, maintained in a
platform independent form". A persistent archive includes both the data constituting the digital object and the context
that the defines the provenance, authenticity, and structure of the digital entities.[13] This allows for the replacement
of hardware or software components with minimal effect on the preservation system. This method can be based on
virtual data grids and resembles OAIS Information Model (specifically the Archival Information Package).

Metadata attachment
Metadata is data on a digital file that includes information on creation, access rights, restrictions, preservation
history, and rights management.[14] Metadata attached to digital files may be affected by file format obsolescence.
ASCII is considered to be the most durable format for metadata [15] because it is widespread, backwards compatible
when used with Unicode, and utilizes human-readable characters, not numeric codes. It retains information, but not
the structure information it is presented in. For higher functionality, SGML or XML should be used. Both markup
languages are stored in ASCII format, but contain tags that denote structure and format.

Digital sustainability
Digital sustainability encompasses a range of issues and concerns that contribute to the longevity of digital
information.[16] Unlike traditional, temporary strategies, and more permanent solutions, digital sustainability implies
a more active and continuous process. Digital sustainability concentrates less on the solution and technology and
more on building an infrastructure and approach that is flexible with an emphasis on interoperability, continued
maintenance and continuous development.[17] Digital sustainability incorporates activities in the present that will
facilitate access and availability in the future.[18][19]
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Preservation repository assessment and certification
A few of the major frameworks for digital preservation repository assessment and certification are described below.
A more detailed list is maintained by the U.S. Center for Research Libraries.

Specific tools and methodologies

TRAC

In 2007, CRL/OCLC published Trustworthy Repositories Audit & Certification: Criteria & Checklist (TRAC), a
document allowing digital repositories to assess their capability to reliably store, migrate, and provide access to
digital content. TRAC is based upon existing standards and best practices for trustworthy digital repositories and
incorporates a set of 84 audit and certification criteria arranged in three sections: Organizational Infrastructure;
Digital Object Management; and Technologies, Technical Infrastructure, and Security.
TRAC "provides tools for the audit, assessment, and potential certification of digital repositories, establishes the
documentation requirements required for audit, delineates a process for certification, and establishes appropriate
methodologies for determining the soundness and sustainability of digital repositories".

DRAMBORA

Digital Repository Audit Method Based On Risk Assessment (DRAMBORA), introduced by the Digital Curation
Centre (DCC) and Digital Preservation Europe (DPE) in 2007, offers a methodology and a toolkit for digital
repository self-assessment.
The DRAMBORA process is arranged in six stages and concentrates on evaluation of likelihood and potential
impact of risks on the repository. The auditor is required to describe and document the repository’s role, objectives,
policies, activities and assets, in order to identify and assess the risks associated with these activities and assets and
define appropriate measures to manage them.

European Framework for Audit and Certification of Digital Repositories

The European Framework for Audit and Certification of Digital Repositories [20] was defined in a memorandum of
understanding signed in July 2010 between Consultative Committee for Space Data Systems (CCSDS), Data Seal of
Approval (DSA) Board and German Institute for Standardization (DIN) "Trustworthy Archives – Certification"
Working Group.
The framework is intended to help organizations in obtaining appropriate certification as a trusted digital repository
and establishes three increasingly demanding levels of assessment:
1.1. Basic Certification: self-assessment using 16 criteria of the Data Seal of Approval (DSA).
2.2. Extended Certification: Basic Certification and additional externally reviewed self-audit against ISO 16363 or

DIN 31644 requirements.
3.3. Formal Certification: validation of the self-certification with a third-party official audit based on ISO 16363 or

DIN 31644.

nestor Catalogue of Criteria

A German initiative, nestor [21] (the Network of Expertise in Long-Term Storage of Digital Resources) sponsored by
the German Ministry of Education and Research, developed a catalogue of criteria for trusted digital repositories in
2004. In 2008 the second version of the document was published. The catalogue, aiming primarily at German
cultural heritage and higher education institutions, establishes guidelines for planning, implementing, and
self-evaluation of trustworthy long-term digital repositories.
The nestor catalogue of criteria conforms to the OAIS reference model terminology and consists of three sections
covering topics related to Organizational Framework, Object Management, and Infrastructure and Security.
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PLANETS Project

In 2002 the Preservation and Long-term Access through Networked Services (PLANETS) project, part of the EU
Framework Programmes for Research and Technological Development 6, addressed core digital preservation
challenges. The primary goal for Planets was to build practical services and tools to help ensure long-term access to
digital cultural and scientific assets. The outputs of the project are now sustained by the follow-on organisation, the
Open Planets Foundation.

PLATTER

Planning Tool for Trusted Electronic Repositories (PLATTER) is a tool released by DigitalPreservationEurope
(DPE) to help digital repositories in identifying their self-defined goals and priorities in order to gain trust from the
stakeholders.
PLATTER is intended to be used as a complementary tool to DRAMBORA, NESTOR, and TRAC. It is based on ten
core principles for trusted repositories and defines nine Strategic Objective Plans, covering such areas as acquisition,
preservation and dissemination of content, finance, staffing, succession planning, technical infrastructure, data and
metadata specifications, and disaster planning. The tool enables repositories to develop and maintain documentation
required for an audit.:49

Audit and Certification of Trustworthy Digital Repositories (ISO 16363)

Audit and Certification of Trustworthy Digital Repositories (ISO 16363:2012), developed by the Consultative
Committee for Space Data Systems (CCSDS), was approved as a full international standard in March 2012.
Extending the OAIS Reference Model and based largely on the TRAC checklist, the standard is designed for all
types of digital repositories. It provides a detailed specification of criteria against which the trustworthiness of a
digital repository should be evaluated.
The CCSDS Repository Audit and Certification Working Group has also developed and submitted for approval a
second standard, Requirements for Bodies Providing Audit and Certification of Candidate Trustworthy Digital
Repositories (ISO 16919), that defines the external auditing process and requirements for organizations responsible
for assessment and certification of digital repositories.

Digital preservation best practices
Although preservation strategies vary for different types of materials and between institutions, adhering to nationally
and internationally recognized standards and practices is a crucial part of digital preservation activities. Best or
recommended practices define strategies and procedures that may help organizations to implement existing standards
or provide guidance in areas where no formal standards have been developed.
Best practices in digital preservation continue to evolve and may encompass processes that are performed on content
prior to or at the point of ingest into a digital repository as well as processes performed on preserved files post-ingest
over time. Best practices may also apply to the process of digitizing analog material and may include the creation of
specialized metadata (such as technical, administrative and rights metadata) in addition to standard descriptive
metadata. The preservation of born-digital content may include format transformations to facilitate long-term
preservation or to provide better access.
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Audio preservation
Various best practices and guidelines for digital audio preservation have been developed, including:
• Capturing Analog Sound for Digital Preservation: Report of a Roundtable Discussion of Best Practices for

Transferring Analog Discs and Tapes (2006), which defined procedures for reformatting sound from analog to
digital and provided recommendations for best practices for digital preservation

• Digital Audio Best Practices (2006) prepared by the Collaborative Digitization Program Digital Audio Working
Group, which covers best practices and provides guidance both on digitizing existing analog content and on
creating new digital audio resources

• Sound Directions: Best Practices for Audio Preservation (2007) published by the Sound Directions Project, which
describes the audio preservation workflows and recommended best practices and has been used as the basis for
other projects and initiatives

• Documents developed by the International Association of Sound and Audiovisual Archives (IASA), the European
Broadcasting Union (EBU), the Library of Congress, and the Digital Library Federation (DLF).

The Audio Engineering Society (AES) also issues a variety of standards and guidelines relating to the creation of
archival audio content and technical metadata.

Moving Image Preservation
The term “moving images” includes analog film and video and their born-digital forms: digital video, digital motion
picture materials, and digital cinema. As analog videotape and film become obsolete, digitization has become a key
preservation strategy, although many archives do continue to perform photochemical preservation of film stock.
"Digital preservation" has a double meaning for audiovisual collections: analog originals are preserved through
digital reformatting, with the resulting digital files preserved; and born-digital content is collected, most often in
proprietary formats that pose problems for future digital preservation.
There is currently no broadly accepted standard target digital preservation format for analog moving images.
The following resources offer information on analog to digital reformatting and preserving born-digital audiovisual
content.
• The Library of Congress tracks the sustainability of digital formats, including moving images.[22]

• The Digital Dilemma 2: Perspectives from Independent Filmmakers, Documentarians and Nonprofit Audiovisual
Archives (2012). The section on nonprofit archives reviews common practices on digital reformatting, metadata,
and storage. There are four case studies.

•• Federal Agencies Digitization Guidelines Initiative (FADGI). Started in 2007, this is a collaborative effort by
federal agencies to define common guidelines, methods, and practices for digitizing historical content. As part of
this, two working groups are studying issues specific to two major areas, Still Image and Audio Visual.

• PrestoCenter publishes general audiovisual information and advice at a European level. Its online library has
research and white papers on digital preservation costs and formats.[23]

• The Association of Moving Image Archivists (AMIA) sponsors conferences, symposia, and events on all aspects
of moving image preservation, including digital. The AMIA Tech Review [24] contains articles reflecting current
thoughts and practices from the archivists’ perspectives. Video Preservation for the Millennia (2012), published in
the AMIA Tech Review, details the various strategies and ideas behind the current state of video preservation.
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Email preservation
Email poses special challenges for preservation: email client software varies widely; there is no common structure
for email messages; email often communicates sensitive information; individual email accounts may contain
business and personal messages intermingled; and email may include attached documents in a variety of file formats.
Email messages can also carry viruses or have spam content. While email transmission is standardized, there is no
formal standard for the long-term preservation of email messages.
Approaches to preserving email may vary according to the purpose for which it is being preserved. For businesses
and government entities, email preservation may be driven by the need to meet retention and supervision
requirements for regulatory compliance and to allow for legal discovery. (Additional information about email
archiving approaches for business and institutional purposes may be found under the separate article, Email
archiving.) For research libraries and archives, the preservation of email that is part of born-digital or hybrid archival
collections has as its goal ensuring its long-term availability as part of the historical and cultural record.
Several projects developing tools and methodologies for email preservation have been conducted based on various
preservation strategies: normalizing email into XML format, migrating email to a new version of the software and
emulating email environments: Memories Using Email [25] (MUSE), Collaborative Electronic Records Project [26]

(CERP), E-Mail Collection And Preservation [27] (EMCAP), PeDALS Email Extractor Software [28] (PeDALS),
XML Electronic Normalizing of Archives tool [29] (XENA).
Some best practices and guidelines for email preservation can be found in the following resources:
• Curating E-Mails: A Life-cycle Approach to the Management and Preservation of E-mail Messages (2006) by

Maureen Pennock.
• Technology Watch Report 11-01: Preserving Email (2011) by Christopher J Prom.
• Best Practices: Email Archiving by Jo Maitland.

Video game preservation
In 2007 the Keeping Emulation Environments Portable (KEEP) project, part of the EU Framework Programmes for
Research and Technological Development 7, developed tools and methodologies to keep digital software objects
available in their original context. Digital software objects as video games might get lost because of digital
obsolescence and non-availability of required legacy hardware or operating system software; such software is
referred to as abandonware. Because the source code is often not available any longer, emulation is the only
preservation opportunity. KEEP provided an emulation framework to help the creation of such emulators. KEEP was
developed by Vincent Joguin, first launched in February 2009 and was coordinated by Elisabeth Freyre of the French
National Library.

Personal Archiving
There are many things consumers and artists can do themselves to help care for their collections at home.
•• "Resource Center: Caring For Your Treasures" by American Institute for Conservation of Historic and Artistic

Works details simple strategies for artists and consumers to care for and preserve their work themselves.
The Library of Congress also hosts a list for the self-preserver which includes direction toward programs and
guidelines from other institutions that will help the user preserve social media, email, and formatting general
guidelines (such as caring for CDs).[30] Some of the programs listed include:
• HTTrack Website Copier [31]: A site which allows the user to download a World Wide Web site from the Internet

to a local directory, building recursively all directories, getting HTML, images, and other files from the server to
their computer.

• Muse [25]: Muse (short for Memories Using Email) is a program that helps users revive memories, using their
long-term email archives, run by Stanford University.
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Education for digital preservation

Digital Preservation Outreach and Education (DPOE)
The Digital Preservation Outreach and Education (DPOE), as part of the Library of Congress, serves to foster
preservation of digital content through a collaborative network of instructors and collection management
professionals working in cultural heritage institutions. Composed of Library of Congress staff, the National Trainer
Network, the DPOE Steering Committee, and a community of Digital Preservation Education Advocates, as of 2013
the DPOE has 24 working trainers across the six regions of the United States.
In 2010 the DPOE conducted an assessment, reaching out to archivists, librarians, and other information
professionals around the country. A working group of DPOE instructors then developed a curriculum [32] based on
the assessment results and other similar digital preservation curricula designed by other training programs, such as
LYRASIS, Educopia Institute, MetaArchive Cooperative, University of North Carolina, DigCCurr (Digital Curation
Curriculum) and Cornell University-ICPSR Digital Preservation Management Workshops. The resulting core
principles are also modeled on the principles outlined in "A Framework of Guidance for Building Good Digital
Collections" by the National Information Standards Organization (NISO).[33]

Examples of digital preservation initiatives

Digitization at the British Library of a
Dunhuang manuscript for the International

Dunhuang Project

• The Library of Congress operates the National Digital Stewardship
Alliance [34]

• The British Library is responsible for several programmes in the area
of digital preservation and is a founding member of the Digital
Preservation Coalition [35]. Their digital preservation strategy [36] is
publicly available. The National Archives of the United Kingdom
have also pioneered various initiatives in the field of digital
preservation.

A number of open source products have been developed to assist with
digital preservation, including DSpace, Fedora, EPrints and
Research-Output Repository Platform. The commercial sector also
offers digital preservation software tools, such as Ex Libris Ltd.'s Rosetta, Tessella Ltd.'s Safety Deposit Box and
cloud based Preservica, CONTENTdm, Digital Commons, Equella, intraLibrary, Open Repository and Vital.

Large-scale digital preservation initiatives (LSDIs)
Many research libraries and archives have begun or are about to begin Large-Scale digital preservation initiatives
(LSDIs). The main players in LSDIs are cultural institutions, commercial companies such as Google and Microsoft,
and non-profit groups including the Open Content Alliance (OCA), the Million Book Project (MBP), and
HathiTrust. The primary motivation of these groups is to expand access to scholarly resources.

LSDIs: library perspective
Approximately 30 cultural entities, including the 12-member Committee on Institutional Cooperation (CIC), have 
signed digitization agreements with either Google or Microsoft. Several of these cultural entities are participating in 
the Open Content Alliance (OCA) and the Million Book Project (MBP). Some libraries are involved in only one 
initiative and others have diversified their digitization strategies through participation in multiple initiatives. The 
three main reasons for library participation in LSDIs are: Access, Preservation and Research and Development. It is 
hoped that digital preservation will ensure that library materials remain accessible for future generations. Libraries 
have a perpetual responsibility for their materials and a commitment to archive their digital materials. Libraries plan
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to use digitized copies as backups for works in case they go out of print, deteriorate, or are lost and damaged.
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External links
• National Digital Information Infrastructure and Preservation Program (http:/ / www. digitalpreservation. gov) at

the Library of Congress
• DPOE - Digital Preservation Outreach & Education (http:/ / www. digitalpreservation. gov/ education/ ) at

Library of Congress
• Digital Preservation page (http:/ / www. diglib. org/ preserve. htm) from the Digital Library Federation
• "Thirteen Ways of Looking at...Digital Preservation" (http:/ / dlib. org/ dlib/ july04/ lavoie/ 07lavoie. html)
• Cornell University Library's Digital Imaging Tutorial (http:/ / www. library. cornell. edu/ preservation/ tutorial/

contents. html)
• What is Digital Preservation? (http:/ / www. digitalpreservationeurope. eu/ what-is-digital-preservation/ ) - an

introduction to digital preservation by Digital Preservation Europe
• Macroscopic 10-Terabit–per–Square-Inch Arrays from Block Copolymers with Lateral Order. (http:/ / www.

sciencemag. org/ cgi/ content/ abstract/ 323/ 5917/ 1030) Science magazine article about prospective usage of
sapphire in digital storage media technology

• Animations introducing digital preservation and curation (http:/ / www. youtube. com/ watch?v=pbBa6Oam7-w)
• Capture Your Collections: Planning and Implementing Digitization Projects (http:/ / www. pro. rcip-chin. gc. ca/

sommaire-summary/ planification_numerisation-digitization_planning-eng. jsp) A CHIN (Canadian Heritage
Information Network) Resource

• Digitales Archiv Hessen (http:/ / www. hauptstaatsarchiv. hessen. de/ irj/
HHStAW_Internet?cid=69e5c1d5b0eb5a25b5961e83962b068c) Digital preservation page by Hessisches
Hauptstaatsarchiv Wiesbaden

• “Land of the lost” : a discussion of what can be preserved through digital preservation." (http:/ / www. nla. gov.
au/ openpublish/ index. php/ nlasp/ article/ viewArticle/ 1677) Nick del Pozo, Andrew Stawowczyk Long, David
Pearson.

• Various activities in digital preservation at the University of Cologne (professorship for Applied Computer
Science in the Humanities) (http:/ / www. hki. uni-koeln. de/ preservation)

• Challenges in AV Digitization and Digital Preservation (http:/ / www. nationalvideo. com. au/
challenges-in-audio-visual-digitization-and-digital-preservation)
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Digital preservation is the set of processes, activities and management of digital information over time to ensure its
long term accessibility. The goal of digital preservation is to preserve materials resulting from digital reformatting,
and particularly information that is born-digital with no analog counterpart. Because of the relatively short lifecycle
of digital information, preservation is an ongoing process.
In the language of digital imaging and electronic resources, preservation is no longer just the product of a program
but an ongoing process. In this regard the way digital information is stored is important in ensuring its longevity. The
long-term storage of digital information is assisted by the inclusion of preservation metadata.
Digital preservation is defined as: long-term, error-free storage of digital information, with means for retrieval and
interpretation, for the entire time span the information is required for. Long-term is defined as "long enough to be
concerned with the impacts of changing technologies, including support for new media and data formats, or with a
changing user community. Long Term may extend indefinitely".[1] "Retrieval" means obtaining needed digital files
from the long-term, error-free digital storage, without possibility of corrupting the continued error-free storage of the
digital files. "Interpretation" means that the retrieved digital files, files that, for example, are of texts, charts, images
or sounds, are decoded and transformed into usable representations. This is often interpreted as "rendering", i.e.
making it available for a human to access. However, in many cases it will mean able to be processed by
computational means.

Digital Format Preservation Concerns
Society's heritage has been presented on many different materials, including stone, vellum, bamboo, silk, and paper.
Now a large quantity of information exists in digital forms, including emails, blogs, social networking websites,
national elections websites, web photo albums, and sites which change their content over time. According an article
by Brewster Kahle, in 1996 founder of Internet Archive, "Preserving the Internet", Scientific American, the average
life of a URL was, in 1997, 44 days.[2]

The unique characteristic of digital forms makes it easy to create content and keep it up-to-date, but at the same time
brings many difficulties in the preservation of this content. Margaret Hedstrom points out that "...digital preservation
raises challenges of a fundamentally different nature which are added to the problems of preserving traditional
format materials."[3]

Physical deterioration
The media on which digital contents are stored are more vulnerable to deterioration and catastrophic loss than some
analog media such as paper. While acid paper is prone to deterioration, becoming brittle and yellowing with age, the
deterioration may not become apparent for some decades and progresses slowly. It remains possible to retrieve
information without loss once deterioration is noticed. Digital data recording media may deteriorate more rapidly
and once the deterioration starts, in most cases there may already be data loss. This characteristic of digital forms
leaves a very short time frame for preservation decisions and actions.

Digital obsolescence
Another challenge is the issue of long-term access to data. Digital technology is developing quickly and retrieval and
playback technologies can become obsolete in a matter of years. When faster, more capable and less expensive
storage and processing devices are developed, older versions may be quickly replaced. When a software or decoding
technology is abandoned, or a hardware device is no longer in production, records created with such technologies are
at great risk of loss, simply because they are no longer accessible. This process is known as digital obsolescence.
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This challenge is exacerbated by a lack of established standards, protocols and proven methods for preserving digital
information.[4] We used to save copies of data on tapes, but media standards for tapes have changed considerably
over the last five to ten years, and there is no guarantee that tapes will be readable in the future.[5] Recovering these
materials may require special tools Hedstrom further explained that almost all digital library researches have been
focused on "...architectures and systems for information organization and retrieval, presentation and visualization,
and administration of intellectual property rights" and that "...digital preservation remains largely experimental and
replete with the risks associated with untested methods".

Strategies
In 2006, the Online Computer Library Center developed a four-point strategy for the long-term preservation of
digital objects that consisted of:
•• Assessing the risks for loss of content posed by technology variables such as commonly used proprietary file

formats and software applications.
•• Evaluating the digital content objects to determine what type and degree of format conversion or other

preservation actions should be applied.
•• Determining the appropriate metadata needed for each object type and how it is associated with the objects.
• Providing access to the content.[6]

There are several additional strategies that individuals and organizations may use to actively combat the loss of
digital information.

Refreshing
Refreshing is the transfer of data between two types of the same storage medium so there are no bitrate changes or
alteration of data.[7] For example, transferring census data from an old preservation CD to a new one. This strategy
may need to be combined with migration when the software or hardware required to read the data is no longer
available or is unable to understand the format of the data. Refreshing will likely always be necessary due to the
deterioration of physical media.

Migration
Migration is the transferring of data to newer system environments (Garrett et al., 1996). This may include
conversion of resources from one file format to another (e.g., conversion of Microsoft Word to PDF or
OpenDocument), from one operating system to another (e.g., Windows to Linux) or from one programming
language to another (e.g., C to Java) so the resource remains fully accessible and functional. Resources that are
migrated run the risk of losing some type of functionality since newer formats may be incapable of capturing all the
functionality of the original format, or the converter itself may be unable to interpret all the nuances of the original
format. The latter is often a concern with proprietary data formats.
The US National Archives Electronic Records Archives and Lockheed Martin are jointly developing a migration
system that will preserve any type of document, created on any application or platform, and delivered to the archives
on any type of digital media. In the system, files are translated into flexible formats, such as XML; they will
therefore be accessible by technologies in the future. Lockheed Martin argues that it would be impossible to develop
an emulation system for the National Archives ERA because the volume of records and cost would be prohibitive.
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Replication
Creating duplicate copies of data on one or more systems is called replication. Data that exists as a single copy in
only one location is highly vulnerable to software or hardware failure, intentional or accidental alteration, and
environmental catastrophes like fire, flooding, etc. Digital data is more likely to survive if it is replicated in several
locations. Replicated data may introduce difficulties in refreshing, migration, versioning, and access control since the
data is located in multiple places.

Emulation
Emulation is the replicating of functionality of an obsolete system. Examples include emulating an Atari 2600 on a
Windows system or emulating WordPerfect 1.0 on a Macintosh. Emulators may be built for applications, operating
systems, or hardware platforms. Emulation has been a popular strategy for retaining the functionality of old video
game systems, such as with the MAME project. The feasibility of emulation as a catch-all solution has been debated
in the academic community. (Granger, 2000)
Raymond A. Lorie has suggested a Universal Virtual Computer (UVC) could be used to run any software in the
future on a yet unknown platform. The UVC strategy uses a combination of emulation and migration. The UVC
strategy has not yet been widely adopted by the digital preservation community.
Jeff Rothenberg, a major proponent of Emulation for digital preservation in libraries, working in partnership with
Koninklijke Bibliotheek and National Archief of the Netherlands, has recently helped launch Dioscuri, a modular
emulator that succeeds in running MS-DOS, WordPerfect 5.1, DOS games, and more.

Metadata attachment
Metadata is data on a digital file that includes information on creation, access rights, restrictions, preservation
history, and rights management.[8] Metadata attached to digital files may be affected by file format obsolescence.
ASCII is considered to be the most durable format for metadata [9] because it is widespread, backwards compatible
when used with Unicode, and utilizes human-readable characters, not numeric codes. It retains information, but not
the structure information it is presented in. For higher functionality, SGML or XML should be used. Both markup
languages are stored in ASCII format, but contain tags that denote structure and format.

Trustworthy digital objects
Digital objects that can speak to their own authenticity are called trustworthy digital objects (TDOs). TDOs were
proposed by Henry M. Gladney to enable digital objects to maintain a record of their change history so future users
can know with certainty that the contents of the object are authentic. Other preservation strategies like replication
and migration are necessary for the long-term preservation of TDOs.

Digital sustainability
Digital sustainability encompasses a range of issues and concerns that contribute to the longevity of digital
information.[10] Unlike traditional, temporary strategies and more permanent solutions, digital sustainability implies
a more active and continuous process. Digital sustainability concentrates less on the solution and technology and
more on building an infrastructure and approach that is flexible with an emphasis on interoperability, continued
maintenance and continuous development.[11] Digital sustainability incorporates activities in the present that will
facilitate access and availability in the future.
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Digital preservation standards
To standardize digital preservation practice and provide a set of recommendations for preservation program
implementation, the Reference Model for an Open Archival Information System (OAIS) was developed. The
reference model (ISO 14721:2003) includes the following responsibilities that an OAIS archive must abide by:
•• Negotiate for and accept appropriate information from information Producers.
•• Obtain sufficient control of the information provided to the level needed to ensure Long-Term Preservation.
•• Determine, either by itself or in conjunction with other parties, which communities should become the Designated

Community and, therefore, should be able to understand the information provided.
•• Ensure that the information to be preserved is Independently Understandable to the Designated Community. In

other words, the community should be able to understand the information without needing the assistance of the
experts who produced the information.

•• Follow documented policies and procedures which ensure that the information is preserved against all reasonable
contingencies, and which enable the information to be disseminated as authenticated copies of the original, or as
traceable to the original.

• Make the preserved information available to the Designated Community.[12]

OAIS is concerned with all technical aspects of a digital object’s life cycle: ingest into and storage in a preservation
infrastructure, data management, accessibility, and distribution. The model also addresses metadata issues and
recommends that five types of metadata be attached to a digital object: reference (identification) information,
provenance (including preservation history), context, fixity (authenticity indicators), and representation (formatting,
file structure, and what "imparts meaning to an object’s bitstream").[13]

Prior to Gladney's proposal of TDOs was the Research Library Group's (RLG) development of "attributes and
responsibilities" that denote the practices of a "Trusted Digital Repository" (TDR) The seven attributes of a TDR are:
"compliance with the Reference Model for an Open Archival Information System (OAIS), Administrative
responsibility, Organizational viability, Financial sustainability, Technological and procedural suitability, System
security, Procedural accountability." Among RLG’s attributes and responsibilities were recommendations calling for
the collaborative development of digital repository certifications, models for cooperative networks, and sharing of
research and information on digital preservation with regards to intellectual property rights.[14]

Digital sound preservation standards
In January 2004, the Council on Library and Information Resources (CLIR) hosted a roundtable meeting of audio
experts discussing best practices, which culminated in a report delivered March 2006. This report investigated
procedures for reformatting sound from analog to digital, summarizing discussions and recommendations for best
practices for digital preservation. Participants made a series of 15 recommendations for improving the practice of
analog audio transfer for archiving:
•• Develop core competencies in audio preservation engineering. Participants noted with concern that the number of

experts qualified to transfer older recordings is shrinking and emphasized the need to find a way to ensure that the
technical knowledge of these experts can be passed on.

•• Develop arrangements among smaller institutions that allow for cooperative buying of esoteric materials and
supplies.

•• Pursue a research agenda for magnetic-tape problems that focuses on a less destructive solution for hydrolysis
than baking, relubrication of acetate tapes, and curing of cupping.

•• Develop guidelines for the use of automated transfer of analog audio to digital preservation copies.
•• Develop a web-based clearinghouse for sharing information on how archives can develop digital preservation

transfer programs.
•• Carry out further research into nondestructive playback of broken audio discs.
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•• Develop a flowchart for identifying the composition of various types of audio discs and tapes.
•• Develop a reference chart of problematic media issues.
•• Collate relevant audio engineering standards from organizations.
•• Research safe and effective methods for cleaning analog tapes and discs.
•• Develop a list of music experts who could be consulted for advice on transfer of specific types of musical content

(e.g., determining the proper key so that correct playback speed can be established).
•• Research the life expectancy of various audio formats.
•• Establish regional digital audio repositories.
•• Cooperate to develop a common vocabulary within the field of audio preservation.
• Investigate the transfer of technology from such fields as chemistry and materials science to various problems in

audio preservation.[15]

Updated technical guidelines on the creation and preservation of digital audio have been prepared by the
International Association of Sound and Audiovisual Archives (IASA).[16]

Examples of digital preservation initiatives
• The Library of Congress operates the National Digital Information Infrastructure and Preservation Program [17]

• The British Library is responsible for several programmes in the area of digital preservation. The National
Archives of the United Kingdom have also pioneered various initiatives in the field of digital preservation.

• The Safety Deposit Box [18] software from Tessella is being widely adopted by National Archives and has been
selected by the National Archives in the UK, Netherlands, Switzerland, Finland, Estonia, Malaysia and Austria as
well as FamilySearch and the Wellcome Collection. It was recently awarded the Queen's Awards for Enterprise in
the UK.

• Ex Libris Rosetta is commercial software helping memory institutions to collect, manage, archive and preserve
their digital collections, ensuring its data integrity and access over time. The system enables managing digital
entities end to end—from submission to dissemination. A rule-based workflow engine and open architecture
allow institutions using the system to develop unique plug-in tools and applications to enhance the system’s
ingest, management, preservation and delivery processes.

• The MetaArchive Cooperative is a library-run, collaborative approach to digital preservation that embeds digital
preservation infrastructure and knowledge in each of its constituent member institutions. Comprised mainly of
University libraries, the Cooperative functions as a network wherein each preserved file is replicated seven times,
is stored in geographically distinct locations across four countries, and is carefully managed from ingest (as a SIP)
to dissemination (as a DIP).

Large-scale digital preservation initiatives (LSDIs)
Many research libraries and archives have begun or are about to begin Large-Scale digital preservation initiatives
(LSDI’s). The main players in LSDIs are cultural institutions, commercial companies such as Google and Microsoft,
and non-profit groups including the Open Content Alliance (OCA), the Million Book Project (MBP), and
HathiTrust. The primary motivation of these groups is to expand access to scholarly resources.

LSDIs: library perspective
Approximately 30 cultural entities, including the 12-member Committee on Institutional Cooperation (CIC), have 
signed digitization agreements with either Google or Microsoft. Several of these cultural entities are participating in 
the Open Content Alliance (OCA) and the Million Book Project (MBP). Some libraries are involved in only one 
initiative and others have diversified their digitization strategies through participation in multiple initiatives. The 
three main reasons for library participation in LSDIs are: Access, Preservation and Research and Development. It is 
hoped that digital preservation will ensure that library materials remain accessible for future generations. Libraries
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have a perpetual responsibility for their materials and a commitment to archive their digital materials. Libraries plan
to use digitized copies as backups for works in case they go out of print, deteriorate, or are lost and damaged.
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Dirty data
Dirty data is inaccurate, incomplete or erroneous data, especially in a computer system or database.
In reference to databases, this is data that contain errors. Unclean data can contain such mistakes as spelling or
punctuation errors, incorrect data associated with a field, incomplete or outdated data, or even data that has been
duplicated in the database.

References

Entity integrity
In the relational data model, entity integrity is one of the three inherent integrity rules. Entity integrity is an integrity
rule which states that every table must have a primary key and that the column or columns chosen to be the primary
key should be unique and not null.[1]

Within relational databases using SQL, entity integrity is enforced by adding a primary key clause to a schema
definition. The system enforces Entity Integrity by not allowing operation (INSERT, UPDATE) to produce an
invalid primary key. Any operation that is likely to create a duplicate primary key or one containing nulls is rejected.
The Entity Integrity ensures that the data that you store remains in the proper format as well as comprehensible.
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Information quality
Information quality (IQ) is a term to describe the quality of the content of information systems. It is often
pragmatically defined as: "The fitness for use of the information provided."

Conceptual problems
Although this pragmatic definition is usable for most everyday purposes, specialists often use more complex models
for information quality. Most information system practitioners use the term synonymously with data quality.
However, as many academics make a distinction between data and information,[1] some will insist on a distinction
between data quality and information quality. This distinction would be akin to the distinction between syntax and
semantics where for example, the semantic value of "one" could be expressed in different syntaxes like 00001;
1.0000; 01.0; or 1. Thus a data difference may not necessarily represent poor information quality.
Information quality assurance is the process to guarantee confidence that particular information meets some context
specific quality requirements. It has been suggested, however, that higher the quality the greater will be the
confidence in meeting more general, less specific contexts.[2]

Dimensions and metrics of Information Quality
"Information quality" is a measure of the value which the information provides to the user of that information.
"Quality" is often perceived as subjective and the quality of information can then vary among users and among uses
of the information. Nevertheless, a high degree of quality increases its objectivity or at least the intersubjectivity.
Accuracy can be seen as just one element of IQ but, depending upon how it is defined, can also be seen as
encompassing many other dimensions of quality.
If not, it is perceived that often there is a trade-off between accuracy and other dimensions, aspects or elements of the
information determining its suitability for any given tasks. Wang and Strong propose a list of dimensions or elements
used in assessing Information Quality is:[3]

• Intrinsic IQ: Accuracy, Objectivity, Believability, Reputation
• Contextual IQ: Relevancy, Value-Added, Timeliness, Completeness, Amount of information
• Representational IQ: Interpretability, Format, Coherence, Compatibility
• Accessibility IQ: Accessibility, Access security
Other authors propose similar but different lists of dimensions for analysis, and emphasize measurement and
reporting as information quality metrics. Larry English prefers the term "characteristics" to dimensions.[4]

While information as a distinct term has various ambiguous definitions, there's one which is more general, such as
"description of events". While the occurrences being described cannot be subjectively evaluated for quality, since
they're very much autonomous events in space and time, their description can—since it possesses a garnishment
attribute, unavoidably attached by the medium which carried the information, from the initial moment of the
occurrences being described.
In an attempt to deal with this natural phenomenon, qualified professionals primarily representing the researchers'
guild, have at one point or another identified particular metrics for information quality. They could also be described
as 'quality traits' of information, since they're not so easily quantified, but rather subjectively identified on an
individual basis.
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Proposed quality metrics
•• Authority/Verifiability

Authority refers to the expertise or recognized official status of a source. Consider the reputation of the author and
publisher. When working with legal or government information, consider whether the source is the official provider
of the information. Verifiability refers to the ability of a reader to verify the validity of the information irresepective
of how authoritative the source is. To verify the facts is part of the duty of care of the journalistic deontology, as well
as, where possible, to provide the sources of information so that they can be verified
•• Scope of coverage

Scope of coverage refers to the extent to which a source explores a topic. Consider time periods, geography or
jurisdiction and coverage of related or narrower topics.
•• Composition and Organization

Composition and Organization has to do with the ability of the information source to present it’s particular message
in a coherent, logically sequential manner.
•• Objectivity

Objectivity is the bias or opinion expressed when a writer interprets or analyze facts. Consider the use of persuasive
language, the source’s presentation of other viewpoints, its reason for providing the information and advertising.
•• Integrity

1.1. Adherence to moral and ethical principles; soundness of moral character
2.2. The state of being whole, entire, or undiminished
•• Comprehensiveness

1.1. Of large scope; covering or involving much; inclusive: a comprehensive study.
2.2. Comprehending mentally; having an extensive mental grasp.
3.3. Insurance. covering or providing broad protection against loss.
•• Validity

Validity of some information has to do with the degree of obvious truthfulness which the information carries
•• Uniqueness

As much as ‘uniqueness’ of a given piece of information is intuitive in meaning, it also significantly implies not only
the originating point of the information but also the manner in which it is presented and thus the perception which it
conjures. The essence of any piece of information we process consists to a large extent of those two elements.
•• Timeliness

Timeliness refers to information that is current at the time of publication. Consider publication, creation and revision
dates. Beware of Web site scripting that automatically reflects the current day’s date on a page.
• Reproducibility (utilized primarily when referring to instructive information)
Means that documented methods are capable of being used on the same data set to achieve a consistent result.
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Education
University of Arkansas at Little Rock offers graduate degrees in the field of Information Quality.[5] University level
Information Quality courses around the world are listed in [6]

Professional Associations
International Association for Information and Data Quality (IAIDQ)[7]

IAIDQ is a not-for-profit, vendor neutral, professional association formed in 2004, dedicated to building the
information and data quality profession.

Information Quality conferences
A number of major conferences relevant to information quality are held annually:
Data Governance and Information Quality Conference[8]

Commercial conferences held each year in the USA
Data Quality Asia Pacific[9]

Commercial conference held annually or Sydney or Melbourne, Australia
Enterprise Data and Business Intelligence Conference Europe[10]

Commercial conferences held annually in London, England.
Information and Data Quality Conference[11]

Not for profit conference run annually by IAIDQ in the USA
International Conference on Information Quality[12]

Academic Conference launched through MITIQ held annually at a University
Master Data Management & Data Governance Conferences[13]

Six major conferences are run annually by the MDM Institute in venues such as London, San Francisco,
Sydney, Toronto, Madrid, Frankfurt, Shanghai and New York City.
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Link rot
Link rot (or linkrot), also known as link death or link breaking, is an informal term for the process by which
hyperlinks (either on individual websites or the Internet in general) point to web pages, servers or other resources
that have become permanently unavailable. The phrase also describes the effects of failing to update out-of-date web
pages that clutter search engine results. A link that does not work any more is called a broken link, dead link, or
dangling link.

Causes
A link may become broken for several reasons. The simplest and most common reason is that the web page it links
to doesn't exist anymore. The most common result of a dead link is a 404 error, which indicates that the web server
responded, but the specific page could not be found.
Some news sites contribute to the problem of link rot by keeping only recent news articles freely accessible, then
removing them or moving them to a paid subscription area. This causes a heavy loss of supporting links in sites
discussing newsworthy events and using news sites as references.[citation needed]

Another type of dead link occurs when the server that hosts the target page stops working or relocates to a new
domain name. In this case the browser may return a DNS error, or it may display a site unrelated to the content
sought. The latter can occur when a domain name is allowed to lapse and is subsequently reregistered by another
party. Domain names acquired in this manner are attractive to those who wish to take advantage of the stream of
unsuspecting surfers that will inflate hit counters and PageRanking.
A link might also be broken because of some form of blocking such as content filters or firewalls. Dead links
commonplace on the Internet can also occur on the authoring side, when website content is assembled, copied, or
deployed without properly verifying the targets, or simply not kept up to dateWikipedia:Please clarify. Dead links
can also occur when a website without Clean URLs is "re-organized".

Prevalence
The 404 "Not Found" response is familiar to even the occasional web user. A number of studies have examined the
prevalence of link rot on the web, in academic literature, and in digital libraries. In a 2003 experiment, Fetterly et al.
discovered that about one link out of every 200 disappeared each week from the internet. McCown et al. (2005)
discovered that half of the URLs cited in D-Lib Magazine articles were no longer accessible 10 years after
publication, and other studies have shown link rot in academic literature to be even worse (Spinellis, 2003, Lawrence
et al., 2001). Nelson and Allen (2002) examined link rot in digital libraries and found that about 3% of the objects
were no longer accessible after one year.

Discovering
Detecting link rot for a given URL is difficult using automated methods. If a URL is accessed and returns an HTTP
200 (OK) response, it may be considered accessible, but the contents of the page may have changed and may no
longer be relevant. Some web servers also return a soft 404, a page returned with a 200 (OK) response (instead of a
404 that indicates the URL is no longer accessible). Bar-Yossef et al. (2004) developed a heuristic for automatically
discovering soft 404s.
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Combating
Due to the unprofessional image that dead links bring to both sites linking and linked to, there are multiple solutions
that are available to tackle them: some working to prevent them in the first place, and others trying to resolve them
when they have occurred. There are several tools that have been developed to help combat link rot.

Server side
•• Avoiding unmanaged hyperlink collections
• Avoiding links to pages deep in a website ("deep linking")
• Using redirection mechanisms (e.g. "301: Moved Permanently") to automatically refer browsers and crawlers to

the new location of a URL
• Content management systems may offer builtin solutions to the management of links, e.g. links are updated when

content is changed or moved on the site.
• WordPress guards against link rot by replacing non-canonical URLs with their canonical versions.
• IBM's Peridot attempts to automatically fix broken links.
• Permalinking stops broken links by guaranteeing that the content will not move for the foreseeable future.

Another form of permalinking is linking to a permalink that then redirects to the actual content, ensuring that even
though the real content may be moved etc., links pointing to the resources stay intact.

User side
•• The Linkgraph widget gets the URL of the correct page based upon the old broken URL by using historical

location information.
•• The Google 404 Widget employs Google technology to 'guess' the correct URL, and also provides the user a

Google search box to find the correct page.
• When a user receives a 404 response, the Google Toolbar attempts to assist the user in finding the missing page.
•• Deadurl.com gathers and ranks alternate urls for a broken link using Google Cache, the Internet Archive, and user

submissions. Typing deadurl.com/ left of a broken link in the browser's address bar and pressing enter loads a
ranked list of alternate urls, or (depending on user preference) immediately forwards to the best one.

Web archiving
To combat link rot, web archivists are actively engaged in collecting the Web or particular portions of the Web and
ensuring the collection is preserved in an archive, such as an archive site, for future researchers, historians, and the
public. The largest web archiving organization is the Internet Archive[citation needed], whose goal is to maintain an
archive of the entire Web, taking periodic snapshots of pages that can then be accessed for free via the Wayback
Machine and without registration many years later simply by typing in the URL, or automatically by using browser
extensions.WP:NOTRS National libraries, national archives and various consortia of organizations are also involved
in archiving culturally important Web content.
Individuals may also use a number of tools that allow them to archive web resources that may go missing in the
future:
• WebCite, a tool specifically for scholarly authors, journal editors and publishers to permanently archive

"on-demand" and retrieve cited Internet references (Eysenbach and Trudel, 2005).
• Archive-It, a subscription service that allows institutions to build, manage and search their own web archive
• Some social bookmarking websites such as peeep.us, or evernote.com allow users to make online clones of any

web page on the internet, creating a copy at an independent url which remains online even if the original page
goes down.

• Google keeps a text-based cache (temporary copy) of the pages it has crawled, which can be used to read the 
information of recently removed pages. However, unlike in archiving services, cached pages are not stored
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permanently.
• The WayBack Machine, at the Internet Archive, is a free website that archives old web pages. It does not archive

websites whose owners have stated they do not want their website archived.
• archive.is [1], a personal WayBack Machine, which saves text and screenshot of a webpage and keeps it online

even if the original page is rot. In most aspects it is a WebCite analog, but also saves images and can save pages
from Web 2.0 sites (like Twitter).

Authors citing URLs
A number of studies have shown how widespread link rot is in academic literature (see below). Authors of scholarly
publications have also developed best practices for combating link rot in their work:
•• Avoiding URL citations that point to resources on a researcher's personal home page (McCown et al., 2005)
• Using Persistent Uniform Resource Locators (PURLs) and digital object identifiers (DOIs) whenever possible
• Using web archiving services (e.g. WebCite) to permanently archive and retrieve cited Internet references

(Eysenbach and Trudel, 2005).
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One-for-one checking
In systems auditing, one-for-one checking is a control process that is frequently used to ensure that specific
elements between two or more sources of data are consistent. The control process can also reduce the chances of
human error by typos and miskeyed information.
An operations manager might use one-for-one checking of cheques and receivables in order to verify that cash
collected is properly reflected by the receivable accounts with regard to the collected cash (i.e., each cheque is
associated with an invoice).
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Referential integrity

An example of a database that has not enforced referential integrity. In this example,
there is a foreign key (artist_id) value in the album table that references a

non-existent artist — in other words there is a foreign key value with no corresponding
primary key value in the referenced table. What happened here was that there was an

artist called "Aerosmith", with an artist_id of 4, which was deleted from the artist
table. However, the album "Eat the Rich" referred to this artist. With referential integrity

enforced, this would not have been possible.

Referential integrity is a property of
data which, when satisfied, requires
every value of one attribute (column)
of a relation (table) to exist as a value
of another attribute in a different (or
the same) relation (table).

For referential integrity to hold in a
relational database, any field in a table
that is declared a foreign key can
contain either a null value, or only
values from a parent table's primary
key or a candidate key.[1] In other
words, when a foreign key value is
used it must reference a valid, existing
primary key in the parent table. For
instance, deleting a record that
contains a value referred to by a
foreign key in another table would
break referential integrity. Some
relational database management
systems (RDBMS) can enforce
referential integrity, normally either by
deleting the foreign key rows as well to
maintain integrity, or by returning an error and not performing the delete. Which method is used may be determined
by a referential integrity constraint defined in a data dictionary.

"Referential" the adjective describes the action that a foreign key performs, 'referring' to a link field in another table.
In simple terms, 'referential integrity' is a guarantee that the target it 'refers' to will be found. A lack of referential
integrity in a database can lead relational databases to return incomplete data, usually with no indication of an error.
A common problem occurs with relational database tables linked with an 'inner join' which requires non-NULL
values in both tables, a requirement that can only be met through careful design and referential integrity.
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Formalization
An inclusion dependency over two (possibly identical) predicates and from a schema is written

, where the , are distinct attributes (column names) of and . It
implies that the tuples of values appearing in columns for facts of must also appear as a tuple of
values in columns for some fact of .
Logical implication between inclusion dependencies can be axiomatized by inference rules [2] and can be decided by
a PSPACE algorithm. The problem can be shown to be PSPACE-complete by reduction from the acceptance
problem for a linear bounded automaton.[3] However, logical implication between dependencies that can be inclusion
dependencies or functional dependencies is undecidable by reduction from the word problem for monoids.[4]
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Soft error
In electronics and computing, a soft error is a type of error where a signal or datum is wrong. Errors may be caused
by a defect, usually understood either to be a mistake in design or construction, or a broken component. A soft error
is also a signal or datum which is wrong, but is not assumed to imply such a mistake or breakage. After observing a
soft error, there is no implication that the system is any less reliable than before. In the spacecraft industry this kind
of error is called a single-event upset.
In a computer's memory system, a soft error changes an instruction in a program or a data value. Soft errors typically
can be remedied by cold booting the computer. A soft error will not damage a system's hardware; the only damage is
to the data that is being processed.
There are two types of soft errors:
Chip-level soft error

These errors occur when the radioactive atoms in the chip's material decay and release alpha particles into the
chip.
Because an alpha particle contains a positive charge and kinetic energy, the particle can hit a memory cell and
cause the cell to change state to a different value. The atomic reaction is so tiny that it does not damage the
actual structure of the chip.

System-level soft error

These errors occur when the data being processed is hit with a noise phenomenon, typically when the data is
on a data bus. The computer tries to interpret the noise as a data bit, which can cause errors in addressing or
processing program code. The bad data bit can even be saved in memory and cause problems at a later time.

If detected, a soft error may be corrected by rewriting correct data in place of erroneous data. Highly reliable systems
use error correction to correct soft errors on the fly. However, in many systems, it may be impossible to determine
the correct data, or even to discover that an error is present at all. In addition, before the correction can occur, the
system may have crashed, in which case the recovery procedure must include a reboot.
Soft errors involve changes to data — the electrons in a storage circuit, for example — but not changes to the
physical circuit itself, the atoms. If the data is rewritten, the circuit will work perfectly again.
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Soft errors can occur on transmission lines, in digital logic, analog circuits, magnetic storage, and elsewhere, but are
most commonly known in semiconductor storage.

Critical charge
Whether or not a circuit experiences a soft error depends on the energy of the incoming particle, the geometry of the
impact, the location of the strike, and the design of the logic circuit. Logic circuits with higher capacitance and
higher logic voltages are less likely to suffer an error. This combination of capacitance and voltage is described by
the critical charge parameter, Q

crit
, the minimum electron charge disturbance needed to change the logic level. A

higher Qcrit means fewer soft errors. Unfortunately, a higher Qcrit also means a slower logic gate and a higher power
dissipation. Reduction in chip feature size and supply voltage, desirable for many reasons, decreases Qcrit. Thus, the
importance of soft errors increases as chip technology advances.
In a logic circuit, Qcrit is defined as the minimum amount of induced charge required at a circuit node to cause a
voltage pulse to propagate from that node to the output and be of sufficient duration and magnitude to be reliably
latched. Since a logic circuit contains many nodes that may be struck, and each node may be of unique capacitance
and distance from output, Qcrit is typically characterized on a per-node basis.

Causes of soft errors

Alpha particles from package decay
Soft errors became widely known with the introduction of dynamic RAM in the 1970s. In these early devices, chip
packaging materials contained small amounts of radioactive contaminants. Very low decay rates are needed to avoid
excess soft errors, and chip companies have occasionally suffered problems with contamination ever since. It is
extremely hard to maintain the material purity needed. Controlling alpha particle emission rates for critical
packaging materials to less than a level of 0.001 counts per hour per cm2 (cph/cm2) is required for reliable
performance of most circuits. For comparison, the count rate of a typical shoe's sole is between 0.1 and 10 cph/cm2.
Package radioactive decay usually causes a soft error by alpha particle emission. The positively charged alpha
particle travels through the semiconductor and disturbs the distribution of electrons there. If the disturbance is large
enough, a digital signal can change from a 0 to a 1 or vice versa. In combinational logic, this effect is transient,
perhaps lasting a fraction of a nanosecond, and this has led to the challenge of soft errors in combinational logic
mostly going unnoticed. In sequential logic such as latches and RAM, even this transient upset can become stored
for an indefinite time, to be read out later. Thus, designers are usually much more aware of the problem in storage
circuits.
A 2011 'Black Hat' paper discusses the real-life security implications of such bit-flips in the internet's DNS system.
The paper found up to 3,434 incorrect requests a day due to bit-flip changes for various common domains. Many of
these bit-flips would probably be attributable to hardware problems, but some could be attributed to alpha particles.
Isaac Asimov received a letter congratulating him on an accidental prediction of alpha-particle RAM errors in a
1950s novel.[1]

Cosmic rays creating energetic neutrons and protons
Once the electronics industry had determined how to control package contaminants, it became clear that other causes 
were also at work. James F. Ziegler led a program of work at IBM which culminated in the publication of a number 
of papers (Ziegler and Lanford, 1979) demonstrating that cosmic rays also could cause soft errors. Indeed, in modern 
devices, cosmic rays may be the predominant cause. Although the primary particle of the cosmic ray does not 
generally reach the Earth's surface, it creates a shower of energetic secondary particles. At the Earth's surface 
approximately 95% of the particles capable of causing soft errors are energetic neutrons with the remainder
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composed of protons and pions. IBM estimated in 1996 that one error per month per 256 MiB of ram was expected
for a desktop computer. This flux of energetic neutrons is typically referred to as "cosmic rays" in the soft error
literature. Neutrons are uncharged and cannot disturb a circuit on their own, but undergo neutron capture by the
nucleus of an atom in a chip. This process may result in the production of charged secondaries, such as alpha
particles and oxygen nuclei, which can then cause soft errors.
Cosmic ray flux depends on altitude. For the common reference location of 40.7° N, 74° W at sea level (New York
City, NY, USA) the flux is approximately 14 neutrons/cm2/hour. Burying a system in a cave reduces the rate of
cosmic-ray induced soft errors to a negligible level. In the lower levels of the atmosphere, the flux increases by a
factor of about 2.2 for every 1000 m (1.3 for every 1000 ft) increase in altitude above sea level. Computers operated
on top of mountains experience an order of magnitude higher rate of soft errors compared to sea level. The rate of
upsets in aircraft may be more than 300 times the sea level upset rate. This is in contrast to package decay induced
soft errors, which do not change with location. As chip density increases, Intel expects the errors caused by cosmic
rays to increase and be a limiting factor in design.[]

The average rate of cosmic-ray soft errors is inversely proportional to sunspot activity. That is, the average number
of cosmic-ray soft errors decreases during the active portion of the sunspot cycle and increases during the quiet
portion. This counterintuitive result occurs for two reasons. The sun does not generally produce cosmic ray particles
with energy above 1 GeV that are capable of penetrating to the Earth's upper atmosphere and creating particle
showers, so the changes in the solar flux do not directly influence the number of errors. Further, the increase in the
solar flux during an active sun period does have the effect of reshaping the Earth's magnetic field providing some
additional shielding against higher energy cosmic rays, resulting in a decrease in the number of particles creating
showers. The effect is fairly small in any case resulting in a ±7% modulation of the energetic neutron flux in New
York City. Other locations are similarly affected.
Energetic neutrons produced by cosmic rays may lose most of their kinetic energy and reach thermal equilibrium
with their surroundings as they are scattered by materials. The resulting neutrons are simply referred to as thermal
neutrons and have an average kinetic energy of about 25 millielectron-volts at 25°C. Thermal neutrons are also
produced by environmental radiation sources such as the decay of naturally occurring uranium or thorium. The
thermal neutron flux from sources other than cosmic-ray showers may still be noticeable in an underground location
and an important contributor to soft errors for some circuits.

Thermal neutrons
Neutrons that have lost kinetic energy until they are in thermal equilibrium with their surroundings are an important
cause of soft errors for some circuits. At low energies many neutron capture reactions become much more probable
and result in fission of certain materials creating charged secondaries as fission byproducts. For some circuits the
capture of a thermal neutron by the nucleus of the 10B isotope of boron is particularly important. This nuclear
reaction is an efficient producer of an alpha particle, 7Li nucleus and gamma ray. Either of the charged particles
(alpha or 7Li) may cause a soft error if produced in very close proximity, approximately 5 µm, to a critical circuit
node. The capture cross section for 11B is 6 orders of magnitude smaller and does not contribute to soft errors.
Boron has been used in BPSG, the insulator in the interconnection layers of integrated circuits, particularly in the
lowest one. The inclusion of boron lowers the melt temperature of the glass providing better reflow and planarization
characteristics. In this application the glass is formulated with a boron content of 4% to 5% by weight. Naturally
occurring boron is 20% 10B with the remainder the 11B isotope. Soft errors are caused by the high level of 10B in this
critical lower layer of some older integrated circuit processes. Boron-11, used at low concentrations as a p-type
dopant, does not contribute to soft errors. Integrated circuit manufacturers eliminated borated dielectrics by the
150 nm process node, largely due to this problem.
In critical designs, depleted boron — consisting almost entirely of boron-11 — is used, to avoid this effect and
therefore to reduce the soft error rate. Boron-11 is a by-product of the nuclear industry.
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For applications in medical electronic devices this soft error mechanism may be extremely important. Neutrons are
produced during high energy cancer radiation therapy using photon beam energies above 10 MeV. These neutrons
are moderated as they are scattered from the equipment and walls in the treatment room resulting in a thermal
neutron flux that is about 40 × 106 higher than the normal environmental neutron flux. This high thermal neutron
flux will generally result in a very high rate of soft errors and consequent circuit upset. [2]

Other causes
Soft errors can also be caused by random noise or signal integrity problems, such as inductive or capacitive
crosstalk. However, in general, these sources represent a small contribution to the overall soft error rate when
compared to radiation effects.

Designing around soft errors

Soft error mitigation
A designer can attempt to minimize the rate of soft errors by judicious device design, choosing the right
semiconductor, package and substrate materials, and the right device geometry. Often, however, this is limited by the
need to reduce device size and voltage, to increase operating speed and to reduce power dissipation. The
susceptibility of devices to upsets is described in the industry using the JEDEC JESD-89 standard.
One technique that can be used to reduce the soft error rate in digital circuits is called radiation hardening. This
involves increasing the capacitance at selected circuit nodes in order to increase its effective Qcrit value. This reduces
the range of particle energies to which the logic value of the node can be upset. Radiation hardening is often
accomplished by increasing the size of transistors who share a drain/source region at the node. Since the area and
power overhead of radiation hardening can be restrictive to design, the technique is often applied selectively to nodes
which are predicted to have the highest probability of resulting in soft errors if struck. Tools and models that can
predict which nodes are most vulnerable are the subject of past and current research in the area of soft errors.

Detecting soft errors
There has been work addressing soft errors in processor and memory resources using both hardware and software
techniques. Several research efforts addressed soft errors by proposing error detection and recovery via
hardware-based redundant multi-threading. These approaches used special hardware to replicate an application
execution to identify errors in the output, which increased hardware design complexity and cost including high
performance overhead.

Correcting soft errors
Designers can choose to accept that soft errors will occur, and design systems with appropriate error detection and
correction to recover gracefully. Typically, a semiconductor memory design might use forward error correction,
incorporating redundant data into each word to create an error correcting code. Alternatively, roll-back error
correction can be used, detecting the soft error with an error-detecting code such as parity, and rewriting correct data
from another source. This technique is often used for write-through cache memories.
Soft errors in logic circuits are sometimes detected and corrected using the techniques of fault tolerant design. These 
often include the use of redundant circuitry or computation of data, and typically come at the cost of circuit area, 
decreased performance, and/or higher power consumption. The concept of triple modular redundancy (TMR) can be 
employed to ensure very high soft-error reliability in logic circuits. In this technique, three identical copies of a 
circuit compute on the same data in parallel and outputs are fed into majority voting logic, returning the value that 
occurred in at least two of three cases. In this way, the failure of one circuit due to soft error is discarded assuming 
the other two circuits operated correctly. In practice, however, few designers can afford the greater than 200% circuit
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area and power overhead required, so it is usually only selectively applied. Another common concept to correct soft
errors in logic circuits is temporal (or time) redundancy, in which one circuit operates on the same data multiple
times and compares subsequent evaluations for consistency. This approach, however, often incurs performance
overhead, area overhead (if copies of latches are used to store data), and power overhead, though is considerably
more area-efficient than modular redundancy.
Traditionally, DRAM has had the most attention in the quest to reduce, or work-around soft errors, due to the fact
that DRAM has comprised the majority-share of susceptible device surface area in desktop, and server computer
systems (ref. the prevalence of ECC RAM in server computers). Hard figures for DRAM susceptibility are hard to
come by, and vary considerably across designs, fabrication processes, and manufacturers. 1980s technology 256
kilobit DRAMS could have clusters of five or six bits flip from a single alpha particle. Modern DRAMs have much
smaller feature sizes, so the deposition of a similar amount of charge could easily cause many more bits to flip.
The design of error detection and correction circuits is helped by the fact that soft errors usually are localised to a
very small area of a chip. Usually, only one cell of a memory is affected, although high energy events can cause a
multi-cell upset. Conventional memory layout usually places one bit of many different correction words adjacent on
a chip. So, even a multi-cell upset leads to only a number of separate single-bit upsets in multiple correction words,
rather than a multi-bit upset in a single correction word. So, an error correcting code needs only to cope with a single
bit in error in each correction word in order to cope with all likely soft errors. The term 'multi-cell' is used for upsets
affecting multiple cells of a memory, whatever correction words those cells happen to fall in. 'Multi-bit' is used when
multiple bits in a single correction word are in error.

Soft errors in combinational logic
The three natural masking effects in combinational logic that determine whether a single event upset (SEU) will
propagate to become a soft error are electrical masking, logical masking, and temporal (or timing-window) masking.
An SEU is logically masked if its propagation is blocked from reaching an output latch because off-path gate inputs
prevent a logical transition of that gate's output. An SEU is electrically masked if the signal is attenuated by the
electrical properties of gates on its propagation path such that the resulting pulse is of insufficient magnitude to be
reliably latched. An SEU is temporally masked if the erroneous pulse reaches an output latch, but it does not occur
close enough to when the latch is actually triggered to hold.
If all three masking effects fail to occur, the propagated pulse becomes latched and the output of the logic circuit will
be an erroneous value. In the context of circuit operation, this erroneous output value may be considered a soft error
event. However, from a microarchitectural-level standpoint, the affected result may not change the output of the
currently-executing program. For instance, the erroneous data could be overwritten before use, masked in subsequent
logic operations, or simply never be used. If erroneous data does not affect the output of a program, it is considered
to be an example of microarchitectural masking.

Soft error rate
Soft error rate (SER) is the rate at which a device or system encounters or is predicted to encounter soft errors. It is
typically expressed as either number of failures-in-time (FIT), or mean time between failures (MTBF). The unit
adopted for quantifying failures in time is called FIT, equivalent to 1 error per billion hours of device operation.
MTBF is usually given in years of device operation. To put it into perspective, a one-year MTBF equals to
approximately 114,077 FIT (approximately ).

While many electronic systems have an MTBF that exceeds the expected lifetime of the circuit, the SER may still be
unacceptable to the manufacturer or customer. For instance, many failures per million circuits due to soft errors can
be expected in the field if the system does not have adequate soft error protection. The failure of even a few products
in the field, particularly if catastrophic, can tarnish the reputation of the product and company that designed it. Also,
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in safety- or cost-critical applications where the cost of system failure far outweighs the cost of the system itself, a
1% chance of soft error failure per lifetime may be too high to be acceptable to the customer. Therefore, it is
advantageous to design for low SER when manufacturing a system in high-volume or requiring extremely high
reliability.
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• Evaluation of LSI Soft Errors Induced by Terrestrial Cosmic rays and Alpha Particles (http:/ / www. rcnp.

osaka-u. ac. jp/ ~annurep/ 2001/ genkou/ sec3/ kobayashi. pdf) - H. Kobayashi, K. Shiraishi, H. Tsuchiya, H.
Usuki (all of Sony), and Y. Nagai, K. Takahisa (Osaka University), 2001.
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Two pass verification
Two-pass verification, also called double data entry, is a data entry quality control method that was originally
employed when data records were entered onto sequential 80-column Hollerith cards with a keypunch. In the first
pass through a set of records, the data keystrokes were entered onto each card as the data entry operator typed them.
On the second pass through the batch, an operator at a separate machine, called a verifier, entered the same data. The
verifier compared the second operator's keystrokes with the contents of the original card. If there were no
differences, a verification notch was punched on the right edge of the card.
The later IBM 129 keypunch also could operate as a verifier. In that mode, it read a completed card (record) and
loaded the 80 keystrokes into a buffer. A data entry operator reentered the record and the keypunch compared the
new keystrokes with those loaded into the buffer. If a discrepancy occurred the operator was given a chance to
reenter that keystroke and ultimately overwrite the entry in the buffer. If all keystrokes matched the original card, it
was passed through and received a verification punch. If corrections were required, then the operator was prompted
to discard the original card and insert a fresh card on which corrected keystrokes were typed. The corrected record
(card) was passed through and received a corrected verification punch.

Modern use
While this method of quality control clearly is not proof against systematic errors or operator misread entries from a
source document, it is very useful in catching and correcting random miskeyed strokes which occur even with
experienced data entry operators. However, it proved to be a fatally tragic flaw in the Therac 25 incident. This
method has survived the keypunch and is available in some currently available data entry programs (e.g. PSPP/SPSS
Data Entry). At least one study suggests that single-pass data entry with range checks and skip rules approaches the
reliability of two-pass data entry;[1] however, it is desirable to implement both systems in a data entry application.
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Validation rule
A Validation rule is a criterion used in the process of data validation, carried out after the data has been encoded
onto an input medium and involves a data vet or validation program. This is distinct from formal verification, where
the operation of a program is determined to be that which was intended, and that meets the purpose.
The method is to check that data falls the appropriate parameters defined by the systems analyst. A judgement as to
whether data is valid is made possible by the validation program, but it cannot ensure complete accuracy. This can
only be achieved through the use of all the clerical and computer controls built into the system at the design stage.
The difference between data validity and accuracy can be illustrated with a trivial example. A company has
established a Personnel file and each record contains a field for the Job Grade. The permitted values are A, B, C, or
D. An entry in a record may be valid and accepted by the system if it is one of these characters, but it may not be the
correct grade for the individual worker concerned. Whether a grade is correct can only be established by clerical
checks or by reference to other files. During systems design, therefore, data definitions are established which place
limits on what constitutes valid data. Using these data definitions, a range of software validation checks can be
carried out.

Criteria
An example of a validation check is the procedure used to verify an ISBN.[1]

• Size. The number of characters in a data item value is checked; for example, an ISBN must consist of 10
characters only (in the previous version—the standard for 1997 and later has been changed to 13 characters.)

• Format checks. Data must conform to a specified format. Thus, the first 9 characters must be the digits 0 through
9' the 10th must be either those digits or an X

•• Consistency. Codes in the data items which are related in some way can thus be checked for the consistency of
their relationship. The first number of the ISBN designates the language of publication. for example, books
published in French-speaking countries carry the digit "2". This must match the address of the publisher, as given
elsewhere in the record. .

•• Range. Does not apply to ISBN, but typically data must lie within maximum and minimum preset values. For
example, customer account numbers may be restricted within the values 10000 to 20000, if this is the arbitrary
range of the numbers used for the system.

• Check digit. An extra digit calculated on, for example, an account number, can be used as a self-checking device.
When the number is input to the computer, the validation program carries out a calculation similar to that used to
generate the check digit originally and thus checks its validity. This kind of check will highlight transcription
errors where two or more digits have been transposed or put in the wrong order. The 10th character of the
10-character ISBN is the check digit.

Test Notes----
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XML

Semi-structured data
Semi-structured data[1] is a form of structured data that does not conform with the formal structure of data models
associated with relational databases or other forms of data tables, but nonetheless contains tags or other markers to
separate semantic elements and enforce hierarchies of records and fields within the data. Therefore, it is also known
as self-describing structure.
In the semi-structured data, the entities belonging to the same class may have different attributes even though they
are grouped together, and the attributes' order is not important.
Semi-structured data is increasingly occurring since the advent of the Internet where full-text documents and
databases are not the only forms of data any more and different applications need a medium for exchanging
information. In object-oriented databases, one often finds semi-structured data.

Types of Semi-structured data

XML
XML,[2] other markup languages, email, and EDI are all forms of semi-structured data. OEM (Object Exchange
Model) [3] was created prior to XML as a means of self-describing a data structure. XML has been popularized by
web services that are developed utilizing SOAP principles.
Some types of data described here as "semi-structured", especially XML, suffer from the impression that they are
incapable of structural rigor at the same functional level as Relational Tables and Rows. Indeed, the view of XML as
inherently semi-structured (previously, it was referred to as "unstructured") has handicapped its use for a widening
range of data-centric applications. Even documents, normally thought of as the epitome of semi-structure, can be
designed with virtually the same rigor as database schema, enforced by the XML schema and processed by both
commercial and custom software programs without reducing their usability by human readers.
In view of this fact, XML might be referred to as having "flexible structure" capable of human-centric flow and
hierarchy as well as highly rigorous element structure and data typing.
The concept of XML as "human-readable", however, can only be taken so far. Some implementations/dialects of
XML, such as the XML representation of the contents of a Microsoft Word document, as implemented in Office
2007 and later versions, utilize dozens or even hundreds of different kinds of tags that reflect a particular problem
domain - in Word's case, formatting at the character and paragraph and document level, definitions of styles,
inclusion of citations, etc. - which are nested within each other in complex ways. Understanding even a portion of
such an XML document by reading it, let alone catching errors in its structure, is impossible without a very deep
prior understanding of the specific XML implementation, along with assistance by software that understands the
XML schema that has been employed. Such text is not "human-understandable" any more than a book written in
Swahili (which uses the Latin alphabet) would be to an American or Western European who does not know a word
of that language: the tags are symbols that are meaningless to a person unfamiliar with the domain.
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JSON
JSON or JavaScript Object Notation, is an open standard format that uses human-readable text to transmit data
objects consisting of attribute–value pairs. It is used primarily to transmit data between a server and web application,
as an alternative to XML. JSON has been popularized by web services developed utilizing REST principles.
There is a new breed of databases such as MongoDB and Couchbase that store data natively in JSON format,
leveraging the pros of semi-structured data architecture.

Pros and Cons of Using a Semi-structured Data Format

Pros
• Programmers persisting objects from their application to a database do not need to worry about object-relational

impedance mismatch, but can often serialize objects via a light-weight library.
•• Support for nested or hierarchical data often simplifies data models representing complex relationships between

entities.
•• Support for lists of objects simplifies data models by avoiding messy translations of lists into a relational data

model.

Cons
• The traditional relational data model has a ready-made query language, SQL, which is not applicable to

semi-structured data without the extensive use of non-standard features.
•• Prone to "garbage in, garbage out"; by removing restraints from the data model, there is less fore-thought that is

necessary to operate a data application.
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Semi-structured model
The semi-structured model is a database model where there is no separation between the data and the schema, and
the amount of structure used depends on the purpose.
The advantages of this model are the following:
•• It can represent the information of some data sources that cannot be constrained by schema.
•• It provides a flexible format for data exchange between different types of databases.
•• It can be helpful to view structured data as semi-structured (for browsing purposes).
•• The schema can easily be changed.
•• The data transfer format may be portable.
The primary trade-off being made in using a semi-structured database model is that queries cannot be made as
efficient as in a more constrained structure, such as in the relational model. Typically the records in a semi-structured
database are stored with unique IDs that are referenced with pointers to their location on disk. This makes
navigational or path-based queries quite efficient, but for doing searches over many records (as is typical in SQL), it
is not as efficient because it has to seek around the disk following pointers.
The Object Exchange Model (OEM) is one standard to express semi-structured data, another way is XML.
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Standard Generalized Markup Language

Standard Generalized Generic Markup Language

Filename extension .sgml

Internet media type application/sgml, text/sgml

Uniform Type Identifier public.xmlWikipedia:Please clarify

Developed by ISO

Type of format Markup Language

Extended from GML

Extended to HTML, XML

Standard(s) ISO 8879 [1]

The Standard Generalized Markup Language (SGML; ISO 8879:1986) is an ISO-standard technology for
defining generalized markup languages for documents. ISO 8879 Annex A.1 defines generalized markup:

Generalized markup is based on two novel postulates:
•• Markup should be declarative: it should describe a document's structure and other attributes, rather than

specify the processing to be performed on it. Declarative markup is less likely to conflict with unforeseen
future processing needs and techniques.

• Markup should be rigorous so that the techniques available for processing rigorously-defined objects like
programs and databases can be used for processing documents as well.
HTML was theoretically an example of an SGML-based language until HTML 5, which admits that browsers
can't parse it as SGML (for compatibility reasons) and codifies exactly what they must do instead.
DocBook SGML and LinuxDoc are better examples, as they were used almost exclusively with actual SGML
tools.
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Standard versions
SGML is an ISO standard: "ISO 8879:1986 Information processing — Text and office systems — Standard
Generalized Markup Language (SGML)", of which there are three versions:

• Original SGML, which was accepted in October 1986, followed by a minor Technical Corrigendum.
• SGML (ENR), in 1996, resulted from a Technical Corrigendum to add extended naming rules allowing

arbitrary-language and -script markup.
• SGML (ENR+WWW or WebSGML), in 1998, resulted from a Technical Corrigendum [2] to better support

XML and WWW requirements.
SGML is part of a trio of enabling ISO standards for electronic documents developed by ISO/IEC JTC1/SC34
(ISO/IEC Joint Technical Committee 1, Subcommittee 34 – Document description and processing languages) :

• SGML (ISO 8879)—generalized markup language
• SGML was reworked in 1998 into XML, a successful profile of SGML. Full SGML is rarely found or used

in new projects.
• DSSSL (ISO/IEC 10179)—document processing and styling language based on Scheme.

• DSSSL was reworked intoWikipedia:Please clarify W3C XSLT and XSL-FO which use an XML syntax.
Nowadays, DSSSL is rarely used in new projects apart from Linux documentation.

• HyTime—Generalized hypertext and scheduling.[3]

• HyTime was partially reworked into W3C XLink. HyTime is rarely used in new projects.
SGML is supported by various technical reports, in particular

• ISO/IEC TR 9573 – Information processing – SGML support facilities – Techniques for using SGML
•• Part 13: Public entity sets for mathematics and science

•• In 2007, the W3C MathML working group agreed to assume the maintenance of these entity sets.

History
SGML descended from IBM's Generalized Markup Language (GML), which Charles Goldfarb, Edward
Mosher, and Raymond Lorie developed in the 1960s. Goldfarb, editor of the international standard, coined the
“GML” term using their surname initials. The syntax of SGML is closer to the COCOA
format.Wikipedia:Please clarify As a document markup language, SGML was originally designed to enable
the sharing of machine-readable large-project documents in government, law, and industry. Many such
documents must remain readable for several decades—a long time in the information technology field. SGML
also was extensively applied by the military, and the aerospace, technical reference, and industrial publishing
industries. The advent of the XML profile has made SGML suitable for widespread application for
small-scale, general-purpose use.
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A fragment of the OED (1985), showing SGML
markup

Document validity

SGML (ENR+WWW) defines two kinds of validity. According
to the revised Terms and Definitions of ISO 8879 (from the
public draft[4]):

A conforming SGML document must be either a
type-valid SGML document, a tag-valid SGML document,
or both. Note: A user may wish to enforce additional
constraints on a document, such as whether a document
instance is integrally-stored or free of entity references.
A type-valid SGML document is defined by the standard as

An SGML document in which, for each document instance, there is an associated document type
declaration (DTD) to whose DTD that instance conforms.
A tag-valid SGML document is defined by the standard as
An SGML document, all of whose document instances are fully tagged. There need not be a document
type declaration associated with any of the instances. Note: If there is a document type declaration, the
instance can be parsed with or without reference to it.

Terminology
Tag-validity was introduced in SGML (ENR+WWW) to support XML which allows documents with no
DOCTYPE declaration but which can be parsed without a grammar or documents which have a DOCTYPE
declaration that makes no XML Infoset contributions to the document. The standard calls this fully tagged.
Integrally stored reflects the XML requirement that elements end in the same entity in which they started.
Reference-free reflects the HTML requirement that entity references are for special characters and do not
contain markup. SGML validity commentary, especially commentary that was made before 1997 or that is
unaware of SGML (ENR+WWW), covers type-validity only.
The SGML emphasis on validity supports the requirement for generalized markup that markup should be
rigorous. (ISO 8879 A.1)

Syntax
An SGML document may have three parts:

1.1. the SGML Declaration,
2. the Prologue, containing a DOCTYPE declaration with the various markup declarations that together make a

Document Type Definition (DTD), and
3.3. the instance itself, containing one top-most element and its contents.

An SGML document may be composed from many entities (discrete pieces of text). In SGML, the entities and
element types used in the document may be specified with a DTD, the different character sets, features,
delimiter sets, and keywords are specified in the SGML Declaration to create the concrete syntax of the
document.
Although full SGML allows implicit markup and some other kinds of tags, the XML specification (s4.3.1)
states:
Each XML document has both a logical and a physical structure. Physically, the document is composed 
of units called entities. An entity may refer to other entities to cause their inclusion in the document. A
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document begins in a "root" or document entity. Logically, the document is composed of declarations,
elements, comments, character references, and processing instructions, all of which are indicated in the
document by explicit markup.
For introductory information on a basic, modern SGML syntax, see XML. The following material concentrates
on features not in XML and is not a comprehensive summary of SGML syntax.

Optional features
SGML generalizes and supports a wide range of markup languages as found in the mid 1980s. These ranged
from terse Wiki-like syntaxes to RTF-like bracketed languages to HTML-like matching-tag languages. SGML
did this by a relatively simple default reference concrete syntax augmented with a large number of optional
features that could be enabled in the SGML Declaration. Not every SGML parser can necessarily process
every SGML document. Because each processor's System Declaration can be compared to the document's
SGML Declaration it is always possible to know whether a document is supported by a particular processor.
Many SGML features relate to markup minimization. Other features relate to parallel asynchronous markup
(CONCUR), to linking processing attributes (LINK), and to embedding SGML documents within SGML
documents (SUBDOC).
The notion of customizable features was not appropriate for Web use, so one goal of XML was to minimize
optional features. However XML's well-formedness rules cannot support Wiki-like languages, leaving them
unstandardized and difficult to integrate with non-text information systems.

Concrete and abstract syntaxes
The usual (default) SGML concrete syntax resembles this example, which is the default HTML concrete
syntax:

<QUOTE TYPE="example"> 

  typically something like <ITALICS>this</ITALICS> 

</QUOTE>

SGML provides an abstract syntax that can be implemented in many different types of concrete syntax.
Although the markup norm is using angle brackets as start- and end- tag delimiters in an SGML document (per
the standard-defined reference concrete syntax), it is possible to use other characters—provided a suitable
concrete syntax is defined in the document's SGML declaration. For example, an SGML interpreter might be
programmed to parse GML, wherein the tags are delimited with a left colon and a right full stop, thus, an :e
prefix denotes an end tag: :xmp.Hello, world:exmp.. According to the reference syntax, letter-case
(upper- or lower-) is not distinguished in tag names, thus the three tags: (i) <quote>, (ii) <QUOTE>, and (iii)
<quOtE> are equivalent. (NOTE: A concrete syntax might change this rule via the NAMECASE NAMING
declarations).
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Markup Minimization
SGML has features for reducing the number of characters required to mark up a document, which must be
enabled in the SGML Declaration. SGML processors need not support every available feature, thus allowing
applications to tolerate many types of inadvertent markup omissions; however, SGML systems usually are
intolerant of invalid structures. XML is intolerant of syntax omissions, and does not require a DTD for
validation.

OMITTAG

Both start tags and end tags may be omitted from a document instance, provided:
1.1. the OMITTAG feature is enabled in the SGML Declaration,
2.2. the DTD indicates that the tags are permitted to be omitted,
3. (for start tags) the element has no associated required (#REQUIRED) attributes, and
4.4. the tag can be unambiguously inferred by context.

For example, if OMITTAG YES is specified in the SGML Declaration (enabling the OMITTAG feature), and
the DTD includes the following declarations:

<!ELEMENT chapter - - (title, section+)>

<!ELEMENT title o o (#PCDATA)>

<!ELEMENT section - - (title, subsection+)>

then this excerpt:

<chapter>Introduction to SGML

<section>The SGML Declaration

<subsection>

...

which omits two <title> tags and two </title> tags, would represent valid markup.
Note also that omitting tags is optional - the same excerpt could be tagged like this:

<chapter><title>Introduction to SGML</title>

<section><title>The SGML Declaration</title>

<subsection>

...

and would still represent valid markup.
Note: The OMITTAG feature is unrelated to the tagging of elements whose declared content is EMPTY as
defined in the DTD:

<!ELEMENT image - o EMPTY>

Elements defined like this have no end tag, and specifying one in the document instance would result in
invalid markup. This is syntactically different than XML empty elements in this regard.
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SHORTREF

Tags can be replaced with delimiter strings, for a terser markup, via the SHORTREF feature. This markup
style is now associated with wiki markup, e.g. wherein two equals-signs (==), at the start of a line, are the
“heading start-tag”, and two equals signs (==) after that are the “heading end-tag”.

SHORTTAG

SGML markup languages whose concrete syntax enables the SHORTTAG VALUE feature, do not require
attribute values containing only alphanumeric characters to be enclosed within quotation marks—either double
" " (LIT) or single ' ' (LITA)—so that the previous markup example could be written:

<QUOTE TYPE=example> 

  typically something like <ITALICS>this</> 

</QUOTE>

One feature of SGML markup languages is the "presumptuous empty tagging", such that the empty end tag
</> in <ITALICS>this</> "inherits" its value from the nearest previous full start tag, which, in this
example, is <ITALICS> (in other words, it closes the most recently opened item). The expression is thus
equivalent to <ITALICS>this</ITALICS>.

NET

Another feature is the NET (Null End Tag) construction: <ITALICS/this/, which is structurally equivalent
to <ITALICS>this</ITALICS>.

Other features

Additionally, the SHORTTAG NETENABL IMMEDNET feature allows shortening tags surrounding an
empty text value, but forbids shortening full tags:

<QUOTE></QUOTE>

can be written as:

<QUOTE// <!-- not a typo! -->

Wherein the first slash ( / ) stands for the NET-enabling “start-tag close” (NESTC), and the second slash stands
for the NET. NOTE: XML defines NESTC with a /, and NET with an > (angled bracket)—hence the
corresponding construct in XML appears as <QUOTE/>.
The third feature is 'text on the same line', allowing a markup item to be ended with a line-end; especially
useful for headings and such, requiring using either SHORTREF or DATATAG minimization. For example, if
the DTD includes the following declarations:

<!ELEMENT lines (line*)

<!ELEMENT line O - (#PCDATA)>

<!ENTITY   line-tagc  "</line>">

<!SHORTREF one-line "&#RE;&#RS;" line-tagc> 

<!USEMAP   one-line line>

(and "&#RE;&#RS;" is a short-reference delimiter in the concrete syntax), then:

<lines>

first line 

second line

http://en.wikipedia.org/w/index.php?title=Wiki_markup
http://en.wikipedia.org/w/index.php?title=Slash_%28punctuation%29


Standard Generalized Markup Language 1233

</lines>

is equivalent to:

<lines>

<line>first line</line> 

<line>second line</line>

</lines>

Formal characterization
SGML has many features that defied convenient description with the popular formal automata theory and the
contemporary parser technology of the 1980s and the 1990s. The standard warns in Annex H:
The SGML model group notation was deliberately designed to resemble the regular expression notation
of automata theory, because automata theory provides a theoretical foundation for some aspects of the
notion of conformance to a content model. No assumption should be made about the general
applicability of automata to content models.
A report on an early implementation of a parser for basic SGML, the Amsterdam SGML Parser, notes
the DTD-grammar in SGML must conform to a notion of unambiguity which closely resembles the
LL(1) conditions
and specifies various differences.
There appears to be no definitive classification of full SGML against a known class of formal grammar.
Plausible classes may include tree-adjoining grammars and adaptive grammars.
XML is described as being generally parsable like a two-level grammar for non-validated XML and a
Conway-style pipeline of coroutines (lexer, parser, validator) for valid XML. The SGML productions in the
ISO standard are reported to be LL(3) or LL(4). XML-class subsets are reported to be expressible using a
W-grammar. According to one paper, and probably considered at an information set or parse tree level rather
than a character or delimiter level:
The class of documents that conform to a given SGML document grammar forms an LL(1) language. ...
The SGML document grammars by themselves are, however, not LL(1) grammars.
The SGML standard does not define SGML with formal data structures, such as parse trees, however, an
SGML document is constructed of a rooted directed acyclic graph (RDAG) of physical storage units known as
“entities”, which is parsed into a RDAG of structural units known as “elements”. The physical graph is loosely
characterized as an entity tree, but entities might appear multiple times. Moreover, the structure graph is also
loosely characterized as an element tree, but the ID/IDREF markup allows arbitrary arcs.
The results of parsing can also be understood as a data tree in different notations; where the document is the
root node, and entities in other notations (text, graphics) are child nodes. SGML provides apparatus for linking
to and annotating external non-SGML entities.
The SGML standard describes it in terms of maps and recognition modes (s9.6.1). Each entity, and each
element, can have an associated notation or declared content type, which determines the kinds of references
and tags which will be recognized in that entity and element. Also, each element can have an associated
delimiter map (and short reference map), which determines which characters are treated as delimiters in
context. The SGML standard characterizes parsing as a state machine switching between recognition modes.
During parsing, there is a stack of maps that configure the scanner, while the tokenizer relates to the
recognition modes.
Parsing involves traversing the dynamically-retrieved entity graph, finding/implying tags and the element 
structure, and validating those tags against the grammar. An unusual aspect of SGML is that the grammar
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(DTD) is used both passively — to recognize lexical structures, and actively — to generate missing structures
and tags that the DTD has declared optional. End- and start- tags can be omitted, because they can be inferred.
Loosely, a series of tags can be omitted only if there is a single, possible path in the grammar to imply them. It
was this active use of grammars that made concrete SGML parsing difficult to formally characterize.
SGML uses the term validation for both recognition and generation. XML does not use the grammar (DTD) to
change delimiter maps or to inform the parse modes, and does not allow tag omission; consequently, XML
validation of elements is not active in the sense that SGML validation is active. SGML without a DTD (e.g.
simple XML), is a grammar or a language; SGML with a DTD is a metalanguage. SGML with an SGML
declaration is, perhaps, a meta-metalanguage, since it is a metalanguage whose declaration mechanism is a
metalanguage.
SGML has an abstract syntax implemented by many possible concrete syntaxes, however, this is not the same
usage as in an abstract syntax tree and as in a concrete syntax tree. In the SGML usage, a concrete syntax is a
set of specific delimiters, while the abstract syntax is the set of names for the delimiters. The XML Infoset
corresponds more to the programming language notion of abstract syntax introduced by John McCarthy.

Derivatives

XML
The W3C XML (Extensible Markup Language) is a profile (subset) of SGML designed to ease the
implementation of the parser compared to a full SGML parser, primarily for use on the World Wide Web. In
addition to disabling many SGML options present in the reference syntax (such as omitting tags and nested
subdocuments) XML adds a number of additional restrictions on the kinds of SGML syntax. For example,
despite enabling SGML shortened tag forms, XML does not allow unclosed start or end tags. It also relied on
many of the additions made by the WebSGML Annex. XML currently is more widely used than full SGML.
XML has lightweight internationalization based on Unicode. Applications of XML include XHTML, XQuery,
XSLT, XForms, XPointer, JSP, SVG, RSS, Atom, XML-RPC, RDF/XML, and SOAP.

HTML
While HTML was developed partially independently and in parallel with SGML, its creator Tim Berners-Lee,
intended it to be an application of SGML. The design of HTML (Hyper Text Markup Language) was therefore
inspired by SGML tagging, but, since no clear expansion and parsing guidelines were established, most actual
HTML documents are not valid SGML documents. Later, HTML was reformulated (version 2.0) to be more of
an SGML application, however, the HTML markup language has many legacy- and exception- handling
features that differ from SGML's requirements. HTML 4 is an SGML application that fully conforms to ISO
8879 – SGML.
The charter for the recently revived World Wide Web Consortium HTML Working Group says, "the Group
will not assume that an SGML parser is used for 'classic HTML'". Although HTML syntax closely resembles
SGML syntax with the default reference concrete syntax, HTML5 abandons any attempt to define HTML as
an SGML application, explicitly defining its own parsing rules [5] which more closely match existing
implementations and documents. It does, however, define an alternative XHTML serialization, which
conforms to XML and therefore to SGML as well.
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OED
The second edition of the Oxford English Dictionary (OED) is entirely marked up with an SGML-based
markup language.
The third edition is marked up as XML.

Others
Other document markup languages are partly related to SGML and XML, but — because they cannot be
parsed or validated or other-wise processed using standard SGML and XML tools — they are not considered
either SGML or XML languages; the Z Format markup language for typesetting and documentation is an
example.
Several modern programming languages support tags as primitive token types, or now support Unicode and
regular expression pattern-matching. An example is the Scala programming language.

Applications
Document markup languages defined using SGML are called "applications" by the standard; many pre-XML
SGML applications were proprietary property of the organizations which developed them, and thus
unavailable in the World Wide Web. The following list is of pre-XML SGML applications.

• TEI (Text Encoding Initiative) is an academic consortium that designs, maintains, and develops technical
standards for digital-format textual representation applications.

• DocBook is a markup language originally created as an SGML application, designed for authoring technical
documentation; DocBook currently is an XML application.

• CALS (Continuous Acquisition and Life-cycle Support) is a US Department of Defense (DoD) initiative for
electronically capturing military documents and for linking related data and information.

• EDGAR (Electronic Data-Gathering, Analysis, and Retrieval) system effects automated collection, validation,
indexing, acceptance, and forwarding of submissions, by companies and others, who are legally required to file
data and information forms with the US Securities and Exchange Commission (SEC).

• LinuxDoc. Documentation for Linux packages has used the LinuxDoc SGML DTD and Docbook XML DTD.

Open source implementations
Significant open source implementations of SGML have included:

• ASP-SGML [6]

• ARC-SGML [7], by Standard Generalized Markup Language Users', 1991, C language
• SGMLS [8], by James Clark, 1993, C language
• Project YAO [9], by Yuan-ze Institute of Technology, Taiwan, with Charles Goldfarb, 1994, object
• SP [10] by James Clark, C++ language

SP and Jade, the associated DSSSL processors, are maintained by the OpenJade [11] project, and are common
parts of Linux distributions. A general archive of SGML software and materials resides at SUNET [12]. The
original HTML parser class, in Sun System's implementation of Java, is a limited-features SGML parser, using
SGML terminology and concepts.
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• ISO/IEC 9070:1991 – Information technology – SGML support facilities – Registration procedures for public

text owner identifiers (http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_tc/ catalogue_detail.
htm?csnumber=16645)
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XML

XML

Filename extension .xml

Internet media type application/xml

text/xml

Uniform Type Identifier public.xml

UTI conforms to public.text

Developed by World Wide Web Consortium

Type of format Markup language

Extended from SGML

Extended to Numerous, including:
XHTML, RSS, Atom, KML

Standard(s) 1.0 (Fifth Edition) [1] November 26,
2008
1.1 (Second Edition) [2] August 16, 2006

Open format? Yes

Extensible Markup Language (XML)

Current status Published

Year started 1996

Editors Tim Bray, Jean Paoli, C. M. Sperberg-McQueen, Eve Maler, François Yergeau, John Cowan

Related standards XML Schema

Domain Data Serialization

Abbreviation XML

Website XML 1.0 [3]

Extensible Markup Language (XML) is a markup language that defines a set of rules for encoding documents in a
format that is both human-readable and machine-readable. It is defined in the XML 1.0 Specification produced by
the W3C, and several other related specifications, all free open standards.
The design goals of XML emphasize simplicity, generality, and usability over the Internet. It is a textual data format
with strong support via Unicode for the languages of the world. Although the design of XML focuses on documents,
it is widely used for the representation of arbitrary data structures, for example in web services.
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Many application programming interfaces (APIs) have been developed to aid software developers with processing
XML data, and several schema systems exist to aid in the definition of XML-based languages.

Applications of XML
As of 2009[4], hundreds of document formats using XML syntax have been developed, including RSS, Atom,
SOAP, and XHTML. XML-based formats have become the default for many office-productivity tools, including
Microsoft Office (Office Open XML), OpenOffice.org and LibreOffice (OpenDocument), and Apple's iWork. XML
has also been employed as the base language for communication protocols, such as XMPP. Applications for the
Microsoft .NET Framework use XML files for configuration. Apple has an implementation of a registry based on
XML.[5]

XML has come into common use for the interchange of data over the Internet. RFC 3023 gives rules for the
construction of Internet Media Types for use when sending XML. It also defines the media types application/xml
and text/xml, which say only that the data are in XML, and nothing about its semantics. The use of text/xml has been
criticized as a potential source of encoding problems and it has been suggested that it should be deprecated.
RFC 3023 also recommends that XML-based languages be given media types ending in +xml; for example
image/svg+xml for SVG.
Further guidelines for the use of XML in a networked context may be found in RFC 3470, also known as IETF BCP
70; this document is very wide-ranging and covers many aspects of designing and deploying an XML-based
language.

Key terminology
The material in this section is based on the XML Specification. This is not an exhaustive list of all the constructs that
appear in XML; it provides an introduction to the key constructs most often encountered in day-to-day use.
(Unicode) character

By definition, an XML document is a string of characters. Almost every legal Unicode character may appear
in an XML document.

Processor and application
The processor analyzes the markup and passes structured information to an application. The specification
places requirements on what an XML processor must do and not do, but the application is outside its scope.
The processor (as the specification calls it) is often referred to colloquially as an XML parser.

Markup and content
The characters making up an XML document are divided into markup and content, which may be
distinguished by the application of simple syntactic rules. Generally, strings that constitute markup either
begin with the character < and end with a >, or they begin with the character & and end with a ;. Strings of
characters that are not markup are content. However, in a CDATA section, the delimiters <![CDATA[ and
]]> are classified as markup, while the text between them is classified as content. In addition, whitespace
before and after the outermost element is classified as markup.

Tag
A markup construct that begins with < and ends with >. Tags come in three flavors:

• start-tags; for example: <section>
• end-tags; for example: </section>
• empty-element tags; for example: <line-break />

Element
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A logical document component which either begins with a start-tag and ends with a matching end-tag or
consists only of an empty-element tag. The characters between the start- and end-tags, if any, are the element's
content, and may contain markup, including other elements, which are called child elements. An example of an
element is <Greeting>Hello, world.</Greeting> (see hello world). Another is
<line-break />.

Attribute
A markup construct consisting of a name/value pair that exists within a start-tag or empty-element tag. In the
example (below) the element img has two attributes, src and alt:

<img src="madonna.jpg" alt='Foligno Madonna, by Raphael' />

Another example would be

<step number="3">Connect A to B.</step>

where the name of the attribute is "number" and the value is "3".
An XML attribute can only have a single value and each attribute can appear at most once on each element. In the
common situation where a list of multiple values is desired, this must be done by encoding the list into a well-formed
XML attribute[6] with some format beyond what XML defines itself. Usually this is either a comma or semi-colon
delimited list or, if the individual values are known not to contain spaces,[7] a space-delimited list can be used.

<div class="inner greeting-box" >Hello!</div>

where the attribute "class" has both the value "inner greeting-box", indicating the CSS class names "inner" and
"greeting-box".

XML declaration
XML documents may begin by declaring some information about themselves, as in the following example:

<?xml version="1.0" encoding="UTF-8"?>

Characters and escaping
XML documents consist entirely of characters from the Unicode repertoire. Except for a small number of
specifically excluded control characters, any character defined by Unicode may appear within the content of an XML
document.
XML includes facilities for identifying the encoding of the Unicode characters that make up the document, and for
expressing characters that, for one reason or another, cannot be used directly.

Valid characters
Unicode code points in the following ranges are valid in XML 1.0 documents:
• U+0009, U+000A, U+000D: these are the only C0 controls accepted in XML 1.0;
• U+0020–U+D7FF, U+E000–U+FFFD: this excludes some (not all) non-characters in the BMP (all surrogates,

U+FFFE and U+FFFF are forbidden);
• U+10000–U+10FFFF: this includes all code points in supplementary planes, including non-characters.
XML 1.1 extends the set of allowed characters to include all the above, plus the remaining characters in the range
U+0001–U+001F. At the same time, however, it restricts the use of C0 and C1 control characters other than
U+0009, U+000A, U+000D, and U+0085 by requiring them to be written in escaped form (for example U+0001
must be written as &#x01; or its equivalent). In the case of C1 characters, this restriction is a backwards
incompatibility; it was introduced to allow common encoding errors to be detected.
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The code point U+0000 is the only character that is not permitted in any XML 1.0 or 1.1 document.

Encoding detection
The Unicode character set can be encoded into bytes for storage or transmission in a variety of different ways, called
"encodings". Unicode itself defines encodings that cover the entire repertoire; well-known ones include UTF-8 and
UTF-16. There are many other text encodings that predate Unicode, such as ASCII and ISO/IEC 8859; their
character repertoires in almost every case are subsets of the Unicode character set.
XML allows the use of any of the Unicode-defined encodings, and any other encodings whose characters also appear
in Unicode. XML also provides a mechanism whereby an XML processor can reliably, without any prior knowledge,
determine which encoding is being used. Encodings other than UTF-8 and UTF-16 will not necessarily be
recognized by every XML parser.

Escaping
XML provides escape facilities for including characters which are problematic to include directly. For example:
• The characters "<" and "&" are key syntax markers and may never appear in content outside a CDATA section.[8]

•• Some character encodings support only a subset of Unicode. For example, it is legal to encode an XML document
in ASCII, but ASCII lacks code points for Unicode characters such as "é".

•• It might not be possible to type the character on the author's machine.
• Some characters have glyphs that cannot be visually distinguished from other characters: examples are

• non-breaking space (&#xa0;) " "
compare space (&#x20;) " "

• Cyrillic Capital Letter A (&#x410;) "А"
compare Latin Capital Letter A (&#x41;) "A"

There are five predefined entities:
• &lt; represents "<"
• &gt; represents ">"
• &amp; represents "&"
• &apos; represents '
• &quot; represents "
All permitted Unicode characters may be represented with a numeric character reference. Consider the Chinese
character "中", whose numeric code in Unicode is hexadecimal 4E2D, or decimal 20,013. A user whose keyboard
offers no method for entering this character could still insert it in an XML document encoded either as &#20013;
or &#x4e2d;. Similarly, the string "I <3 Jörg" could be encoded for inclusion in an XML document as "I
&lt;3 J&#xF6;rg".
"&#0;" is not permitted, however, because the null character is one of the control characters excluded from XML,
even when using a numeric character reference. An alternative encoding mechanism such as Base64 is needed to
represent such characters.

Comments
Comments may appear anywhere in a document outside other markup. Comments cannot appear before the XML
declaration. Comments start with "<!--" and end with "-->". The string "--" (double-hyphen) is not allowed
inside comments; this means comments cannot be nested. The ampersand has no special significance within
comments, so entity and character references are not recognized as such, and there is no way to represent characters
outside the character set of the document encoding.
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An example of a valid comment: "<!-- no need to escape <code> & such in comments -->"

International use
XML 1.0 (Fifth Edition) and XML 1.1 support the direct use of almost any Unicode character in element names,
attributes, comments, character data, and processing instructions (other than the ones that have special symbolic
meaning in XML itself, such as the less-than sign, "<"). The following is a well-formed XML document including
both Chinese and Cyrillic characters:

<?xml version="1.0" encoding="UTF-8"?>

<俄 语>данные</俄 语>

Well-formedness and error-handling
The XML specification defines an XML document as a well-formed text – meaning that it satisfies a list of syntax
rules provided in the specification. Some key points in the fairly lengthy list include:
•• The document contains only properly encoded legal Unicode characters
• None of the special syntax characters such as < and & appear except when performing their markup-delineation

roles
•• The begin, end, and empty-element tags that delimit the elements are correctly nested, with none missing and

none overlapping
• The element tags are case-sensitive; the beginning and end tags must match exactly. Tag names cannot contain

any of the characters !"#$%&'()*+,/;<=>?@[\]^`{|}~, nor a space character, and cannot start with -, .,
or a numeric digit.

•• A single "root" element contains all the other elements
The definition of an XML document excludes texts that contain violations of well-formedness rules; they are simply
not XML. An XML processor that encounters such a violation is required to report such errors and to cease normal
processing. This policy, occasionally referred to as "draconian error handling," stands in notable contrast to the
behavior of programs that process HTML, which are designed to produce a reasonable result even in the presence of
severe markup errors. XML's policy in this area has been criticized as a violation of Postel's law ("Be conservative in
what you send; be liberal in what you accept").
The XML specification defines a valid XML document as a well-formed XML document which also conforms to
the rules of a Document Type Definition (DTD). By extension, the term can also refer to documents that conform to
rules in other schema languages, such as XML Schema (XSD). This term should not be confused with a
well-formed XML document, which is defined as an XML document that has correct XML syntax according to
W3C standards.

Schemas and validation
In addition to being well-formed, an XML document may be valid. This means that it contains a reference to a
Document Type Definition (DTD), and that its elements and attributes are declared in that DTD and follow the
grammatical rules for them that the DTD specifies.
XML processors are classified as validating or non-validating depending on whether or not they check XML
documents for validity. A processor that discovers a validity error must be able to report it, but may continue normal
processing.
A DTD is an example of a schema or grammar. Since the initial publication of XML 1.0, there has been substantial
work in the area of schema languages for XML. Such schema languages typically constrain the set of elements that
may be used in a document, which attributes may be applied to them, the order in which they may appear, and the
allowable parent/child relationships.

http://en.wikipedia.org/w/index.php?title=Unicode
http://en.wikipedia.org/w/index.php?title=Chinese_character
http://en.wikipedia.org/w/index.php?title=Cyrillic_script
http://en.wikipedia.org/w/index.php?title=Well-formed_element
http://en.wikipedia.org/w/index.php?title=Draco_%28lawgiver%29
http://en.wikipedia.org/w/index.php?title=HTML
http://en.wikipedia.org/w/index.php?title=Postel%27s_law
http://en.wikipedia.org/w/index.php?title=Well-formed_XML_document
http://en.wikipedia.org/w/index.php?title=Document_Type_Definition
http://en.wikipedia.org/w/index.php?title=XML_Schema_%28W3C%29
http://en.wikipedia.org/w/index.php?title=Well-formed_XML_document
http://en.wikipedia.org/w/index.php?title=Document_Type_Definition


XML 1242

Document Type Definition
The oldest schema language for XML is the Document Type Definition (DTD), inherited from SGML.
DTDs have the following benefits:
•• DTD support is ubiquitous due to its inclusion in the XML 1.0 standard.
•• DTDs are terse compared to element-based schema languages and consequently present more information in a

single screen.
• DTDs allow the declaration of standard public entity sets for publishing characters.
• DTDs define a document type rather than the types used by a namespace, thus grouping all constraints for a

document in a single collection.
DTDs have the following limitations:
• They have no explicit support for newer features of XML, most importantly namespaces.
•• They lack expressiveness. XML DTDs are simpler than SGML DTDs and there are certain structures that cannot

be expressed with regular grammars. DTDs only support rudimentary datatypes.
• They lack readability. DTD designers typically make heavy use of parameter entities (which behave essentially as

textual macros), which make it easier to define complex grammars, but at the expense of clarity.
• They use a syntax based on regular expression syntax, inherited from SGML, to describe the schema. Typical

XML APIs such as SAX do not attempt to offer applications a structured representation of the syntax, so it is less
accessible to programmers than an element-based syntax may be.

Two peculiar features that distinguish DTDs from other schema types are the syntactic support for embedding a
DTD within XML documents and for defining entities, which are arbitrary fragments of text and/or markup that the
XML processor inserts in the DTD itself and in the XML document wherever they are referenced, like character
escapes.
DTD technology is still used in many applications because of its ubiquity.

XML Schema
A newer schema language, described by the W3C as the successor of DTDs, is XML Schema, often referred to by
the initialism for XML Schema instances, XSD (XML Schema Definition). XSDs are far more powerful than DTDs
in describing XML languages. They use a rich datatyping system and allow for more detailed constraints on an XML
document's logical structure. XSDs also use an XML-based format, which makes it possible to use ordinary XML
tools to help process them.
xs:schema element that defines a schema:

<?xml version="1.0" encoding="ISO-8859-1" ?>

<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">

</xs:schema>

RELAX NG
RELAX NG was initially specified by OASIS and is now also an ISO/IEC International Standard (as part of DSDL).
RELAX NG schemas may be written in either an XML based syntax or a more compact non-XML syntax; the two
syntaxes are isomorphic and James Clark's conversion tool - 'Trang [9]', can convert between them without loss of
information. RELAX NG has a simpler definition and validation framework than XML Schema, making it easier to
use and implement. It also has the ability to use datatype framework plug-ins; a RELAX NG schema author, for
example, can require values in an XML document to conform to definitions in XML Schema Datatypes.
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Schematron
Schematron is a language for making assertions about the presence or absence of patterns in an XML document. It
typically uses XPath expressions.

ISO DSDL and other schema languages
The ISO DSDL (Document Schema Description Languages) standard brings together a comprehensive set of small
schema languages, each targeted at specific problems. DSDL includes RELAX NG full and compact syntax,
Schematron assertion language, and languages for defining datatypes, character repertoire constraints, renaming and
entity expansion, and namespace-based routing of document fragments to different validators. DSDL schema
languages do not have the vendor support of XML Schemas yet, and are to some extent a grassroots reaction of
industrial publishers to the lack of utility of XML Schemas for publishing.
Some schema languages not only describe the structure of a particular XML format but also offer limited facilities to
influence processing of individual XML files that conform to this format. DTDs and XSDs both have this ability;
they can for instance provide the infoset augmentation facility and attribute defaults. RELAX NG and Schematron
intentionally do not provide these.

Related specifications
A cluster of specifications closely related to XML have been developed, starting soon after the initial publication of
XML 1.0. It is frequently the case that the term "XML" is used to refer to XML together with one or more of these
other technologies which have come to be seen as part of the XML core.
• XML Namespaces enable the same document to contain XML elements and attributes taken from different

vocabularies, without any naming collisions occurring. Although XML Namespaces are not part of the XML
specification itself, virtually all XML software also supports XML Namespaces.

• XML Base defines the xml:base attribute, which may be used to set the base for resolution of relative URI
references within the scope of a single XML element.

• The XML Information Set or XML infoset describes an abstract data model for XML documents in terms of
information items. The infoset is commonly used in the specifications of XML languages, for convenience in
describing constraints on the XML constructs those languages allow.

• xml:id Version 1.0 asserts that an attribute named xml:id functions as an "ID attribute" in the sense used in a
DTD.

• XPath defines a syntax named XPath expressions which identifies one or more of the internal components
(elements, attributes, and so on) included in an XML document. XPath is widely used in other core-XML
specifications and in programming libraries for accessing XML-encoded data.

• XSLT is a language with an XML-based syntax that is used to transform XML documents into other XML
documents, HTML, or other, unstructured formats such as plain text or RTF. XSLT is very tightly coupled with
XPath, which it uses to address components of the input XML document, mainly elements and attributes.

• XSL Formatting Objects, or XSL-FO, is a markup language for XML document formatting which is most often
used to generate PDFs.

• XQuery is an XML-oriented query language strongly rooted in XPath and XML Schema. It provides methods to
access, manipulate and return XML, and is mainly conceived as a query language for XML databases.

• XML Signature defines syntax and processing rules for creating digital signatures on XML content.
• XML Encryption defines syntax and processing rules for encrypting XML content.
Some other specifications conceived as part of the "XML Core" have failed to find wide adoption, including
XInclude, XLink, and XPointer.
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Programming interfaces
The design goals of XML include, "It shall be easy to write programs which process XML documents." Despite this,
the XML specification contains almost no information about how programmers might go about doing such
processing. The XML Infoset specification provides a vocabulary to refer to the constructs within an XML
document, but also does not provide any guidance on how to access this information. A variety of APIs for accessing
XML have been developed and used, and some have been standardized.
Existing APIs for XML processing tend to fall into these categories:
• Stream-oriented APIs accessible from a programming language, for example SAX and StAX.
• Tree-traversal APIs accessible from a programming language, for example DOM.
• XML data binding, which provides an automated translation between an XML document and

programming-language objects.
• Declarative transformation languages such as XSLT and XQuery.
Stream-oriented facilities require less memory and, for certain tasks which are based on a linear traversal of an XML
document, are faster and simpler than other alternatives. Tree-traversal and data-binding APIs typically require the
use of much more memory, but are often found more convenient for use by programmers; some include declarative
retrieval of document components via the use of XPath expressions.
XSLT is designed for declarative description of XML document transformations, and has been widely implemented
both in server-side packages and Web browsers. XQuery overlaps XSLT in its functionality, but is designed more for
searching of large XML databases.

Simple API for XML
Simple API for XML (SAX) is a lexical, event-driven interface in which a document is read serially and its contents
are reported as callbacks to various methods on a handler object of the user's design. SAX is fast and efficient to
implement, but difficult to use for extracting information at random from the XML, since it tends to burden the
application author with keeping track of what part of the document is being processed. It is better suited to situations
in which certain types of information are always handled the same way, no matter where they occur in the document.

Pull parsing
Pull parsing[10] treats the document as a series of items which are read in sequence using the Iterator design pattern.
This allows for writing of recursive-descent parsers in which the structure of the code performing the parsing mirrors
the structure of the XML being parsed, and intermediate parsed results can be used and accessed as local variables
within the methods performing the parsing, or passed down (as method parameters) into lower-level methods, or
returned (as method return values) to higher-level methods. Examples of pull parsers include StAX in the Java
programming language, XMLReader in PHP, ElementTree.iterparse in Python, System.Xml.XmlReader in the .NET
Framework, and the DOM traversal API (NodeIterator and TreeWalker).
A pull parser creates an iterator that sequentially visits the various elements, attributes, and data in an XML
document. Code which uses this iterator can test the current item (to tell, for example, whether it is a start or end
element, or text), and inspect its attributes (local name, namespace, values of XML attributes, value of text, etc.), and
can also move the iterator to the next item. The code can thus extract information from the document as it traverses
it. The recursive-descent approach tends to lend itself to keeping data as typed local variables in the code doing the
parsing, while SAX, for instance, typically requires a parser to manually maintain intermediate data within a stack of
elements which are parent elements of the element being parsed. Pull-parsing code can be more straightforward to
understand and maintain than SAX parsing code.
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Document Object Model
The Document Object Model (DOM) is an interface-oriented application programming interface that allows for
navigation of the entire document as if it were a tree of node objects representing the document's contents. A DOM
document can be created by a parser, or can be generated manually by users (with limitations). Data types in DOM
nodes are abstract; implementations provide their own programming language-specific bindings. DOM
implementations tend to be memory intensive, as they generally require the entire document to be loaded into
memory and constructed as a tree of objects before access is allowed.

Data binding
Another form of XML processing API is XML data binding, where XML data are made available as a hierarchy of
custom, strongly typed classes, in contrast to the generic objects created by a Document Object Model parser. This
approach simplifies code development, and in many cases allows problems to be identified at compile time rather
than run-time. Example data binding systems include the Java Architecture for XML Binding (JAXB) and XML
Serialization in .NET.

XML as data type
XML has appeared as a first-class data type in other languages. The ECMAScript for XML (E4X) extension to the
ECMAScript/JavaScript language explicitly defines two specific objects (XML and XMLList) for JavaScript, which
support XML document nodes and XML node lists as distinct objects and use a dot-notation specifying parent-child
relationships. E4X is supported by the Mozilla 2.5+ browsers (though now deprecated) and Adobe Actionscript, but
has not been adopted more universally. Similar notations are used in Microsoft's LINQ implementation for Microsoft
.NET 3.5 and above, and in Scala (which uses the Java VM). The open-source xmlsh application, which provides a
Linux-like shell with special features for XML manipulation, similarly treats XML as a data type, using the <[ ]>
notation. The Resource Description Framework defines a data type rdf:XMLLiteral to hold wrapped, canonical
XML.

History
XML is an application profile of SGML (ISO 8879).
The versatility of SGML for dynamic information display was understood by early digital media publishers in the
late 1980s prior to the rise of the Internet. By the mid-1990s some practitioners of SGML had gained experience
with the then-new World Wide Web, and believed that SGML offered solutions to some of the problems the Web
was likely to face as it grew. Dan Connolly added SGML to the list of W3C's activities when he joined the staff in
1995; work began in mid-1996 when Sun Microsystems engineer Jon Bosak developed a charter and recruited
collaborators. Bosak was well connected in the small community of people who had experience both in SGML and
the Web.
XML was compiled by a working group of eleven members,[11] supported by a (roughly) 150-member Interest 
Group. Technical debate took place on the Interest Group mailing list and issues were resolved by consensus or, 
when that failed, majority vote of the Working Group. A record of design decisions and their rationales was 
compiled by Michael Sperberg-McQueen on December 4, 1997. James Clark served as Technical Lead of the 
Working Group, notably contributing the empty-element "<empty&nbsp;/>" syntax and the name "XML". Other 
names that had been put forward for consideration included "MAGMA" (Minimal Architecture for Generalized 
Markup Applications), "SLIM" (Structured Language for Internet Markup) and "MGML" (Minimal Generalized 
Markup Language). The co-editors of the specification were originally Tim Bray and Michael Sperberg-McQueen. 
Halfway through the project Bray accepted a consulting engagement with Netscape, provoking vociferous protests 
from Microsoft. Bray was temporarily asked to resign the editorship. This led to intense dispute in the Working
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Group, eventually solved by the appointment of Microsoft's Jean Paoli as a third co-editor.
The XML Working Group never met face-to-face; the design was accomplished using a combination of email and
weekly teleconferences. The major design decisions were reached in a short burst of intense work between August
and November 1996,[12] when the first Working Draft of an XML specification was published. Further design work
continued through 1997, and XML 1.0 became a W3C Recommendation on February 10, 1998.

Sources
XML is a profile of an ISO standard SGML, and most of XML comes from SGML unchanged. From SGML comes
the separation of logical and physical structures (elements and entities), the availability of grammar-based validation
(DTDs), the separation of data and metadata (elements and attributes), mixed content, the separation of processing
from representation (processing instructions), and the default angle-bracket syntax. Removed were the SGML
declaration (XML has a fixed delimiter set and adopts Unicode as the document character set).
Other sources of technology for XML were the Text Encoding Initiative (TEI), which defined a profile of SGML for
use as a "transfer syntax"; and HTML, in which elements were synchronous with their resource, document character
sets were separate from resource encoding, the xml:lang attribute was invented, and (like HTTP) metadata
accompanied the resource rather than being needed at the declaration of a link. The Extended Reference Concrete
Syntax (ERCS) project of the SPREAD (Standardization Project Regarding East Asian Documents) project of the
ISO-related China/Japan/Korea Document Processing expert group was the basis of XML 1.0's naming rules;
SPREAD also introduced hexadecimal numeric character references and the concept of references to make available
all Unicode characters. To support ERCS, XML and HTML better, the SGML standard IS 8879 was revised in 1996
and 1998 with WebSGML Adaptations. The XML header followed that of ISO HyTime.
Ideas that developed during discussion which were novel in XML included the algorithm for encoding detection and
the encoding header, the processing instruction target, the xml:space attribute, and the new close delimiter for
empty-element tags. The notion of well-formedness as opposed to validity (which enables parsing without a schema)
was first formalized in XML, although it had been implemented successfully in the Electronic Book Technology
"Dynatext" software; the software from the University of Waterloo New Oxford English Dictionary Project; the
RISP LISP SGML text processor at Uniscope, Tokyo; the US Army Missile Command IADS hypertext system;
Mentor Graphics Context; Interleaf and Xerox Publishing System.

Versions
There are two current versions of XML. The first (XML 1.0) was initially defined in 1998. It has undergone minor
revisions since then, without being given a new version number, and is currently in its fifth edition, as published on
November 26, 2008. It is widely implemented and still recommended for general use.
The second (XML 1.1) was initially published on February 4, 2004, the same day as XML 1.0 Third Edition, and is
currently in its second edition, as published on August 16, 2006. It contains features (some contentious) that are
intended to make XML easier to use in certain cases. The main changes are to enable the use of line-ending
characters used on EBCDIC platforms, and the use of scripts and characters absent from Unicode 3.2. XML 1.1 is
not very widely implemented and is recommended for use only by those who need its unique features.
Prior to its fifth edition release, XML 1.0 differed from XML 1.1 in having stricter requirements for characters
available for use in element and attribute names and unique identifiers: in the first four editions of XML 1.0 the
characters were exclusively enumerated using a specific version of the Unicode standard (Unicode 2.0 to Unicode
3.2.) The fifth edition substitutes the mechanism of XML 1.1, which is more future-proof but reduces redundancy.
The approach taken in the fifth edition of XML 1.0 and in all editions of XML 1.1 is that only certain characters are
forbidden in names, and everything else is allowed, in order to accommodate the use of suitable name characters in
future versions of Unicode. In the fifth edition, XML names may contain characters in the Balinese, Cham, or
Phoenician scripts among many others which have been added to Unicode since Unicode 3.2.
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Almost any Unicode code point can be used in the character data and attribute values of an XML 1.0 or 1.1
document, even if the character corresponding to the code point is not defined in the current version of Unicode. In
character data and attribute values, XML 1.1 allows the use of more control characters than XML 1.0, but, for
"robustness", most of the control characters introduced in XML 1.1 must be expressed as numeric character
references (and #x7F through #x9F, which had been allowed in XML 1.0, are in XML 1.1 even required to be
expressed as numeric character references). Among the supported control characters in XML 1.1 are two line break
codes that must be treated as whitespace. Whitespace characters are the only control codes that can be written
directly.
There has been discussion of an XML 2.0, although no organization has announced plans for work on such a project.
XML-SW (SW for skunkworks), written by one of the original developers of XML,[13] contains some proposals for
what an XML 2.0 might look like: elimination of DTDs from syntax, integration of namespaces, XML Base and
XML Information Set (infoset) into the base standard.
The World Wide Web Consortium also has an XML Binary Characterization Working Group doing preliminary
research into use cases and properties for a binary encoding of the XML infoset. The working group is not chartered
to produce any official standards. Since XML is by definition text-based, ITU-T and ISO are using the name Fast
Infoset for their own binary infoset to avoid confusion (see ITU-T Rec. X.891 | ISO/IEC 24824-1).

Criticism
XML and its extensions have regularly been criticized for verbosity and complexity.[14] Mapping the basic tree
model of XML to type systems of programming languages or databases can be difficult, especially when XML is
used for exchanging highly structured data between applications, which was not its primary design goal. Other
criticisms attempt to refute the claim that XML is a self-describing language (though the XML specification itself
makes no such claim). JSON, YAML, and S-Expressions are frequently proposed as alternatives (see Comparison of
data serialization formats);[15] which focus on representing highly structured data rather than documents, which may
contain both highly structured and relatively unstructured content.

Notes
[1] http:/ / www. w3. org/ TR/ 2008/ REC-xml-20081126/
[2] http:/ / www. w3. org/ TR/ 2006/ REC-xml11-20060816/
[3] http:/ / www. w3. org/ TR/ rec-xml
[4] http:/ / en. wikipedia. org/ w/ index. php?title=XML& action=edit
[5] appleexaminer.com: "PLIST files" (http:/ / www. appleexaminer. com/ MacsAndOS/ Analysis/ PLIST/ PLIST. html)
[6][6] i.e., embedded quote characters would be a problem
[7] A common example of this would be for CSS class or identifier names.
[8] It is allowed, but not recommended, to use "<" in XML entity values: Extensible Markup Language (XML) 1.0 (Fifth Edition): EntityValue

definition (http:/ / www. w3. org/ TR/ 2008/ REC-xml-20081126/ #NT-AttValue)
[9] http:/ / www. thaiopensource. com/ relaxng/ trang. html
[10] Push, Pull, Next! (http:/ / www. xml. com/ pub/ a/ 2005/ 07/ 06/ tr. html) by Bob DuCharme, at XML.com
[11] The working group was originally called the "Editorial Review Board." The original members and seven who were added before the first

edition was complete, are listed at the end of the first edition of the XML Recommendation, at http:/ / www. w3. org/ TR/ 1998/
REC-xml-19980210.

[12] Jon Bosak: The Birth of XML (http:/ / java. sun. com/ xml/ birth_of_xml. html)
[13] Tim Bray: Extensible Markup Language - SW (XML-SW) (http:/ / www. textuality. com/ xml/ xmlSW. html). 2002-02-10
[14] Jeff Atwood (2009): XML: The Angle Bracket Tax (http:/ / www. codinghorror. com/ blog/ 2008/ 05/ xml-the-angle-bracket-tax. html)
[15] Stackoverflow: What usable alternatives to XML syntax do you know? (http:/ / stackoverflow. com/ questions/ 51492/

what-usable-alternatives-to-xml-syntax-do-you-know)
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XML database
An XML database is a data persistence software system that allows data to be stored in XML format. These data
can then be queried, exported and serialized into the desired format. XML databases are usually associated with
document-oriented databases.
Two major classes of XML database exist:
1. XML-enabled: these may either map XML to traditional database structures (such as a relational database[1]),

accepting XML as input and rendering XML as output, or more recently support native XML types within the
traditional database. This term implies that the database processes the XML itself (as opposed to relying on
middleware).

2. Native XML (NXD): the internal model of such databases depends on XML and uses XML documents as the
fundamental unit of storage, which are, however, not necessarily stored in the form of text files.

Rationale for XML in databases
O'Connell gives one reason for the use of XML in databases: the increasingly common use of XML for data
transport, which has meant that "data is extracted from databases and put into XML documents and vice-versa".[2] It
may prove more efficient (in terms of conversion costs) and easier to store the data in XML format. In content-based
applications, the ability of the native XML database also minimizes the need for extraction or entry of metadata to
support searching and navigation. In a native XML environment, the entire content store becomes metadata through
query languages such as XPath and XQuery, including content, attributes and relationships within the XML (find
string "XABr" within element <para> containing attribute 123 having value "P" or "Q", only within parent Y and
siblings F or G.) While this level of search capability is possible in external metadata, it requires more complex and
difficult processing to reproduce the content tree in metadata.

XML Enabled databases
XML enabled databases typically offer one or more of the following approaches to storing XML within the
traditional relational structure:
1. XML is stored into a CLOB (Character large object)
2. XML is `shredded` into a series of Tables based on a Schema [3]

3. XML is stored into a native XML Type as defined by the ISO[4]

RDBMS that support the ISO XML Type are:
1. IBM DB2 (pureXML[5])
2. Microsoft SQL Server [6]

3. Oracle Database [7]

4. PostgreSQL [8]

Typically an XML enabled database is best suited where the majority of data are non-XML, for datasets where the
majority of data are XML a Native XML Database is better suited.

Example of XML Type Query in IBM DB2 SQL
select

   id, vol, xmlquery('$j/name', passing journal as "j") as name

from

   journals

where 
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   xmlexists('$j[publisher="Elsevier"]', passing journal as "j")

Native XML databases
The term "native XML database" (NXD) can lead to confusion. Many NXDs do not function as standalone databases
at all, and do not really store the native (text) form.
The formal definition from the XML:DB initiative (which appears to be inactive since 2003) states that a native
XML database:
• Defines a (logical) model for an XML document — as opposed to the data in that document — and stores and

retrieves documents according to that model. At a minimum, the model must include elements, attributes,
PCDATA, and document order. Examples of such models include the XPath data model, the XML Infoset, and
the models implied by the DOM and the events in SAX 1.0.

• Has an XML document as its fundamental unit of (logical) storage, just as a relational database has a row in a
table as its fundamental unit of (logical) storage.

• Need not have any particular underlying physical storage model. For example, NXDs can use relational,
hierarchical, or object-oriented database structures, or use a proprietary storage format (such as indexed,
compressed files).

Additionally, many XML databases provide a logical model of grouping documents, called "collections". Databases
can set up and manage many collections at one time. In some implementations, a hierarchy of collections can exist,
much in the same way that an operating system's directory-structure works.
All XML databases now[9] support at least one form of querying syntax. Minimally, just about all of them support
XPath for performing queries against documents or collections of documents. XPath provides a simple pathing
system that allows users to identify nodes that match a particular set of criteria.
In addition to XPath, many XML databases support XSLT as a method of transforming documents or query-results
retrieved from the database. XSLT provides a declarative language written using an XML grammar. It aims to define
a set of XPath filters that can transform documents (in part or in whole) into other formats including plain text,
XML, or HTML.
Many XML databases also support XQuery to perform querying. XQuery includes XPath as a node-selection
method, but extends XPath to provide transformational capabilities. Users sometimes refer to its syntax as
"FLWOR" (pronounced 'Flower') because the query may include the following clauses: 'for', 'let', 'where', 'order by'
and 'return'. Traditional RDBMS vendors (who traditionally had SQL-only engines), are now shipping with hybrid
SQL and XQuery engines. Hybrid SQL/XQuery engines help to query XML data alongside the relational data, in the
same query expression. This approach helps in combining relational and XML data.
Most XML Databases support a common vendor neutral API called the XQuery API for Java (XQJ). The XQJ API
was developed at the JCP as a standard interface to an XML/XQuery data source, enabling a Java developer to
submit queries conforming to the World Wide Web Consortium (W3C) XQuery 1.0 specification and to process the
results of such queries. Ultimately the XQJ API is to XML Databases and XQuery as the JDBC API is to Relational
Databases and SQL.

Language features
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Name License Native
Language

XQuery
3.0

XQuery
Update

XQuery Full
Text

EXPath
Extensions

EXQuery
Extensions

XSLT
2.0

BaseX BSD License Java Yes Yes Yes Yes Yes Yes

eXist LGPL License Java Partial Proprietary[10] Proprietary Yes Yes Yes

MarkLogic
Server

Commercial C++
Partial Proprietary Proprietary No No Yes

Sedna Apache
License

C++
No Yes Yes No No No

Supported APIs

Name XQJ XML:DB RESTful RESTXQ WebDAV

BaseX Yes Yes Yes Yes Yes

eXist Yes Yes Yes Yes Yes

MarkLogic Server Yes No Yes Yes Yes

Sedna Yes Yes No No Yes
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resolve?urn=urn:nbn:se:liu:diva-3717) Speed / Performance comparisons of eXist, X-Hive, Sedna and Qizx/open

• XML Native Database Systems: Review of Sedna, Ozone, NeoCoreXMS (http:/ / swing. felk. cvut. cz/ index.
php?option=com_docman& task=doc_view& gid=5& Itemid=62) 2006
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• XML and Databases, Ronald Bourret, September 2005 (http:/ / www. rpbourret. com/ xml/ XMLAndDatabases.
htm)

• The State of Native XML Databases, Elliotte Rusty Harold, August 13, 2007 (http:/ / cafe. elharo. com/ xml/
the-state-of-native-xml-databases/ )

• Comparing XML database approaches (http:/ / www. ibm. com/ developerworks/ library/ x-comparexmldb/ )

XML Schema Language comparison
An XML schema is a description of a type of XML document, typically expressed in terms of constraints on the
structure and content of documents of that type, above and beyond the basic syntax constraints imposed by XML
itself. There are several different languages available for specifying an XML schema. Each language has its strengths
and weaknesses.
Note: the W3C defined schema language is called "XML Schema". However, this name can be confusing in the
context of referring to a number of XML schema languages. As such, throughout this document, references to the
term "XML schema" will be any XML schema language where the meaning might be ambiguous, while the term
"W3C XML Schema" (referred to in this article as WXS) will be used for the W3C-defined XML schema language.

Overview
Though there are a number of schema languages available, the primary three languages are Document Type
Definitions, W3C XML Schema, and RELAX NG. Each language has its own advantages and disadvantages.
This article also covers a brief review of other schema languages.
The primary purpose of a schema language is to specify what the structure of an XML document can be. This means
which elements can reside in which other elements, which attributes are and are not legal to have on a particular
element, and so forth. A schema is somewhat equivalent to a grammar for a language; a schema defines what the
vocabulary for the language may be and what a valid "sentence" is.

Document Type Definitions

Tool Support
DTDs are perhaps the most widely supported schema language for XML. Because DTDs are one of the earliest
schema languages for XML, defined before XML even had namespace support, they are widely supported. Internal
DTDs are often supported in XML processors; external DTDs are less often supported, but only slightly. Most large
XML parsers, ones that support multiple XML technologies, will provide support for DTDs as well.

W3C XML Schema

Advantages over DTDs
Compared to DTDs, W3C XML Schemas are exceptionally powerful. They provide much greater specificity than
DTDs could. They are namespace aware, and provide support for types.
W3C XML Schema is written in XML itself, and therefore has a schema of its own (appropriately, written in W3C
XML Schema).
W3C XML Schema has a large number of built-in and derived data types. These are specified by the W3C XML
Schema specification, so all W3C XML Schema validators and processors must support them.
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Due to the nature of the schema language, after an XML document is validated, the entire XML document, both
content and structure, can be expressed in terms of the schema itself. This functionality, known as
Post-Schema-Validation Infoset (PSVI), can be used to transform the document into a hierarchy of typed objects that
can be accessed in a programming language through a neutral interface.

Commonality with RELAX NG
RELAX NG and W3C XML Schema allow for similar mechanisms of specificity. Both allow for a degree of
modularity in their languages, going so far as to being able to split the schema into multiple files. And both of them
are, or can be, defined in an XML language.

Advantages over RELAX NG
RELAX NG does not have any analog to PSVI. Unlike W3C XML Schema, RELAX NG was designed so that
validation and augmentation (adding type information and default values) are separate (See
XML_Schema_(W3C)#Criticism).
W3C XML Schema has a formal mechanism for attaching a schema to an XML document, while RELAX NG
intentionally avoids such mechanisms for security and interoperability reasons (See
XML_Schema_(W3C)#Criticism).
RELAX NG has no ability to apply default attribute data to an element's list of attributes (i.e., changing the XML
info set), while W3C XML Schema does. Again, this design is intentional and is to separate validation and
augmentation (See XML_Schema_(W3C)#Criticism).[1]

W3C XML Schema has a rich "simple type" system built in (xs:number, xs:date, etc., plus derivation of custom
types), while RELAX NG has an extremely simplistic one because it's meant to use type libraries developed
independently of RELAX NG, rather than grow its own. This is seen by some as a disadvantage. In practice it's
common for a RELAX NG schema to use the predefined "simple types" and "restrictions" (pattern, maxLength, etc.)
of W3C XML Schema.
In W3C XML Schema a specific number or range of repetitions of patterns can be expressed more elegantly than
under RELAX NG. For large numbers it's practically not possible to specify at all in RELAX NG.

Disadvantages
W3C XML Schema is complex and hard to learn, although that's partially because it tries to do more than mere
validation (see PSVI).
Although being written in XML is an advantage, it is also a disadvantage in some ways. The W3C XML Schema
language in particular can be quite verbose, while a DTD can be terse and relatively easily editable.
Likewise, WXS's formal mechanism for associating a document with a schema can pose a potential security
problem. For WXS validators that will follow a URI to an arbitrary online location, there is the potential for reading
something malicious from the other side of the stream.[2]

W3C XML Schema does not implement most of the DTD ability to provide data elements to a document. While
technically a comparative deficiency, it also does not have the problems that this ability can create as well, which
makes it a strength.
Although W3C XML Schema's ability to add default attributes to elements is an advantage, it is a disadvantage in
some ways as well. It means that an XML file may not be usable in the absence of its schema, even if the document
would validate against that schema. In effect, all users of such an XML document must also implement the W3C
XML Schema specification, thus ruling out minimalist or older XML parsers. It can also dramatically slow down
processing of the document, as the processor must potentially download and process a second XML file (the
schema).
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Tool Support
WXS support exists in a number of large XML parsing packages. Xerces and the .NET Framework's Base Class
Library both provide support for WXS validation.

RELAX NG
RELAX NG provides for most of the advantages that W3C XML Schema does over DTDs.

Advantages over W3C XML Schema
While the language of RELAX NG can be written in XML, it also has an equivalent form that is much more like a
DTD, but with greater specifying power. This form is known as the compact syntax. Tools can easily convert
between these forms with no loss of features or even commenting. Even arbitrary elements specified between
RELAX NG XML elements can be converted into the compact form.
RELAX NG provides very strong support for unordered content. That is, it allows the schema to state that a
sequence of patterns may appear in any order.
RELAX NG also allows for non-deterministic content models. What this means is that RELAX NG allows the
specification of a sequence like the following:

<zeroOrMore>

  <ref name="odd" />

  <ref name="even" />

</zeroOrMore>

<optional>

  <ref name="odd" />

</optional>

When the validator encounters something that matches the "odd" pattern, it is unknown whether this is the optional
last "odd" reference or simply one in the zeroOrMore sequence without looking ahead at the data. RELAX NG
allows this kind of specification. W3C XML Schema requires all of its sequences to be fully deterministic, so
mechanisms like the above must be either specified in a different way or omitted altogether.
RELAX NG allows attributes to be treated as elements in content models. In particular, this means that one can
provide the following:

<element name="some_element">

  <choice>

    <attribute name="has_name">

      <value>false</value>

    </attribute>

    <group>

      <attribute name="has_name">

        <value>true</value>

      </attribute>

      <element name="name"><text /></element>

    </group>

  </choice>

</element>

This block states that the element "some_element" must have an attribute named "has_name". This attribute can only
take true or false as values, and if it is true, the first child element of the element must be "name", which stores text.
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If "name" did not need to be the first element, then the choice could be wrapped in an "interleave" element along
with other elements. The order of the specification of attributes in RELAX NG has no meaning, so this block need
not be the first block in the element definition.
W3C XML Schema cannot specify such a dependency between the content of an attribute and child elements.
RELAX NG's specification only lists two built-in types (string and token), but it allows for the definition of many
more. In theory, the lack of a specific list allows a processor to support data types that are very problem-domain
specific.
Most RELAX NG schemas can be algorithmically converted into W3C XML Schemas and even DTDs (except when
using RELAX NG features not supported by those languages, as above). The reverse is not true. As such, RELAX
NG can be used as a normative version of the schema, and the user can convert it to other forms for tools that do not
support RELAX NG.

Disadvantages
Most of RELAX NG's disadvantages are covered under the section on W3C XML Schema's advantages over
RELAX NG.
Though RELAX NG's ability to support user-defined data types is useful, it comes at the disadvantage of only
having two data types that the user can rely upon. Which, in theory, means that using a RELAX NG schema across
multiple validators requires either providing those user-defined data types to that validator or using only the two
basic types. In practice however, most RELAX NG processors support the W3C XML Schema set of data types.

Tool Support
RELAX NG's tool support is significant, but it is less widespread than W3C XML Schema. The Mono Project's
implementation of the .NET Framework includes a RELAX NG validator. The C library libxml2 provides RELAX
NG support as well. Sun Microsystems's Multiple Schema Validator for Java also provides RELAX NG support.

Schematron
Schematron is a fairly unique schema language. Unlike the main three, it defines an XML file's syntax as a list of
XPath-based rules. If the document passes these rules, then it is valid.

Advantages
Because of its rule-based nature, Schematron's specificity is very strong. It can require that the content of an element
be controlled by one of its siblings. It can also request or require that the root element, regardless of what element
that happens to be, have specific attributes. It can even specify required relationships between multiple XML files.

Disadvantages
While Schematron is good at relational constructs, its ability to specify the basic structure of a document, that is,
which elements can go where, results in a very verbose schema.
The typical way to solve this is to combine Schematron with RELAX NG or W3C XML Schema. There are several
schema processors available for both languages that support this combined form. This allows Schematron rules to
specify additional constraints to the structure defined by W3C XML Schema or RELAX NG.
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Tool Support
Schematron's reference implementation is actually an XSLT transformation that transforms the Schematron
document into an XSLT that validates the XML file. As such, Schematron's potential toolset is any XSLT processor,
though libxml2 provides an implementation that does not require XSLT. Sun Microsystems's Multiple Schema
Validator for Java has an add-on that allows it to validate RELAX NG schemas that have embedded Schematron
rules.

Namespace Routing Language (NRL)
This is not technically a schema language. Its sole purpose is to direct parts of documents to individual schemas
based on the namespace of the encountered elements. An NRL is merely a list of XML namespaces and a path to a
schema that each corresponds to. This allows each schema to be concerned with only its own language definition,
and the NRL file routes the schema validator to the correct schema file based on the namespace of that element.
This XML format is schema-language agnostic and works for just about any schema language.
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XML schema
An XML schema is a description of a type of XML document, typically expressed in terms of constraints on the
structure and content of documents of that type, above and beyond the basic syntactical constraints imposed by XML
itself. These constraints are generally expressed using some combination of grammatical rules governing the order of
elements, Boolean predicates that the content must satisfy, data types governing the content of elements and
attributes, and more specialized rules such as uniqueness and referential integrity constraints.
There are languages developed specifically to express XML schemas. The Document Type Definition (DTD)
language, which is native to the XML specification, is a schema language that is of relatively limited capability, but
that also has other uses in XML aside from the expression of schemas. Two more expressive XML schema
languages in widespread use are XML Schema (with a capital S) and RELAX NG.
The mechanism for associating an XML document with a schema varies according to the schema language. The
association may be achieved via markup within the XML document itself, or via some external means.

Capitalization
There is some confusion as to when to use the capitalized spelling "Schema" and when to use the lowercase spelling.
The lowercase form is a generic term and may refer to any type of schema, including DTD, XML Schema (aka
XSD), RELAX NG, or others, and should always be written using lowercase except when appearing at the start of a
sentence. The form "Schema" (capitalized) in common use in the XML community always refers to W3C XML
Schema.

Validation
The process of checking to see if an XML document conforms to a schema is called validation, which is separate
from XML's core concept of syntactic well-formedness. All XML documents must be well-formed, but it is not
required that a document be valid unless the XML parser is "validating", in which case the document is also checked
for conformance with its associated schema. DTD-validating parsers are most common, but some support W3C
XML Schema or RELAX NG as well.
Documents are only considered valid if they satisfy the requirements of the schema with which they have been
associated. These requirements typically include such constraints as:
•• Elements and attributes that must/may be included, and their permitted structure
• The structure as specified by a regular expression syntax
• How character data is to be interpreted, e.g. as a number, a date, a URL, a Boolean, etc.
Validation of an instance document against a schema can be regarded as a conceptually separate operation from
XML parsing. In practice, however, many schema validators are integrated with an XML parser.

http://en.wikipedia.org/w/index.php?title=Boolean_predicates
http://en.wikipedia.org/w/index.php?title=Uniqueness
http://en.wikipedia.org/w/index.php?title=Document_Type_Definition
http://en.wikipedia.org/w/index.php?title=XML_Schema_%28W3C%29
http://en.wikipedia.org/w/index.php?title=RELAX_NG
http://en.wikipedia.org/w/index.php?title=XML_Schema_%28W3C%29
http://en.wikipedia.org/w/index.php?title=XML_Schema_%28W3C%29
http://en.wikipedia.org/w/index.php?title=XML%23Well-formedness_and_error-handling
http://en.wikipedia.org/w/index.php?title=Parsing
http://en.wikipedia.org/w/index.php?title=W3C
http://en.wikipedia.org/w/index.php?title=Regular_expression
http://en.wikipedia.org/w/index.php?title=Number
http://en.wikipedia.org/w/index.php?title=Calendar_date
http://en.wikipedia.org/w/index.php?title=Uniform_Resource_Locator
http://en.wikipedia.org/w/index.php?title=Boolean_datatype


XML schema 1258

XML schema languages
• Document Content Description facility for XML, an RDF framework
• Document Definition Markup Language (DDML)
• Document Schema Definition Languages (DSDL)
• Document Structure Description (DSD)
• SGML’s Document Type Definition (DTD)
• Namespace Routing Language (NRL)
• OASIS CAM Content Assembly Mechanism
• RELAX NG and its predecessors RELAX and TREX
• Schema for Object-Oriented XML (SOX)
•• Schematron
• XML-Data Reduced (XDR)
• ASN.1 XML Encoding Rules (XER)
• XML Schema (WXS or XSD)

References

External links
• Comparing XML Schema Languages (http:/ / www. xml. com/ pub/ a/ 2001/ 12/ 12/ schemacompare. html) by

Eric van der Vlist (2001)
• Comparative Analysis of Six XML Schema Languages (http:/ / pike. psu. edu/ publications/ sigmod-record-00.

pdf) by Dongwon Lee, Wesley W. Chu, In ACM SIGMOD Record, Vol. 29, No. 3, page 76-87, September 2000
• Taxonomy of XML Schema Languages using Formal Language Theory (http:/ / pike. psu. edu/ publications/

toit05. pdf) by Makoto Murata, Dongwon Lee, Murali Mani, Kohsuke Kawaguchi, In ACM Trans. on Internet
Technology (TOIT), Vol. 5, No. 4, page 1-45, November 2005

• Application of XML Schema in Web Services Security (http:/ / www. w3. org/ 2005/ 05/ 25-schema/ guthula.
html) by Sridhar Guthula, W3C Schema Experience Report, May 2005

• March 2009 DEVX article "Taking XML Validation to the Next Level: Introducing CAM" by Michael Sorens
(http:/ / www. devx. com/ xml/ Article/ 41066)
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XML validation
XML validation is the process of checking a document written in XML (eXtensible Markup Language) to confirm
that it is both well-formed and also "valid" in that it follows a defined structure. A well-formed document follows the
basic syntactic rules of XML, which are the same for all XML documents. A valid document also respects the rules
dictated by a particular DTD or XML schema, according to the application-specific choices for those particular .
In addition, extended tools are available such as OASIS CAM standard specification that provide contextual
validation of content and structure that is more flexible than basic schema validations.
xmllint is a command line XML tool that can perform XML validation. It can be found in UNIX / Linux
environments. An example with the use of this program for validation of a file called example.xml is

xmllint --valid --noout example.xml

References

External links
XML toolkit

• The XML C parser and toolkit of Gnome (http:/ / xmlsoft. org/ xmldtd. html) – libxml includes xmllint
Online validators for XML files

• http:/ / www. w3. org/ 2001/ 03/ webdata/ xsv
• http:/ / www. stg. brown. edu/ service/ xmlvalid/

Articles discussing XML validation
• DEVX March, 2009 - Taking XML Validation to the Next Level: Introducing CAM (http:/ / www. devx. com/

xml/ Article/ 41066)
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Xpath data model

The XDM type hierarchy

The XQuery and XPath Data Model (XDM) is the data model shared
by the XPath 2.0, XSLT 2.0 and XQuery programming languages. It is
a W3C recommendation and forms an integral part of all three
languages. Originally, it was based on the XPath 1.0 data model which
in turn is based on the XML Information Set.

The XDM consists of flat sequences of zero or more items of different
types. Items can be typed or untyped and include atomic values as well
as XML nodes (with elements, attributes and text nodes, etc.).
Instances of the XDM can optionally be XML schema-validated.

External links

• W3C Recommendation: XQuery 1.0 and XPath 2.0 Data Model [1]

• IBM: XQuery and XPath data model [2]
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Path expression
In query languages, path expressions identify an object by describing how to navigate to it in some graph (possibly
implicit) of objects. For example, the path expression p.Manager.Home.City might refer the city of residence
of someone's manager. Path expressions have been extended to support regular expression-like flexibility. XPath is
an example of a path expression language.
In concurrency control, path expressions are a mechanism for expressing permitted sequences of execution. For
example, a path expression like " {read}, write" might specify that either multiple simultaneous executions of
read or a single execution of write but not both are allowed at any point in time.
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XQuery

XQuery

Paradigm(s) declarative, functional, modular

Appeared in 2007

Designed by W3C

Stable release 1.0 [1]/ January 23, 2007

Preview release 3.0 [2]/ July 23, 2013

Typing discipline dynamic or static, strong

Major implementations Many [3]

Influenced by XPath, SQL, XSLT

OS Cross-platform

Usual filename extensions .xq, .xqy, .xquery

Website www.w3.org/XML/Query/ [4]

•  XQuery at Wikibooks

XQuery is a query and functional programming language that is designed to query and transform collections of
structured and unstructured data, usually in the form of XML, text and with vendor-specific extensions for other data
formats (JSON, binary, etc.).
XQuery 3.0 is currently being developed by the XML Query working group of the W3C and has reached Last Call
Working Draft status.
XQuery 1.0 was developed by the XML Query working group of the W3C. The work was closely coordinated with
the development of XSLT 2.0 by the XSL Working Group; the two groups shared responsibility for XPath 2.0,
which is a subset of XQuery 1.0. XQuery 1.0 became a W3C Recommendation on January 23, 2007.

"The mission of the XML Query project is to provide flexible query facilities to extract data from real
and virtual documents on the World Wide Web, therefore finally providing the needed interaction
between the Web world and the database world. Ultimately, collections of XML files will be accessed
like databases".

Features
XQuery provides the means to extract and manipulate data from XML documents or any data source that can be
viewed as XML, such as relational databases or office documents.
XQuery contains a superset of XPath expression syntax to address specific parts of an XML document. It
supplements this with a SQL-like "FLWOR expression" for performing joins. A FLWOR expression is constructed
from the five clauses after which it is named: FOR, LET, WHERE, ORDER BY, RETURN.
The language also provides syntax allowing new XML documents to be constructed. Where the element and attribute
names are known in advance, an XML-like syntax can be used; in other cases, expressions referred to as dynamic
node constructors are available. All these constructs are defined as expressions within the language, and can be
arbitrarily nested.

http://en.wikipedia.org/w/index.php?title=Programming_paradigm
http://en.wikipedia.org/w/index.php?title=Declarative_programming
http://en.wikipedia.org/w/index.php?title=Functional_programming
http://en.wikipedia.org/w/index.php?title=Modular_programming
http://en.wikipedia.org/w/index.php?title=W3C
http://en.wikipedia.org/w/index.php?title=Software_release_life_cycle
http://www.w3.org/TR/xquery/
http://en.wikipedia.org/w/index.php?title=Software_release_life_cycle
http://www.w3.org/TR/xquery-30/
http://en.wikipedia.org/w/index.php?title=Type_system
http://en.wikipedia.org/w/index.php?title=Dynamic_typing
http://en.wikipedia.org/w/index.php?title=Strong_typing
http://en.wikipedia.org/w/index.php?title=Programming_language_implementation
http://www.w3.org/XML/Query#implementations
http://en.wikipedia.org/w/index.php?title=XPath
http://en.wikipedia.org/w/index.php?title=XSLT
http://en.wikipedia.org/w/index.php?title=Operating_system
http://en.wikipedia.org/w/index.php?title=Cross-platform
http://en.wikipedia.org/w/index.php?title=Filename_extension
http://www.w3.org/XML/Query/
http://en.wikipedia.org/w/index.php?title=File:Wikibooks-logo-en-noslogan.svg
http://en.wikibooks.org/wiki/XQuery
http://en.wikipedia.org/w/index.php?title=Functional_programming
http://en.wikipedia.org/w/index.php?title=Working_group
http://en.wikipedia.org/w/index.php?title=W3C
http://en.wikipedia.org/w/index.php?title=Working_group
http://en.wikipedia.org/w/index.php?title=W3C
http://en.wikipedia.org/w/index.php?title=XSLT
http://en.wikipedia.org/w/index.php?title=XPath_2.0
http://en.wikipedia.org/w/index.php?title=W3C_Recommendation
http://en.wikipedia.org/w/index.php?title=XPath
http://en.wikipedia.org/w/index.php?title=FLWOR


XQuery 1263

The language is based on the XQuery and XPath Data Model (XDM) which uses a tree-structured model of the
information content of an XML document, containing seven kinds of nodes: document nodes, elements, attributes,
text nodes, comments, processing instructions, and namespaces.
XDM also models all values as sequences (a singleton value is considered to be a sequence of length one). The items
in a sequence can either be XML nodes or atomic values. Atomic values may be integers, strings, booleans, and so
on: the full list of types is based on the primitive types defined in XML Schema.
XQuery 1.0 does not include features for updating XML documents or databases; it also lacks full text search
capability. These features are both under active development for a subsequent version of the language. However, the
new standards such as XQuery Update Facility 1.0 supports update feature and XQuery and XPath Full Text 1.0
support full text search in XML documents.
XQuery is a programming language that can express arbitrary XML to XML data transformations with the following
features:
1.1. Logical/physical data independence
2.2. Declarative
3.3. High level
4.4. Side-effect free
5.5. Strongly typed

Examples
The sample XQuery code below lists the unique speakers in each act of Shakespeare's play Hamlet, encoded in
hamlet.xml [5]

 <html><head/><body>

 {

   for $act in doc("hamlet.xml")//ACT

   let $speakers := distinct-values($act//SPEAKER)

   return

     <div>

       <h1>{ string($act/TITLE) }</h1>

       <ul>

       {

         for $speaker in $speakers

         return <li>{ $speaker }</li>

       }

       </ul>

     </div>

 }

 </body></html>

All XQuery constructs for performing computations are expressions. There are no statements, even though some of
the keywords appear to suggest statement-like behaviors. To execute a function, the expression within the body is
evaluated and its value is returned. Thus to write a function to double an input value, one simply writes:

declare function local:doubler($x) { $x * 2 }

To write a full query saying 'Hello World', one writes the expression:

"Hello World"
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This style is common in functional programming languages. However, unlike most functional programming
languages, XQuery 1.0 doesn't support higher-order functions (they first appear in the drafts for XQuery 3.0).

Applications
Below are a few examples of how XQuery can be used:
1.1. Extracting information from a database for use in a web service.
2.2. Generating summary reports on data stored in an XML database.
3.3. Searching textual documents on the Web for relevant information and compiling the results.
4.4. Selecting and transforming XML data to XHTML to be published on the Web.
5.5. Pulling data from databases to be used for the application integration.
6.6. Splitting up an XML document that represents multiple transactions into multiple XML documents.

XQuery and XSLT compared

Scope
Although XQuery was initially conceived as a query language for large collections of XML documents, it is also
capable of transforming individual documents. As such, its capabilities overlap with XSLT, which was designed
expressly to allow input XML documents to be transformed into HTML or other formats.
The XSLT 2.0 and XQuery standards were developed by separate working groups within W3C, working together to
ensure a common approach where appropriate. They share the same data model (XDM), type system, and function
library, and both include XPath 2.0 as a sublanguage.

Origin
The two languages, however, are rooted in different traditions and serve the needs of different communities. XSLT
was primarily conceived as a stylesheet language whose primary goal was to render XML for the human reader on
screen, on the web (as web template language), or on paper. XQuery was primarily conceived as a database query
language in the tradition of SQL.
Because the two languages originate in different communities, XSLT is stronger in its handling of narrative
documents with more flexible structure, while XQuery is stronger in its data handling (for example, when
performing relational joins).

Versions
XSLT 1.0 appeared as a Recommendation in 1999, whereas XQuery 1.0 only became a Recommendation in early
2007; as a result, XSLT is at present much more widely used. Both languages have similar expressive power, though
XSLT 2.0 has many features that are missing from XQuery 1.0, such as grouping, number and date formatting, and
greater control over XML namespaces. Many of these features are planned for XQuery 3.0.
Any comparison must take into account the fact that XSLT 1.0 and XSLT 2.0 are very different languages. XSLT
2.0, in particular, has been heavily influenced by XQuery in its move to strong typing and schema-awareness.

Strengths and weaknesses
Usability studies have shown that XQuery is easier to learn than XSLT, especially for users with previous experience
of database languages such as SQL.[6] This can be attributed to the fact that XQuery is a smaller language with fewer
concepts to learn, and to the fact that programs are more concise. It is also true that XQuery is more orthogonal, in
that any expression can be used in any syntactic context. By contrast, XSLT is a two-language system in which
XPath expressions can be nested in XSLT instructions but not vice versa.
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XSLT is currently stronger than XQuery for applications that involve making small changes to a document (for
example, deleting all the NOTE elements). Such applications are generally handled in XSLT by use of a coding
pattern that involves an identity template that copies all nodes unchanged, modified by specific templates that
modify selected nodes. XQuery has no equivalent to this coding pattern, though in future versions it will be possible
to tackle such problems using the update facilities in the language that are under development.
Another facility lacking from XQuery is any kind of mechanism for dynamic binding or polymorphism. The absence
of this capability starts to become noticeable when writing large applications, or when writing code that is designed
to be reusable in different environments. XSLT offers two complementary mechanisms in this area: the dynamic
matching of template rules, and the ability to override rules using xsl:import, that make it possible to write
applications with multiple customization layers.
The absence of these facilities from XQuery is a deliberate design decision: it has the consequence that XQuery is
very amenable to static analysis, which is essential to achieve the level of optimization needed in database query
languages. This also makes it easier to detect errors in XQuery code at compile time.
The fact that XSLT 2.0 uses XML syntax makes it rather verbose in comparison to XQuery 1.0. However, many
large applications take advantage of this capability by using XSLT to read, write, or modify stylesheets dynamically
as part of a processing pipeline. The use of XML syntax also enables the use of XML-based tools for managing
XSLT code. By contrast, XQuery syntax is more suitable for embedding in traditional programming languages such
as Java[7] or C#. If necessary, XQuery code can also be expressed in an XML syntax called XQueryX. The XQueryX
representation of XQuery code is rather verbose and not convenient for humans, but can easily be processed with
XML tools, for example transformed with XSLT stylesheets.

Extensions and future work

W3C extensions
Currently, two major extensions to the XQuery are under development by the W3C:
• XQuery 1.0 and XPath 2.0 Full-Text[8]

•• XQuery Update Facility
Work on XQuery 3.0 (formerly: 1.1) is well advanced: a Candidate Recommendation was published on 8 January
2013.[9]

A scripting (procedural) extension for XQuery is also being designed.[10]

The EXPath Community Group [11] develops extensions to XQuery and other related standards (XPath, XSLT,
XProc, and XForms). There following extensions are currently available:
• Packaging System[12]

• File Module[13]

• Binary Module[14]

• Web Applications[15]

http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=XQuery_Update_Facility


XQuery 1266

Third-party extensions
JSONiq is an extension of XQuery that adds support to extract and transform data from JSON documents. JSONiq is
a superset of XQuery 3.0. It is published under the Creative Commons Attribution-ShareAlike 3.0 license.
The EXQuery project develops standards around creating portable XQuery applications. The following standards are
currently available:
•• RESTXQ

Further reading
•• Querying XML: XQuery, XPath, and SQL/XML in context. Jim Melton and Stephen Buxton. Morgan Kaufmann,

2006. ISBN 1-55860-711-0.
•• XQuery. Priscilla Walmsley. O'Reilly Media, 2007. ISBN 0-596-00634-9.
•• XQuery: The XML Query Language. Michael Brundage. Addison-Wesley Professional, 2004. ISBN

0-321-16581-0.
•• XQuery from the Experts: A Guide to the W3C XML Query Language. Howard Katz (ed). Addison-Wesley,

2004. ISBN 0-321-18060-7
• An Introduction to the XQuery FLWOR [16] Expression. Dr. Michael Kay (W3C XQuery Committee), 2005.

Implementations
• Sirix [17]: XQuery with versioning extensions
• BaseX: BaseX XQuery implementation
• eXist: eXist XQuery implementation
• MarkLogic: MarkLogic XQuery implementation
• RaptorXML Server [18]: Altova's XSLT and XQuery engine
• SAXON: Michael Kay's XSLT and XQuery processor
• XQilla: XQilla xquery implementation
• Zorba: Zorba XQuery and JSONiq processor
• EXPath [19]: XPath/XQuery engines, including a feature matrix
• W3C [3]: XQuery implementations
• SPARQL2XQuery [26]: SPARQL to XQuery translator
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[13] File Module (http:/ / expath. org/ spec/ file/ 20120614)
[14] Binary Module (http:/ / expath. org/ spec/ binary/ 20130312)
[15] Web Applications (http:/ / expath. org/ spec/ webapp/ 20130401)
[16] http:/ / www. stylusstudio. com/ xquery_flwor. html
[17] http:/ / github. com/ sirixdb/ sirix
[18] http:/ / www. altova. com/ raptorxml. html

http://en.wikipedia.org/w/index.php?title=JSONiq
http://en.wikipedia.org/w/index.php?title=JSON
http://en.wikipedia.org/w/index.php?title=Creative_Commons_license
http://www.stylusstudio.com/xquery_flwor.html
http://en.wikipedia.org/w/index.php?title=Michael_Howard_Kay
http://github.com/sirixdb/sirix
http://en.wikipedia.org/w/index.php?title=BaseX
http://en.wikipedia.org/w/index.php?title=EXist
http://en.wikipedia.org/w/index.php?title=MarkLogic
http://www.altova.com/raptorxml.html
http://en.wikipedia.org/w/index.php?title=Saxon_XSLT
http://en.wikipedia.org/w/index.php?title=XQilla
http://en.wikipedia.org/w/index.php?title=Zorba_%28XQuery_processor%29
http://expath.org/wiki/Engines
http://www.w3.org/XML/Query#implementations
http://www.dblab.ntua.gr/~bikakis/SPARQL2XQuery.html
http://www.w3.org/TR/xquery/
http://www.w3.org/TR/xquery-30/
http://www.w3.org/XML/Query#implementations
http://www.w3.org/XML/Query/
http://www.ibiblio.org/xml/examples/shakespeare/hamlet.xml
http://en.wikipedia.org/w/index.php?title=XQuery_API_for_Java
http://www.w3.org/TR/xquery-full-text/
http://www.w3.org/TR/xquery-30/
http://www.w3.org/TR/xquery-sx-10-requirements/
http://www.w3.org/community/expath/
http://expath.org/spec/pkg/20120509
http://expath.org/spec/file/20120614
http://expath.org/spec/binary/20130312
http://expath.org/spec/webapp/20130401
http://www.stylusstudio.com/xquery_flwor.html
http://github.com/sirixdb/sirix
http://www.altova.com/raptorxml.html
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[19] http:/ / expath. org/ wiki/ Engines

External links
• W3C XML Query (XQuery) (http:/ / www. w3. org/ XML/ Query)
• XQuery tutorial (http:/ / www. w3schools. com/ xquery/ default. asp)
• XQuery API for Java (XQJ) Java Specification Request
• hamlet.xml (http:/ / www. ibiblio. org/ xml/ examples/ shakespeare/ hamlet. xml) Hamlet in XML Format
• XQuery (http:/ / www. cafeconleche. org/ slides/ xmlsig/ xquery/ index. html) (presentation - as HTML slides)
• FunctX XQuery Functions (http:/ / www. xqueryfunctions. com/ xq/ ) - open source pure XQuery function

library, tested with Saxon (http:/ / saxon. sourceforge. net/ )
• Discovering XQuery Blog (http:/ / xquery. typepad. com)
• XQuery Development Tools for Eclipse (XQDT) (http:/ / www. xqdt. org/ )
• Sirix (http:/ / github. com/ sirixdb/ sirix/ ): Beyond XQuery, providing versioning-functions on top of XQuery

through Brackit (http:/ / brackit. org).
• BaseX (http:/ / basex. org/ ): XQuery Update/Full Text implementation with realtime XQuery editor; Live Demo

(http:/ / basex. org/ products/ live-demo/ ).
• eXist supports an early draft of XQuery Update 1.0: XQuery Update Extensions (http:/ / www. exist-db. org/

exist/ apps/ doc/ update_ext. xml)
• XQuery Live Demo of Zorba by the FLWOR-Foundation (http:/ / www. zorba-xquery. com/ html/ demo)
• SPARQL2XQuery: Translating SPARQL queries to XQuery (http:/ / www. dblab. ntua. gr/ ~bikakis/

SPARQL2XQuery. html)
• XQuery 3.0 Rocks Lightning Talk at FOSDEM 2012 (http:/ / video. fosdem. org/ 2012/ lightningtalks/

XQuery_3. 0_Rocks. webm)
Portions borrowed with permission from the books "XML Hacks" (O'Reilly Media) and "XQuery" (O'Reilly Media).

Previous version based on an article at the French language Wikipedia

http://expath.org/wiki/Engines
http://www.w3.org/XML/Query
http://www.w3schools.com/xquery/default.asp
http://en.wikipedia.org/w/index.php?title=XQuery_API_for_Java
http://en.wikipedia.org/w/index.php?title=Java_Specification_Request
http://www.ibiblio.org/xml/examples/shakespeare/hamlet.xml
http://www.cafeconleche.org/slides/xmlsig/xquery/index.html
http://www.xqueryfunctions.com/xq/
http://en.wikipedia.org/w/index.php?title=Open_source
http://saxon.sourceforge.net/
http://xquery.typepad.com
http://www.xqdt.org/
http://github.com/sirixdb/sirix/
http://brackit.org
http://basex.org/
http://basex.org/products/live-demo/
http://en.wikipedia.org/w/index.php?title=EXist
http://www.exist-db.org/exist/apps/doc/update_ext.xml
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http://www.zorba-xquery.com/html/demo
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http://www.dblab.ntua.gr/~bikakis/SPARQL2XQuery.html
http://video.fosdem.org/2012/lightningtalks/XQuery_3.0_Rocks.webm
http://video.fosdem.org/2012/lightningtalks/XQuery_3.0_Rocks.webm
http://en.wikipedia.org/w/index.php?title=O%27Reilly_Media
http://en.wikipedia.org/w/index.php?title=O%27Reilly_Media
http://fr.wikipedia.org/wiki/XML_Query
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XSA
In computer science, XSA (better known as Cross-Server Attack) is a networking security intrusion method which
allows for a malicious client to compromise security over a website or service on a server by using implemented
services on the server that may not be secure.
In general, XSA is demonstrated against websites, yet sometimes it is used in conjunction with other services located
on the same server.

Basics
XSA is a method that allows for a malicious client to use services that a remote server implements in order to attack
another service on the same server or network.
Most website hosting companies that offer hosting for large or even little amounts of separate websites are
vulnerable to this method of attack, because of the amount of access services such as PHP and the webserver itself
give to a client that allows the client to access other website configurations, files, passwords and the like.

History
The term 'XSA' was first coined by DeadlyData, a prominent Computer hacker during the early 2000s, over the voice
communications software TeamSpeak. While he had not invented or pioneered this method of intrusion, he coined it
as a shortened term to describe the act of performing Cross-Server Attacks (XSAs).
It was then used further in the community and now supports for most of the methods and subsets of the method that
give both Computer hacker and malicious individuals the terminology to attack websites using software that is
located on the same server.

http://en.wikipedia.org/w/index.php?title=PHP
http://en.wikipedia.org/w/index.php?title=Computer_hacker
http://en.wikipedia.org/w/index.php?title=TeamSpeak
http://en.wikipedia.org/w/index.php?title=Computer_hacker
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XSIL
XSIL (Extensible Scientific Interchange Language) is an XML-based transport language for scientific data,
supporting the inclusion of both in-file data and metadata. The language comes with an extensible Java object model.
The language's elementary objects include Param (arbitrary association between a keyword and a value), Array,
Table (a set of column headings followed by a set of records), and Stream, which enables one to either encapsulate
data inside the XSIL file or point to an external data source.
BFD is an XML dialect based on XSIL.

External links
• XSIL: Extensible Scientific Interchange Language [1]

References
[1] http:/ / authors. library. caltech. edu/ 28168/

SQL/XML
SQL/XML or XML-Related Specifications is an extension to the Structured Query Language (SQL) specification,
which defines the use of XML in conjunction with SQL. The XML data type is introduced, as well as several
routines, functions, and XML-to-SQL data type mappings to support manipulation and storage of XML in a SQL
database.
SQL/XML is defined by ISO/IEC 9075 Part 14:
• SQL:2003-14 defined the basic datatypes, mappings, predicates and functions;
• SQL:2006-14, SQL:2008-14, SQL:2011-14 was augmented, as a complementary standard to XQuery .

Specification
The specification defines functions for working with XML, including element construction, mapping data from
relational tables, combining XML fragments, and embedding XQuery expressions in SQL statements. Functions
which can be embedded include XMLQUERY (which extracts XML or values from an XML field) and
XMLEXISTS (which predicates whether an XQuery expression is matched).
Further information and examples of the SQL/XML functions are provided in the external links below.

Standard compliance
The result of Wagner's objective evaluation of the SQL/XML:2006 standard compliance of Oracle 11g Release 1, MS
SQL Server 2008 and MySQL 5.1.30 is shown in the following table, to which the data for PostgreSQL 9.1,[1][2] and
IBM DB2 has been added:

http://en.wikipedia.org/w/index.php?title=Metadata_%28computing%29
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Object_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Keyword_%28computer_programming%29
http://en.wikipedia.org/w/index.php?title=Computer_file
http://en.wikipedia.org/w/index.php?title=Binary_Format_Description_language
http://authors.library.caltech.edu/28168/
http://authors.library.caltech.edu/28168/
http://en.wikipedia.org/w/index.php?title=Structured_Query_Language
http://en.wikipedia.org/w/index.php?title=ISO_9075
http://en.wikipedia.org/w/index.php?title=SQL:2006
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Oracle 11g Release 1 IBM DB2
9.7

MS SQL Server
2008

MySQL
5.1.30

PostgreSQL
9.1

Datatype XML partial (Oracle entitles the data type 'XMLType' instead
of 'XML')

high high no partial

SQL/XML
predicates

high high partial no partial

SQL/XML
functions

high high partial low high

NOTE: only Oracle, IBM DB2 and MS-SQL-Server have been augmented with XQuery.

Examples
The sample SQLXML query below has SQLXML type as output(tested on DB2 9.7 and Oracle 11g):

SELECT XMLELEMENT(NAME "PhoneBook", -- root element name

                  XMLAGG(           -- aggregation over the rows      

                  XMLELEMENT(NAME "Contact",

                                                  

                  XMLATTRIBUTES(cust.FIRST_NAME AS "Name",

                                cust.TEL)

                              )

                        )

                  )

FROM TMP.CUSTOMER AS cust;

And the output:

<PhoneBook>

    <Contact Name="Daniel" TEL="788255855"/>

    <Contact Name="Martin" TEL="889665447"/>

    <Contact Name="Eva"    TEL="111222333"/>

    <Contact Name="Alena"  TEL="444555666"/>

    <Contact Name="Oliver" TEL="777888999"/>

    <Contact Name="George" TEL="444882446"/>

    <Contact Name="Jamie"  TEL="123456789"/>

</PhoneBook>

Samples are taken from javalobby article.
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External links
• SQLXML.org [3]

• SQLX.org [4]

• SQL/XML on PostgreSQL [5]

References
[1] PostgreSQL Conformance with ISO 9075-14 (SQL/XML) (http:/ / www. postgresql. org/ docs/ 9. 1/ static/ features. html), at PostgreSQL 9.1

documentation.
[2] PostgreSQL 9.1 XML functions (http:/ / www. postgresql. org/ docs/ current/ static/ functions-xml. html), at PostgreSQL 9.1 documentation.
[3] http:/ / sqlxml. org/
[4] http:/ / sqlx. org/
[5] http:/ / www. postgresql. org/ docs/ current/ static/ functions-xml. html

Soma File
A specification of modeling architecture (SOMA) file, or SOMA file is a proprietary XML-based description of a
memory model, created by Denali Software.[1] SOMA files include parameters that configure the timing and
protocol requirements for a memory model as specified by the memory vendor. This file is typically encrypted.
SOMA files are read into a proprietary memory modeling object, called an MMAV, that is used in an ASIC
simulation environment. This allows the simulation to model any type of memory, if a corresponding SOMA file
exists.[2]

Memory vendors typically provide memory models in non-proprietary verilog format and not in SOMA files. For
example, Micron memory models [3], and others are readily downloadable from the memory vendors' webpages.

External links
• Soma File [4]

• Free Memory Models [5]

• Micron Memory Model FAQ [6]

References
[1] Soma File (https:/ / www. denali. com/ en/ ememory)
[2] MMAV (https:/ / www. denali. com/ en/ products/ mmav. jsp)
[3] http:/ / download. micron. com/ downloads/ models/ verilog/ sdram/ ddr/ 256meg/ 256Mb_ddr. zip
[4] https:/ / www. denali. com/ en/ ememory
[5] http:/ / www. freemodelfoundry. com
[6] http:/ / www. micron. com/ faq/ answer. aspx?qid=122

http://sqlxml.org/
http://sqlx.org/
http://www.postgresql.org/docs/current/static/functions-xml.html
http://www.postgresql.org/docs/9.1/static/features.html
http://www.postgresql.org/docs/current/static/functions-xml.html
http://sqlxml.org/
http://sqlx.org/
http://www.postgresql.org/docs/current/static/functions-xml.html
http://en.wikipedia.org/w/index.php?title=Denali_Software
http://en.wikipedia.org/w/index.php?title=ASIC
http://en.wikipedia.org/w/index.php?title=Verilog
http://download.micron.com/downloads/models/verilog/sdram/ddr/256meg/256Mb_ddr.zip
https://www.denali.com/en/ememory
http://www.freemodelfoundry.com
http://www.micron.com/faq/answer.aspx?qid=122
https://www.denali.com/en/ememory
https://www.denali.com/en/products/mmav.jsp
http://download.micron.com/downloads/models/verilog/sdram/ddr/256meg/256Mb_ddr.zip
https://www.denali.com/en/ememory
http://www.freemodelfoundry.com
http://www.micron.com/faq/answer.aspx?qid=122
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Regular Language description for XML
REgular LAnguage description for XML (RELAX) is a specification for describing XML-based languages. A
description written in RELAX is called a RELAX grammar.
RELAX Core has been approved as an ISO/IEC Technical Report 22250-1 in 2002 (ISO/IEC TR 22250-1:2002). It
was developed by ISO/IEC JTC1/SC34 (ISO/IEC Joint Technical Committee 1, Subcommittee 34 - Document
description and processing languages).
RELAX was designed by Murata Makoto.
In 2001, an XML schema language RELAX NG was created by unifying of RELAX Core and James Clark's TREX.
It was published as ISO/IEC 19757-2 in 2003.

References

External links
• RELAX home page (http:/ / www. xml. gr. jp/ relax/ )
• ISO/IEC TR 22250-1:2002 - Information technology -- Document description and processing languages --

Regular Language Description for XML (RELAX) -- Part 1: RELAX Core (http:/ / www. iso. org/ iso/
iso_catalogue/ catalogue_tc/ catalogue_detail. htm?csnumber=34922)

PureXML
pureXML is the native XML storage feature in the IBM DB2 data server. pureXML provides query languages,
storage technologies, indexing technologies, and other features to support XML data. The word pure in pureXML
was chosen to indicate that DB2 natively stores and natively processes XML data in its inherent hierarchical
structure, as opposed to treating XML data as plain text or converting it into a relational format.[1]

Technical information
DB2 includes two distinct storage mechanisms: one for efficiently managing traditional SQL data types, and another
for managing XML data. The underlying storage mechanism is transparent to users and applications; they simply use
SQL (including SQL with XML extensions or SQL/XML) or XQuery to work with the data.
XML data is stored in columns of DB2 tables that have the XML data type. XML data is stored in a parsed format
that reflects the hierarchical nature of the original XML data. As such, pureXML uses trees and nodes as its model
for storing and processing XML data. If you instruct DB2 to validate XML data against an XML schema prior to
storage, DB2 annotates all nodes in the XML hierarchy with information about the schema types; otherwise, it will
annotate the nodes with default type information. Upon storage, DB2 preserves the internal structure of XML data,
converting its tag names and other information into integer values. Doing so helps conserve disk space and also
improves the performance of queries that use navigational expressions. However, users aren't aware of this internal
representation. Finally, DB2 automatically splits XML nodes across multiple database pages, as needed.
XML schemas specify which XML elements are valid, in what order these elements should appear in XML data,
which XML data types are associated with each element, and so on. pureXML allows you to validate the cells in a
column of XML data against no schema, one schema, or multiple schemas. pureXML also provides tools to support
evolving XML schemas.

http://en.wikipedia.org/w/index.php?title=International_Organization_for_Standardization
http://en.wikipedia.org/w/index.php?title=International_Electrotechnical_Commission
http://en.wikipedia.org/w/index.php?title=ISO/IEC_JTC1/SC34
http://en.wikipedia.org/w/index.php?title=Murata_Makoto
http://en.wikipedia.org/w/index.php?title=RELAX_NG
http://en.wikipedia.org/w/index.php?title=James_Clark_%28XML_expert%29
http://en.wikipedia.org/w/index.php?title=TREX
http://www.xml.gr.jp/relax/
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=34922
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=34922
http://en.wikipedia.org/w/index.php?title=IBM_DB2
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IBM has enhanced its programming language interfaces to support access to its XML data. These enhancements span
Java (JDBC), C (embedded SQL and call-level interface), COBOL (embedded SQL), PHP, and Microsoft's .NET
Framework (through the DB2.NET provider).

History
pureXML was first included in the DB2 9 for Linux, Unix, and Microsoft Windows release, which was codenamed
Viper, in June 2006.[2] It was available on DB2 9 for z/OS in March 2007.[3] In October 2007, IBM released DB2 9.5
with improved XML data transaction performance and improved storage savings.[4] In June 2009, IBM released DB2
9.7 with XML supported for database-partitioned, range-partitioned, and multi-dimensionally clustered tables as well
as compression of XML data and indices.[5]

Competition
DB2 is a hybrid data server—it offers data management for traditional relational data, as well as providing native
XML data management. Other vendors that offer data management for both relational data and native XML storage
include Oracle with its 11g product and Microsoft with its SQL Server product.
pureXML also competes with native XML databases like BaseX, eXist, MarkLogic or Sedna.

User groups
The International DB2 Users Group (IDUG) is an independent, not-for-profit association of IT professionals who use
IBM DB2. IDUG provides education, technical resources, peer networking opportunities, online resources and other
programs for DB2 users.

Books
IBM International Technical Support Organization (ITSO) has published the following books, which are available in
print or as free e-books:
• DB2 9: pureXML Overview and Fast Start [6]

• DB2 9 pureXML Guide [7]

The following books are also available for purchase:
• DB2 pureXML Cookbook: Master the Power of IBM Hybrid Data Server [8]

Education and training
The following pureXML classroom and online courses are available from IBM Education:
• Query and Manage XML Data with DB2 9 [9]. IBM course CG130. Classroom. Duration: 4 days.
• Query XML Data with DB2 9 [10]. IBM course CG100. Classroom. Duration: 2 days (first 2 days of CG130).
•• Managing XML Data in DB2 9. IBM course CG160. Classroom. Duration: 2 days (last 2 days of CG130).
• DB2 pureXML [11]. IBM Course CT140. Self-paced study plus Live Virtual Classroom.

http://en.wikipedia.org/w/index.php?title=Programming_language
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=JDBC
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=COBOL
http://en.wikipedia.org/w/index.php?title=PHP
http://en.wikipedia.org/w/index.php?title=Microsoft
http://en.wikipedia.org/w/index.php?title=.NET_Framework
http://en.wikipedia.org/w/index.php?title=.NET_Framework
http://en.wikipedia.org/w/index.php?title=Linux
http://en.wikipedia.org/w/index.php?title=Unix
http://en.wikipedia.org/w/index.php?title=Microsoft_Windows
http://en.wikipedia.org/w/index.php?title=Z/OS
http://en.wikipedia.org/w/index.php?title=Oracle_Corporation
http://en.wikipedia.org/w/index.php?title=BaseX_%28database%29
http://en.wikipedia.org/w/index.php?title=EXist
http://en.wikipedia.org/w/index.php?title=MarkLogic
http://en.wikipedia.org/w/index.php?title=Sedna_%28database%29
http://www.redbooks.ibm.com/abstracts/sg247298.html?Open
http://www.redbooks.ibm.com/abstracts/sg247315.html?Open
http://www.amazon.com/DB2-pureXML-Cookbook-Master-Hybrid/dp/0138150478/
http://www-304.ibm.com/jct03001c/services/learning/ites.wss/us/en?pageType=course_description&courseCode=CG130
http://www-304.ibm.com/jct03001c/services/learning/ites.wss/us/en?pageType=course_description&courseCode=CG100
http://www-304.ibm.com/jct03001c/services/learning/ites.wss/us/en?pageType=course_search&sortBy=5&searchType=1&sortDirection=9&includeNotScheduled=15&rowStart=0&rowsToReturn=20&maxSearchResults=200&searchString=CT140&language=en&country=us
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References
[1] http:/ / www. ibm. com/ developerworks/ blogs/ page/ datastudioteam?entry=purexml_and_purequery_what_s
[2] http:/ / www-03. ibm. com/ press/ us/ en/ pressrelease/ 19781. wss
[3] http:/ / www-03. ibm. com/ press/ us/ en/ pressrelease/ 21189. wss
[4] http:/ / www-03. ibm. com/ press/ us/ en/ pressrelease/ 22455. wss
[5] http:/ / www-03. ibm. com/ press/ us/ en/ pressrelease/ 27279. wss
[6] http:/ / www. redbooks. ibm. com/ abstracts/ sg247298. html?Open
[7] http:/ / www. redbooks. ibm. com/ abstracts/ sg247315. html?Open
[8] http:/ / www. amazon. com/ DB2-pureXML-Cookbook-Master-Hybrid/ dp/ 0138150478/
[9] http:/ / www-304. ibm. com/ jct03001c/ services/ learning/ ites. wss/ us/ en?pageType=course_description& courseCode=CG130
[10] http:/ / www-304. ibm. com/ jct03001c/ services/ learning/ ites. wss/ us/ en?pageType=course_description& courseCode=CG100
[11] http:/ / www-304. ibm. com/ jct03001c/ services/ learning/ ites. wss/ us/ en?pageType=course_search& sortBy=5& searchType=1&

sortDirection=9& includeNotScheduled=15& rowStart=0& rowsToReturn=20& maxSearchResults=200& searchString=CT140&
language=en& country=us

External links
• Official website (http:/ / www. ibm. com/ software/ data/ db2/ xml)
• pureXML Wiki (http:/ / www. ibm. com/ developerworks/ wikis/ display/ db2xml/ Home)
• pureXML Forum (http:/ / www. ibm. com/ developerworks/ forums/ forum. jspa?forumID=1423)
• pureXML Team Blog (http:/ / www. ibm. com/ developerworks/ blogs/ page/ purexml)
• Native XML Database Blog (http:/ / www. nativexmldatabase. com)
• Blog with pureXML Topics (http:/ / blog. 4loeser. net)

Online communities
Online communities allow pureXML users to network with fellow professionals.
• pureXML Group on LinkedIn (http:/ / www. linkedin. com/ groups?gid=129185)
• pureXML Group on ChannelDB2 (http:/ / www. channeldb2. com/ group/ purexml)
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List of XML schemas
This is a list of XML schemas in use on the Internet sorted by purpose. XML schemas can be used to create XML
documents for a wide range of purposes such as syndication, general exchange, and storage of data in a standard
format.

Bookmarks
• XBEL - XML Bookmark Exchange Language

Brewing
• BeerXML: a free XML based data description standard for the exchange of brewing data [1]

Business
• ARTSXML - Retail XML schema specifications by Association for Retail Technology Standards [2]
• PCXML and TXLife - Insurance Industry XML schema specifications by Association for Cooperative Operations

Research and Development [3]
• UBL - Defining a common XML library of business documents (purchase orders, invoices, etc.) by Oasis
• HR-XML - Human resources ([4])
• XBRL Extensible Business Reporting Language for International Financial Reporting Standards (IFRS) and

United States generally accepted accounting principles (GAAP) business accounting.
• Strategy Markup Language (StratML [5])
• OSCRE Open Standards Consortium for Real Estate format for data exchange within the real estate industry
• IFC-XML Building Information Models for architecture, engineering, construction, and operations.

Elections
• EML, Election Markup Language, is an OASIS standard to support end-to-end management of election processes.

It defines over thirty schemas, for example EML 510 for vote count reporting and EML 310 for voter registration.

Financial
• FpML, Financial products Markup Language is the industry-standard protocol for complex financial products. It

is based on XML (eXtensible Markup Language), the standard meta-language for describing data shared between
applications.

• FIXML, Financial Information eXchange (FIX) protocol is an electronic communications protocol initiated in
1992 for international real-time exchange of information related to the securities transactions and markets.

http://en.wikipedia.org/w/index.php?title=XBEL
http://en.wikipedia.org/w/index.php?title=BeerXML
http://www.beerxml.com/beerxml.htm
http://en.wikipedia.org/w/index.php?title=ARTS_XML_Schema
http://www.nrf-arts.org/
http://en.wikipedia.org/w/index.php?title=ACORD_XML_Schemas
http://www.acord.org/
http://en.wikipedia.org/w/index.php?title=Universal_Business_Language
http://en.wikipedia.org/w/index.php?title=HR-XML_Standards
http://www.hr-xml.org/hr-xml/wms/hr-xml-1-org/index.php?language=2
http://en.wikipedia.org/w/index.php?title=XBRL
http://en.wikipedia.org/w/index.php?title=International_Financial_Reporting_Standards
http://en.wikipedia.org/w/index.php?title=Generally_accepted_accounting_principles
http://xml.fido.gov/stratml/index.htm
http://en.wikipedia.org/w/index.php?title=OSCRE
http://en.wikipedia.org/w/index.php?title=Industry_Foundation_Classes
http://en.wikipedia.org/w/index.php?title=Election_Markup_Language
http://en.wikipedia.org/w/index.php?title=OASIS_%28organization%29
http://en.wikipedia.org/w/index.php?title=FpML
http://en.wikipedia.org/w/index.php?title=FIXML


List of XML schemas 1276

Geotagging
• KML, Keyhole Markup Language is used for annotation on geographical browsers including Google Earth and

NASA's World Wind. These annotations are used to place events such as earthquake warnings, historical
events...etc.

Graphical user interfaces
• JAXFront - JAXFront GUI generator (free community edition)
• GLADE - GNOME's User Interface Language (GTK+)
• KParts - KDE's User Interface Language (Qt)
• XUL - XML User Interface Language (Native)
• XForms - XForms
• XAML - Microsoft's Extensible Application Markup Language

Humanities texts
• TEI - Text Encoding Initiative
• EpiDoc - Epigraphic Documents
• Menota [6] - Mediaeval Nordic Texts Archive
• MEI [7] - Music Encoding Initiative

Industrial property
• TM-XML - Trade Mark Information Exchange Standard
• DS-XML - Industrial Design Information Exchange Standard

Math and science
• MathML - Mathematical Markup Language
• ANSI N42.42 or "N42" - NIST data format standard for radiation detectors used for Homeland Security[8]

Metadata
• RDF - Resource Description Framework
• ONIX for Books [9] - ONline Information eXchange, developed and maintained by EDItEUR jointly with Book

Industry Communication (UK) and the Book Industry Study Group (US), and with user groups in Australia,
Canada, France, Germany, Italy, the Netherlands, Norway, Spain and the Republic of Korea.

• DDML - reformulations XML DTD
• PRISM - Publishing Requirements for Industry Standard Metadata (PRISM) [10]Wikipedia:Link rot

http://en.wikipedia.org/w/index.php?title=Keyhole_Markup_Language
http://en.wikipedia.org/w/index.php?title=JAXFront
http://en.wikipedia.org/w/index.php?title=GLADE
http://en.wikipedia.org/w/index.php?title=KParts
http://en.wikipedia.org/w/index.php?title=XUL
http://en.wikipedia.org/w/index.php?title=XForms
http://en.wikipedia.org/w/index.php?title=XAML
http://en.wikipedia.org/w/index.php?title=Text_Encoding_Initiative
http://en.wikipedia.org/w/index.php?title=EpiDoc
http://www.menota.org/
http://music-encoding.org/
http://en.wikipedia.org/w/index.php?title=TM-XML
http://en.wikipedia.org/w/index.php?title=DS-XML
http://en.wikipedia.org/w/index.php?title=MathML
http://en.wikipedia.org/w/index.php?title=ANSI_N42.42
http://en.wikipedia.org/w/index.php?title=National_Institute_of_Standards_and_Technology
http://en.wikipedia.org/w/index.php?title=Radiation_detector
http://en.wikipedia.org/w/index.php?title=Homeland_Security
http://en.wikipedia.org/w/index.php?title=Resource_Description_Framework
http://en.wikipedia.org/w/index.php?title=ONIX_for_Books
http://www.editeur.org/onix.html
http://en.wikipedia.org/w/index.php?title=EDItEUR
http://en.wikipedia.org/w/index.php?title=Book_Industry_Study_Group
http://en.wikipedia.org/w/index.php?title=Document_Definition_Markup_Language
http://en.wikipedia.org/w/index.php?title=Publishing_Requirements_for_Industry_Standard_Metadata
http://www.idealliance.org/specifications/prism
http://en.wikipedia.org/wiki/Link_rot
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Music playlists
• XSPF - XML Shareable Playlist Format

News syndication
• Atom - Atom
• RSS - Really Simple Syndication

Paper and forest products
• papiNet - XML format for exchange of business documents and product information in the paper and forest

products industries.
• EPPML - an XML conceptual model for the interactions between parties of a postal communication system.

Publishing
• NLM DTD, journal publishing DTD from the United States National Library of Medicine [11]

• DITA—Darwin Information Typing Architecture, document authoring system
• DocBook for technical documentation
• PRISM - Publishing Requirements for Industry Standard Metadata (PRISM) [10]

Statistics
• SDMX - SDMX-ML is a format for exchange and sharing of Statistical Data and Metadata.
• DDI - "Data Documentation Initiative" is a format for information describing statistical and social science data

(and the lifecycle).

Vector images
• SVG - Scalable Vector Graphics

Notes
[1] http:/ / www. beerxml. com/ beerxml. htm
[2] http:/ / www. nrf-arts. org/
[3] http:/ / www. acord. org/
[4] http:/ / www. hr-xml. org/ hr-xml/ wms/ hr-xml-1-org/ index. php?language=2
[5] http:/ / xml. fido. gov/ stratml/ index. htm
[6] http:/ / www. menota. org/
[7] http:/ / music-encoding. org/
[8] http:/ / physics. nist. gov/ Divisions/ Div846/ Gp4/ ANSIN4242/ xml. html
[9] http:/ / www. editeur. org/ onix. html
[10] http:/ / www. idealliance. org/ specifications/ prism
[11] http:/ / dtd. nlm. nih. gov/

External links
• Schema Documentation Library (http:/ / schemas. liquid-technologies. com/ )
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http://en.wikipedia.org/w/index.php?title=PapiNet
http://en.wikipedia.org/w/index.php?title=EPPML
http://en.wikipedia.org/w/index.php?title=NLM_DTD
http://en.wikipedia.org/w/index.php?title=United_States_National_Library_of_Medicine
http://en.wikipedia.org/w/index.php?title=Darwin_Information_Typing_Architecture
http://en.wikipedia.org/w/index.php?title=DocBook
http://en.wikipedia.org/w/index.php?title=Publishing_Requirements_for_Industry_Standard_Metadata
http://www.idealliance.org/specifications/prism
http://en.wikipedia.org/w/index.php?title=SDMX
http://en.wikipedia.org/w/index.php?title=Data_Documentation_Initiative
http://en.wikipedia.org/w/index.php?title=Scalable_Vector_Graphics
http://www.beerxml.com/beerxml.htm
http://www.nrf-arts.org/
http://www.acord.org/
http://www.hr-xml.org/hr-xml/wms/hr-xml-1-org/index.php?language=2
http://xml.fido.gov/stratml/index.htm
http://www.menota.org/
http://music-encoding.org/
http://physics.nist.gov/Divisions/Div846/Gp4/ANSIN4242/xml.html
http://www.editeur.org/onix.html
http://www.idealliance.org/specifications/prism
http://dtd.nlm.nih.gov/
http://schemas.liquid-technologies.com/
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Object database

Example of an object-oriented model[1]

An object database (also
object-oriented database
management system) is a database
management system in which
information is represented in the form
of objects as used in object-oriented
programming. Object databases are
different from relational databases
which are table-oriented.
Object-relational databases are a hybrid
of both approaches.

Object databases have been considered
since the early 1980s.[2]

Overview

Object-oriented database management
systems (OODBMSs) combine database capabilities with object-oriented programming language capabilities.
OODBMSs allow object-oriented programmers to develop the product, store them as objects, and replicate or modify
existing objects to make new objects within the OODBMS. Because the database is integrated with the programming
language, the programmer can maintain consistency within one environment, in that both the OODBMS and the
programming language will use the same model of representation. Relational DBMS projects, by way of contrast,
maintain a clearer division between the database model and the application.

As the usage of web-based technology increases with the implementation of Intranets and extranets, companies have
a vested interest in OODBMSs to display their complex data. Using a DBMS that has been specifically designed to
store data as objects gives an advantage to those companies that are geared towards multimedia presentation or
organizations that utilize computer-aided design (CAD).[3]

Some object-oriented databases are designed to work well with object-oriented programming languages such as
Delphi, Ruby, Python, Perl, Java, C#, Visual Basic .NET, C++, Objective-C and Smalltalk; others have their own
programming languages. OODBMSs use exactly the same model as object-oriented programming languages.

History
Object database management systems grew out of research during the early to mid-1970s into having intrinsic 
database management support for graph-structured objects. The term "object-oriented database system" first 
appeared around 1985.[4] Notable research projects included Encore-Ob/Server (Brown University), EXODUS 
(University of Wisconsin–Madison), IRIS (Hewlett-Packard), ODE (Bell Labs), ORION (Microelectronics and 
Computer Technology Corporation or MCC), Vodak (GMD-IPSI), and Zeitgeist (Texas Instruments). The ORION 
project had more published papers than any of the other efforts. Won Kim of MCC compiled the best of those papers

http://en.wikipedia.org/w/index.php?title=File%3AObject-Oriented_Model.svg
http://en.wikipedia.org/w/index.php?title=Object_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Object-oriented_programming
http://en.wikipedia.org/w/index.php?title=Object-oriented_programming
http://en.wikipedia.org/w/index.php?title=Object-oriented_programming
http://en.wikipedia.org/w/index.php?title=Computer-aided_design
http://en.wikipedia.org/w/index.php?title=Object-oriented_programming_language
http://en.wikipedia.org/w/index.php?title=Object_Pascal
http://en.wikipedia.org/w/index.php?title=Ruby_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Python_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Perl
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Visual_Basic_.NET
http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://en.wikipedia.org/w/index.php?title=Objective-C
http://en.wikipedia.org/w/index.php?title=Smalltalk
http://en.wikipedia.org/w/index.php?title=Brown_University
http://en.wikipedia.org/w/index.php?title=University_of_Wisconsin%E2%80%93Madison
http://en.wikipedia.org/w/index.php?title=Bell_Labs
http://en.wikipedia.org/w/index.php?title=Microelectronics_and_Computer_Technology_Corporation
http://en.wikipedia.org/w/index.php?title=Microelectronics_and_Computer_Technology_Corporation
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in a book published by The MIT Press.[5]

Early commercial products included Gemstone (Servio Logic, name changed to GemStone Systems), Gbase
(Graphael), and Vbase (Ontologic). The early to mid-1990s saw additional commercial products enter the market.
These included ITASCA (Itasca Systems), Jasmine (Fujitsu, marketed by Computer Associates), Matisse (Matisse
Software), Objectivity/DB (Objectivity, Inc.), ObjectStore (Progress Software, acquired from eXcelon which was
originally Object Design), ONTOS (Ontos, Inc., name changed from Ontologic), O2

[6] (O2 Technology, merged with
several companies, acquired by Informix, which was in turn acquired by IBM), POET (now FastObjects [7] from
Versant which acquired Poet Software), Versant Object Database (Versant [8] Corporation), VOSS (Logic Arts) and
JADE (Jade [9] Software Corporation). Some of these products remain on the market and have been joined by new
open source and commercial products such as InterSystems Caché.
Object database management systems added the concept of persistence to object programming languages. The early
commercial products were integrated with various languages: GemStone (Smalltalk), Gbase (LISP), Vbase (COP)
and VOSS (Virtual Object Storage System for Smalltalk). For much of the 1990s, C++ dominated the commercial
object database management market. Vendors added Java in the late 1990s and more recently, C#.
Starting in 2004, object databases have seen a second growth period when open source object databases emerged that
were widely affordable and easy to use, because they are entirely written in OOP languages like Smalltalk, Java, or
C#, such as Versant's db4o (db4objects), DTS/S1 from Obsidian Dynamics and Perst (McObject), available under
dual open source and commercial licensing.

Timeline
• 1985 – Term Object Database first introduced
•• 1988

• Versant Corporation started (as Object Sciences Corp)
•• Objectivity, Inc. founded

•• Early 1990s
• Gemstone (Smalltalk)-(C++)-(Java)
• GBase (LISP)
• VBase (O2- ONTOS – INFORMIX)
•• Objectivity/DB

• Mid 1990’s
•• Versant Object Database
•• ObjectStore
•• ODABA
•• ZODB
•• Poet
•• Jade
•• Matisse

• 2000’s
•• Caché
• db4o project started by Carl Rosenberger
•• ObjectDB

•• 2001
• IBM acquires Informix (Illustra) integrates with DB2
•• db4o shipped to first pilot customer

• 2003 - odbpp public release
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http://www.versant.com
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•• 2004 - db4o's commercial launch as db4objects, Inc.
• 2008 - db4o acquired by Versant Corporation
•• 2011

• Wakanda public Developer Preview & Beta versions
• Gemstone acquired by VMware (at that time property of Springsource)

•• 2012
• Wakanda first production versions with open source and commercial licenses

Adoption of object databases
Object databases based on persistent programming acquired a niche in application areas such as engineering and
spatial databases, telecommunications, and scientific areas such as high energy physics and molecular biology.
Another group of object databases focuses on embedded use in devices, packaged software, and real-time systems.

Technical features
Most object databases also offer some kind of query language, allowing objects to be found using a declarative
programming approach. It is in the area of object query languages, and the integration of the query and navigational
interfaces, that the biggest differences between products are found. An attempt at standardization was made by the
ODMG with the Object Query Language, OQL.
Access to data can be faster because joins are often not needed (as in a tabular implementation of a relational
database). This is because an object can be retrieved directly without a search, by following pointers.
Another area of variation between products is in the way that the schema of a database is defined. A general
characteristic, however, is that the programming language and the database schema use the same type definitions.
Multimedia applications are facilitated because the class methods associated with the data are responsible for its
correct interpretation.
Many object databases, for example Gemstone or VOSS, offer support for versioning. An object can be viewed as
the set of all its versions. Also, object versions can be treated as objects in their own right. Some object databases
also provide systematic support for triggers and constraints which are the basis of active databases.
The efficiency of such a database is also greatly improved in areas which demand massive amounts of data about one
item. For example, a banking institution could get the user's account information and provide them efficiently with
extensive information such as transactions, account information entries etc. The Big O Notation for such a database
paradigm drops from O(n) to O(1), greatly increasing efficiency in these specific cases.

Standards
The Object Data Management Group was a consortium of object database and object-relational mapping vendors,
members of the academic community, and interested parties. Its goal was to create a set of specifications that would
allow for portable applications that store objects in database management systems. It published several versions of its
specification. The last release was ODMG 3.0. By 2001, most of the major object database and object-relational
mapping vendors claimed conformance to the ODMG Java Language Binding. Compliance to the other components
of the specification was mixed. In 2001, the ODMG Java Language Binding was submitted to the Java Community
Process as a basis for the Java Data Objects specification. The ODMG member companies then decided to
concentrate their efforts on the Java Data Objects specification. As a result, the ODMG disbanded in 2001.
Many object database ideas were also absorbed into SQL:1999 and have been implemented in varying degrees in
object-relational database products.
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In 2005 Cook, Rai, and Rosenberger proposed to drop all standardization efforts to introduce additional
object-oriented query APIs but rather use the OO programming language itself, i.e., Java and .NET, to express
queries. As a result, Native Queries emerged. Similarly, Microsoft announced Language Integrated Query (LINQ)
and DLINQ, an implementation of LINQ, in September 2005, to provide close, language-integrated database query
capabilities with its programming languages C# and VB.NET 9.
In February 2006, the Object Management Group (OMG) announced that they had been granted the right to develop
new specifications based on the ODMG 3.0 specification and the formation of the Object Database Technology
Working Group (ODBT WG). The ODBT WG planned to create a set of standards that would incorporate advances
in object database technology (e.g., replication), data management (e.g., spatial indexing), and data formats (e.g.,
XML) and to include new features into these standards that support domains where object databases are being
adopted (e.g., real-time systems). The work of the ODBT WG was suspended in March 2009 when, subsequent to
the economic turmoil in late 2008, the ODB vendors involved in this effort decided to focus their resources
elsewhere.
In January 2007 the World Wide Web Consortium gave final recommendation status to the XQuery language.
XQuery uses XML as its data model. Some of the ideas developed originally for object databases found their way
into XQuery, but XQuery is not intrinsically object-oriented. Because of the popularity of XML, XQuery engines
compete with object databases as a vehicle for storage of data that is too complex or variable to hold conveniently in
a relational database. XQuery also allows modules to be written to provide encapsulation features that have been
provided by Object-Oriented systems.

Comparison with RDBMSs
An object database stores complex data and relationships between data directly, without mapping to relational rows
and columns, and this makes them suitable for applications dealing with very complex data. Objects have a many to
many relationship and are accessed by the use of pointers. Pointers are linked to objects to establish relationships.
Another benefit of an OODBMS is that it can be programmed with small procedural differences without affecting
the entire system.[10]
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External links
• Object DBMS resource portal (http:/ / www. odbms. org/ )
• Object-Oriented Databases (http:/ / www. comptechdoc. org/ independent/ database/ basicdb/ dataobject. html) –

From CompTechDoc.org

Object Definition Language
Object Definition Language (ODL) is the specification language defining the interface to object types conforming
to the ODMG Object Model. Often abbreviated by the acronym ODL.
This language's purpose is to define the structure of an Entity-relationship diagram.

Language

Class declarations
Interface < name > { elements = attributes, relationships, methods }

Element Declarations
attributes ( < type > : < name > );

relationships ( < rangetype > : < name > );

Example
Type Date Tuple (year, day, month) Type year, day, month integer

Class Manager attributes{id : string unique name : string phone : string set

employees : Tuple ( [Employee], Start_Date : Date )}

Class Employee attributes{id : string unique name : string Start_Date : Date

manager : [Manager]}
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Object Query Language
Object Query Language (OQL) is a query language standard for object-oriented databases modeled after SQL.
OQL was developed by the Object Data Management Group (ODMG). Because of its overall complexity no vendor
has ever fully implemented the complete OQL. OQL has influenced the design of some of the newer query
languages like JDOQL and EJB QL, but they can't be considered as different flavors of OQL.

General rules
The following rules apply to OQL statements:
•• All complete statements must be terminated by a semi-colon.
•• A list of entries in OQL is usually separated by commas but not terminated by a comma(,).
•• Strings of text are enclosed by matching quotation marks.

Examples

Simple query
The following example illustrates how one might retrieve the CPU-speed of all PCs with more than 64MB of RAM
from a fictional PC database:

SELECT pc.cpuspeed

FROM PCs pc

WHERE pc.ram > 64;

Query with grouping and aggregation
The following example illustrates how one might retrieve the average amount of RAM on a PC, grouped by
manufacturer:

SELECT manufacturer, AVG(SELECT part.pc.ram FROM partition part)

FROM PCs pc

GROUP BY manufacturer: pc.manufacturer;

Note the use of the keyword partition, as opposed to aggregation in traditional SQL.
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Object-oriented SQL
A functional language, a superset of SQL, used in Hewlett-Packard's OpenODB database system.
SQL1999, formerly known as SQL3, is an Object-Oriented SQL.
SQL:1999 on Wikipedia

Object Exchange Model
The Object Exchange Model[1] (OEM) is a model for exchanging semi-structured data between object-oriented
databases. It serves as the basic Data model in numerous projects of the Stanford University Database Group,
including Tsimmis, Lore, and C3 [2].
Slight variations of OEM have evolved across different Stanford projects. In Lore, labels are actually on parent-child
"links" rather than objects. For example, if an OEM object has multiple parents, different parent objects may use
different labels to identify that object. An atomic value encoding a person's name might be included in one complex
object using the label "Author" and in another complex object using the label "Editor." In C3, additional attributes
are required for each object to annotate the changes to the object that have occurred over time [2].

OEM representations
Textual OEM interchange format used in Lore [3] - The goals of this interchange format were to have textual
encodings of OEM to be easy to read, easy to edit, and easy to generate or parse by a program.

References
• ^ Papakonstantinou, Y. and Garcia-Molina, H. and Widom, J. (1995). "Object exchange across heterogeneous

information sources". Proceedings of the Eleventh International Conference on Data Engineering: 251–260.
doi:10.1109/ICDE.1995.380386 [4]. ISBN 0-8186-6910-1.

• ^ http:/ / infolab. stanford. edu/ ~mchughj/ oemsyntax/ oemsyntax. html

External links
• A Standard Textual Interchange Format for the Object Exchange Model [5]
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Object-relational database
An object-relational database (ORD), or object-relational database management system (ORDBMS), is a
database management system (DBMS) similar to a relational database, but with an object-oriented database model:
objects, classes and inheritance are directly supported in database schemas and in the query language. In addition,
just as with pure relational systems, it supports extension of the data model with custom data-types and methods.

Example of an object-oriented database model.

An object-relational database can be
said to provide a middle ground
between relational databases and
object-oriented databases (OODBMS).
In object-relational databases, the
approach is essentially that of relational
databases: the data resides in the
database and is manipulated collectively
with queries in a query language; at the
other extreme are OODBMSes in which
the database is essentially a persistent
object store for software written in an
object-oriented programming language,
with a programming API for storing
and retrieving objects, and little or no
specific support for querying.

Overview
The basic goal for the Object-relational database is to bridge the gap between relational databases and the
object-oriented modeling techniques used in programming languages such as Java, C++, Visual Basic .NET or C#.
However, a more popular alternative for achieving such a bridge is to use a standard relational database systems with
some form of Object-relational mapping (ORM) software. Whereas traditional RDBMS or SQL-DBMS products
focused on the efficient management of data drawn from a limited set of data-types (defined by the relevant language
standards), an object-relational DBMS allows software developers to integrate their own types and the methods that
apply to them into the DBMS.
The ORDBMS (like ODBMS or OODBMS) is integrated with an object-oriented programming language. The
characteristic properties of ORDBMS are 1) complex data, 2) type inheritance, and 3) object behavior. Complex
data creation in most SQL ORDBMSs is based on preliminary schema definition via the user-defined type (UDT).
Hierarchy within structured complex data offers an additional property, type inheritance. That is, a structured type
can have subtypes that reuse all of its attributes and contain additional attributes specific to the subtype. Another
advantage, the object behavior, is related with access to the program objects. Such program objects have to be
storable and transportable for database processing, therefore they usually are named as persistent objects. Inside a
database, all the relations with a persistent program object are relations with its object identifier (OID). All of these
points can be addressed in a proper relational system, although the SQL standard and its implementations impose
arbitrary restrictions and additional complexityWikipedia:Citing sources
In object-oriented programming (OOP) object behavior is described through the methods (object functions). The 
methods denoted by one name are distinguished by the type of their parameters and type of objects for which they 
attached (method signature). The OOP languages call this the polymorphism principle, which briefly is defined as
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"one interface, many implementations". Other OOP principles, inheritance and encapsulation, are related both to
methods and attributes. Method inheritance is included in type inheritance. Encapsulation in OOP is a visibility
degree declared, for example, through the PUBLIC, PRIVATE and PROTECTED modifiers.

History
Object-relational database management systems grew out of research that occurred in the early 1990s. That research
extended existing relational database concepts by adding object concepts. The researchers aimed to retain a
declarative query-language based on predicate calculus as a central component of the architecture. Probably the most
notable research project, Postgres (UC Berkeley), spawned two products tracing their lineage to that research:
Illustra and PostgreSQL.
In the mid-1990s, early commercial products appeared. These included Illustra[1] (Illustra Information Systems,
acquired by Informix Software which was in turn acquired by IBM), Omniscience (Omniscience Corporation,
acquired by Oracle Corporation and became the original Oracle Lite), and UniSQL (UniSQL, Inc., acquired by
KCOMS). Ukrainian developer Ruslan Zasukhin, founder of Paradigma Software, Inc., developed and shipped the
first version of Valentina database in the mid-1990s as a C++ SDK. By the next decade, PostgreSQL had become a
commercially viable database and is the basis for several products today which maintain its ORDBMS features.
Computer scientists came to refer to these products as "object-relational database management systems" or
ORDBMSs.[2]

Many of the ideas of early object-relational database efforts have largely become incorporated into SQL:1999 via
structured types. In fact, any product that adheres to the object-oriented aspects of SQL:1999 could be described as
an object-relational database management product. For example, IBM's DB2, Oracle database, and Microsoft SQL
Server, make claims to support this technology and do so with varying degrees of success.

Comparison to RDBMS
An RDBMS might commonly involve SQL statements such as these:

   CREATE TABLE Customers  (

       Id          CHAR(12)    NOT NULL PRIMARY KEY,

       Surname     VARCHAR(32) NOT NULL,

       FirstName   VARCHAR(32) NOT NULL,

       DOB         DATE        NOT NULL

    );

    SELECT InitCap(Surname) || ', ' || InitCap(FirstName)

      FROM Customers

     WHERE Month(DOB) = Month(getdate())

       AND Day(DOB) = Day(getdate())

Most current[3] SQL databases allow the crafting of custom functions, which would allow the query to appear as:

    SELECT Formal(Id)

      FROM Customers

     WHERE Birthday(DOB) = Today()

In an object-relational database, one might see something like this, with user-defined data-types and expressions
such as BirthDay():

    CREATE TABLE Customers (

      Id           Cust_Id     NOT NULL  PRIMARY KEY,
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      Name         PersonName  NOT NULL,

      DOB          DATE        NOT NULL

    );

    SELECT Formal( C.Id )

      FROM Customers C

     WHERE BirthDay ( C.DOB ) = TODAY;

The object-relational model can offer another advantage in that the database can make use of the relationships
between data to easily collect related records. In an address book application, an additional table would be added to
the ones above to hold zero or more addresses for each customer. Using a traditional RDBMS, collecting information
for both the user and their address requires a "join":

     SELECT InitCap(C.Surname) || ', ' || InitCap(C.FirstName), A.city

       FROM Customers C join Addresses A ON A.Cust_Id=C.Id -- the join

      WHERE A.city="New York"

The same query in an object-relational database appears more simply:

    SELECT Formal( C.Name )

      FROM Customers C

     WHERE C.address.city="New York" -- the linkage is 'understood' by 

the ORDB
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Object-relational impedance mismatch
The object-relational impedance mismatch is a set of conceptual and technical difficulties that are often
encountered when a relational database management system (RDBMS) is being used by a program written in an
object-oriented programming language or style; particularly when objects or class definitions are mapped in a
straightforward way to database tables or relational schema.
The term object-relational impedance mismatch is derived from the electrical engineering term impedance matching.

Mismatches

Object-oriented concepts

Encapsulation

Object-oriented programs are designed with techniques that result in encapsulated objects whose representation is
hidden. In an object-oriented framework, the underlying properties of a given object are expected to be unexposed to
any interface outside of the one implemented alongside the object. However, object-relational mapping necessarily
exposes the underlying content of an object to interaction with an interface that the object implementation cannot
specify. Hence, object-relational mapping violates the encapsulation of the object.

Accessibility

In relational thinking, "private" versus "public" access is relative to need rather than being an absolute characteristic
of the data's state, as in the OO model. The relational and OO models often have conflicts over relativity versus
absolutism of classifications and characteristics.

Interface, class, inheritance and polymorphism

Under an object-oriented paradigm, objects have interfaces that together provide the only access to the internals of
that object. The relational model, on the other hand, utilizes derived relation variables (views) to provide varying
perspectives and constraints to ensure integrity. Similarly, essential OOP concepts for classes of objects, inheritance
and polymorphism are not supported by relational database systems.

Mapping to relational concepts

A proper mapping between relational concepts and object-oriented concepts can be made if relational database tables
are linked to associations found in object-oriented analysis.

Data type differences
A major mismatch between existing relational and OO languages is the type system differences. The relational
model strictly prohibits by-reference attributes (or pointers), whereas OO languages embrace and expect
by-reference behavior. Scalar types and their operator semantics are also very often subtly to vastly different
between the models, causing problems in mapping.
For example, most SQL systems support string types with varying collations and constrained maximum lengths
(open-ended text types tend to hinder performance), while most OO languages consider collation only as an
argument to sort routines and strings are intrinsically sized to available memory. A more subtle, but related example
is that SQL systems often ignore trailing white space in a string for the purposes of comparison, whereas OO string
libraries do not. It is typically not possible to construct new data types as a matter of constraining the possible values
of other primitive types in an OO language.
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Structural and integrity differences
Another mismatch has to do with the differences in the structural and integrity aspects of the contrasted models. In
OO languages, objects can be composed of other objects—often to a high degree—or specialize from a more general
definition. This may make the mapping to relational schemas less straightforward. This is because relational data
tends to be represented in a named set of global, unnested relation variables. Relations themselves, being sets of
tuples all conforming to the same headerWikipedia:Please clarify do not have an ideal counterpart in OO languages.
Constraints in OO languages are generally not declared as such, but are manifested as exception raising protection
logic surrounding code that operates on encapsulated internal data. The relational model, on the other hand, calls for
declarative constraints on scalar types, attributes, relation variables, and the database as a whole.

Manipulative differences
The semantic differences are especially apparent in the manipulative aspects of the contrasted models, however. The
relational model has an intrinsic, relatively small and well defined set of primitive operators for usage in the query
and manipulation of data, whereas OO languages generally handle query and manipulation through custom-built or
lower-level, case and physical access path specific imperative operations. Some OO languages do have support for
declarative query sub-languages, but because OO languages typically deal with lists and perhaps hash-tables, the
manipulative primitives are necessarily distinct from the set-based operations of the relational model.[citation needed]

Transactional differences
The concurrency and transaction aspects are significantly different also. In particular, relational database
transactions, as the smallest unit of work performed by databases, are much larger than any operations performed by
classes in OO languages. Transactions in relational databases are dynamically bounded sets of arbitrary data
manipulations, whereas the granularity of transactions in OO languages is typically individual assignments of
primitive typed fields. OO languages typically have no analogue of isolation or durability as well and atomicity and
consistency are only ensured for said writes of primitive typed fields.

Solving impedance mismatch
Solving the impedance mismatch problem for object-oriented programs starts with recognition of the differences in
the specific logic systems being employed, then either the minimization or compensation of the mismatch.

Minimization
There have been some attempts at building object-oriented database management systems (OODBMS) that would
avoid the impedance mismatch problem. They have been less successful in practice than relational databases
however, partly due to the limitations of OO principles as a basis for a data model.[1] There has been research
performed in extending the database-like capabilities of OO languages through such notions as transactional
memory.
One common solution to the impedance mismatch problem is to layer the domain and framework logic. In this
scheme, the OO language is used to model certain relational aspects at runtime rather than attempt the more static
mapping. Frameworks which employ this method will typically have an analogue for a tuple, usually as a "row" in a
"dataset" component or as a generic "entity instance" class, as well as an analogue for a relation. Advantages of this
approach may include:
•• Straightforward paths to build frameworks and automation around transport, presentation, and validation of

domain data.
•• Smaller code size; faster compile and load times.
•• Ability for the schema to change dynamically.
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•• Avoids the name-space and semantic mismatch issues.
•• Expressive constraint checking
•• No complex mapping necessary
Disadvantages may include:
•• Lack of static type "safety" checks. Typed accessors are sometimes utilized as one way to mitigate this.
•• Possible performance cost of runtime construction and access.
• Inability to natively utilize uniquely OO aspects, such as polymorphism.

Alternative architectures
The rise of XML databases and XML client structures has motivated other alternative architectures to get around the
impedance mismatch challenges. These architectures use XML technology in the client (such as XForms) and native
XML databases on the server that use the XQuery language for data selection. This allows a single data model and a
single data selection language (XPath) to be used in the client, in the rules engines and on the persistence server.[2]

Compensation
The mixing of levels of discourse within OO application code presents problems, but there are some common
mechanisms used to compensate. The biggest challenge is to provide framework support, automation of data
manipulation and presentation patterns, within the level of discourse in which the domain data is being modeled. To
address this, reflection and/or code generation are utilized. Reflection allows code (classes) to be addressed as data
and thus provide automation of the transport, presentation, integrity, etc. of the data. Generation addresses the
problem through addressing the entity structures as data inputs for code generation tools or meta-programming
languages, which produce the classes and supporting infrastructure en masse. Both of these schemes may still be
subject to certain anomalies where these levels of discourse merge. For instance, generated entity classes will
typically have properties which map to the domain (e. g. Name, Address) as well as properties which provide state
management and other framework infrastructure (e. g. IsModified).

Contention
It has been argued, by Christopher J. Date and others, that a truly relational DBMS would pose no such problem, as
domains and classes are essentially one and the same thing. A naïve mapping between classes and relational
schemata is a fundamental design mistake; and that individual tuples within a database table (relation) ought to be
viewed as establishing relationships between entities; not as representations for complex entities themselves.
However, this view tends to diminish the influence and role of object oriented programming, using it as little more
than a field type management system.
The impedance mismatch in programming between the domain objects and the user interface. Sophisticated user
interfaces, to allow operators, managers, and other non-programmers to access and manipulate the records in the
database, often require intimate knowledge about the nature of the various database attributes (beyond name and
type). In particular, it's considered a good practice (from an end-user productivity point of view) to design user
interfaces such that the UI prevents illegal transactions (those which cause a database constraint to be violated) from
being entered; to do so requires much of the logic present in the relational schemata to be duplicated in the code.
Certain code-development frameworks can leverage certain forms of logic that are represented in the database's
schema (such as referential integrity constraints), so that such issues are handled in a generic and standard fashion
through library routines rather than ad hoc code written on a case-by-case basis.
It has been argued that SQL, due to a very limited set of domain types (and other alleged flaws) makes proper object 
and domain-modelling difficult; and that SQL constitutes a very lossy and inefficient interface between a DBMS and 
an application program (whether written in an object-oriented style or not). However, SQL is currently the only
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widely accepted common database language in the marketplace; use of vendor-specific query languages is seen as a
bad practice when avoidable. Other database languages such as Business System 12 and Tutorial D have been
proposed; but none of these has been widely adopted by DBMS vendors.
In current versions of mainstream "object-relational" DBMSs like Oracle and Microsoft SQL Server, the above point
may be a non-issue. With these engines, the functionality of a given database can be arbitrarily extended through
stored code (functions and procedures) written in a modern OO language (Java for Oracle, and a Microsoft.NET
language for SQL Server), and these functions can be invoked in-turn in SQL statements in a transparent fashion:
that is, the user neither knows nor cares that these functions/procedures were not originally part of the database
engine. Modern software-development paradigms are fully supported: thus, one can create a set of library routines
that can be re-used across multiple database schemas.
These vendors decided to support OO-language integration at the DBMS back-end because they realized that,
despite the attempts of the ISO SQL-99 committee to add procedural constructs to SQL, SQL will never have the
rich set of libraries and data structures that today's application programmers take for granted, and it is reasonable to
leverage these as directly as possible rather than attempting to extend the core SQL language. Consequently, the
difference between "application programming" and "database administration" is now blurred: robust implementation
of features such as constraints and triggers may often require an individual with dual DBA/OO-programming skills,
or a partnership between individuals who combine these skills. This fact also bears on the "division of responsibility"
issue below.
Some, however, would point out that this contention is moot due to the fact that: (1) RDBMSes were never intended
to facilitate object modelling, and (2) SQL generally should only be seen as a "lossy" or "inefficient" interface
language when one is trying to achieve a solution for which RDBMSes were not designed. SQL is very efficient at
doing what it was designed to do, namely, to query, sort, filter, and store large sets of data. Some would additionally
point out that the inclusion of OO language functionality in the back-end simply facilitates bad architectural practice,
as it admits high-level application logic into the data tier, antithetical to the RDBMS.
Here the "canonical" copy of state is located. The database model generally assumes that the database management
system is the only authoritative repository of state concerning the enterprise; any copies of such state held by an
application program are just that — temporary copies (which may be out of date, if the underlying database record
was subsequently modified by a transaction). Many object-oriented programmers prefer to view the in-memory
representations of objects themselves as the canonical data, and view the database as a backing store and persistence
mechanism.
The proper division of responsibility between application programmers and database administrators (DBA). It is
often the case that needed changes to application code (in order to implement a requested new feature or
functionality) require corresponding changes in the database definition; in most organizations, the database
definition is the responsibility of the DBA. Due to the need to maintain a production database system 24 hours a day;
many DBAs are reluctant to make changes to database schemata that they deem gratuitous or superfluous; and in
some cases outright refuse to do so. Use of developmental databases (apart from production systems) can help
somewhat; but when the newly developed application "goes live"; the DBA will need to approve any changes. Some
programmers view this as intransigence; however the DBA is frequently held responsible if any changes to the
database definition cause a loss of service in a production system—as a result, many DBAs prefer to contain design
changes to application code, where design defects are far less likely to have catastrophic consequences.
In organizations where the relationship between DBAs and application programmers is not dysfunctional, the above
point is a non-issue, and the decision as to whether to change a schema or not is driven by business needs. If new
functionality is mandated, and it requires the capture of information that must be persisted, schema enhancements to
achieve persistence are the logical first step. Certain schema modifications (including addition of indexes) will also
be acceptable if they dramatically improve performance of a critical application. But schema modifications that
might serve no purpose beyond making a programmer's life modestly easier would be vetoed if they result in
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unacceptable design decisions such as denormalization of transactional schemas.

Philosophical differences
Key philosophical differences between the OO and relational models can be summarized as follows:
• Declarative vs. imperative interfaces — Relational thinking tends to use data as interfaces, not behavior as

interfaces. It thus has a declarative tilt in design philosophy in contrast to OO's behavioral tilt. (Some relational
proponents propose using triggers, stored procedures, etc. to provide complex behavior, but this is not a common
viewpoint.)

• Schema bound — Objects do not have to follow a "parent schema" for which attributes or accessors an object
has, while table rows must follow the entity's schema. A given row must belong to one and only one entity. The
closest thing in OO is inheritance, but it is generally tree-shaped and optional. A dynamic form of relational tools
that allows ad hoc columns may relax schema bound-ness, but such tools are currently rare.

• Access rules — In relational databases, attributes are accessed and altered through predefined relational
operators, while OO allows each class to create its own state alteration interface and practices. The "self-handling
noun" viewpoint of OO gives independence to each object that the relational model does not permit. This is a
"standards versus local freedom" debate. OO tends to argue that relational standards limit expressiveness, while
relational proponents suggest the rule adherence allows more abstract math-like reasoning, integrity, and design
consistency.

• Relationship between nouns and actions — OO encourages a tight association between operations (actions) and
the nouns (entities) that the operations operate on. The resulting tightly bound entity containing both nouns and
the operations is usually called a class, or in OO analysis, a concept. Relational designs generally do not assume
there is anything natural or logical about such tight associations (outside of relational operators).

• Uniqueness observation — Row identities (keys) generally have a text-representable form, but objects do not
require an externally viewable unique identifier.

• Object identity — Objects (other than immutable ones) are generally considered to have a unique identity; two
objects which happen to have the same state at a given point in time are not considered to be identical. Relations,
on the other hand, have no inherent concept of this kind of identity. That said, it is a common practice to fabricate
"identity" for records in a database through use of globally unique candidate keys; though many consider this a
poor practice for any database record which does not have a one-to-one correspondence with a real world entity.
(Relational, like objects, can use domain keys if they exist in the external world for identification purposes).
Relational systems in practice strive for and support "permanent" and inspect-able identification techniques,
whereas object identification techniques tend to be transient or situational.

• Normalization — Relational normalization practices are often ignored by OO designs. However, this may just be
a bad habit instead of a native feature of OO. An alternate view is that a collection of objects, interlinked via
pointers of some sort, is equivalent to a network database; which in turn can be viewed as an extremely
denormalized relational database.

• Schema inheritance — Most relational databases do not support schema inheritance. Although such a feature
could be added in theory to reduce the conflict with OOP, relational proponents are less likely to believe in the
utility of hierarchical taxonomies and sub-typing because they tend to view set-based taxonomies or classification
systems as more powerful and flexible than trees. OO advocates point out that inheritance/subtyping models need
not be limited to trees (though this is a limitation in many popular OO languages such as Java), but non-tree OO
solutions are seen as more difficult to formulate than set-based variation-on-a-theme management techniques
preferred by relational. At the least, they differ from techniques commonly used in relational algebra.

• Structure vs. behaviour — OO primarily focuses on ensuring that the structure of the program is reasonable 
(maintainable, understandable, extensible, reusable, safe), whereas relational systems focus on what kind of 
behaviour the resulting run-time system has (efficiency, adaptability, fault-tolerance, liveness, logical integrity, 
etc.). Object-oriented methods generally assume that the primary user of the object-oriented code and its
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interfaces are the application developers. In relational systems, the end-users' view of the behaviour of the system
is sometimes considered to be more important. However, relational queries and "views" are common techniques
to re-represent information in application- or task-specific configurations. Further, relational does not prohibit
local or application-specific structures or tables from being created, although many common development tools
do not directly provide such a feature, assuming objects will be used instead. This makes it difficult to know
whether the stated non-developer perspective of relational is inherent to relational, or merely a product of current
practice and tool implementation assumptions.

• Set vs. graph relationships — The relationship between different items (objects or records) tend to be handled
differently between the paradigms. Relational relationships are usually based on idioms taken from set theory,
while object relationships lean toward idioms adopted from graph theory (including trees). While each can
represent the same information as the other, the approaches they provide to access and manage information differ.

As a result of the object-relational impedance mismatch, it is often argued by partisans on both sides of the debate
that the other technology ought to be abandoned or reduced in scope. Some database advocates view traditional
"procedural" languages as more compatible with an RDBMS than many OO languages; or suggest that a less
OO-style ought to be used. (In particular, it is argued that long-lived domain objects in application code ought not to
exist; any such objects that do exist should be created when a query is made and disposed of when a transaction or
task is complete). On the other hand, many OO advocates argue that more OO-friendly persistence mechanisms,
such as OODBMS, ought to be developed and used, and that relational technology ought to be phased out. Of course,
it should be pointed out that many (if not most) programmers and DBAs do not hold either of these viewpoints; and
view the object-relational impedance mismatch as a mere fact of life that information technology has to deal with.
It is also argued that the O/R mapping is paying off in some situations, but is probably oversold: it has advantages
besides drawbacks. Skeptics point out that it is worth to think carefully before using it, as it will add little value in
some cases.[3]
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Object-relational mapping
Not to be confused with Object-Role Modeling.

Object-relational mapping (ORM, O/RM, and O/R mapping) in computer software is a programming technique
for converting data between incompatible type systems in object-oriented programming languages. This creates, in
effect, a "virtual object database" that can be used from within the programming language. There are both free and
commercial packages available that perform object-relational mapping, although some programmers opt to create
their own ORM tools.

Overview
Data management tasks in object-oriented (OO) programming are typically implemented by manipulating objects
that are almost always non-scalar values. For example, consider an address book entry that represents a single person
along with zero or more phone numbers and zero or more addresses. This could be modeled in an object-oriented
implementation by a "Person object" with attributes/fields to hold each data item that the entry comprises: the
person's name, a list of phone numbers, and a list of addresses. The list of phone numbers would itself contain
"PhoneNumber objects" and so on. The address book entry is treated as a single object by the programming language
(it can be referenced by a single variable containing a pointer to the object, for instance). Various methods can be
associated with the object, such as a method to return the preferred phone number, the home address, and so on.
However, many popular database products such as structured query language database management systems (SQL
DBMS) can only store and manipulate scalar values such as integers and strings organized within tables. The
programmer must either convert the object values into groups of simpler values for storage in the database (and
convert them back upon retrieval), or only use simple scalar values within the program. Object-relational mapping is
used to implement the first approach.
The heart of the problem is translating the logical representation of the objects into an atomized form that is capable
of being stored on the database, while somehow preserving the properties of the objects and their relationships so
that they can be reloaded as an object when needed. If this storage and retrieval functionality is implemented, the
objects are then said to be persistent.

Comparison with traditional data access techniques
Compared to traditional techniques of exchange between an object-oriented language and a relational database,
ORM often reduces the amount of code that needs to be written.[1]

Disadvantages of O/R mapping tools generally stem from the high level of abstraction obscuring what is actually
happening in the implementation code. Also, heavy reliance on ORM software has been cited as a major factor in
producing poorly designed databases.[2]

NoSQL (Not Only SQL) databases
Another approach is to use an object-oriented database management system (OODBMS) or document-oriented
databases such as native XML databases that provide more flexibility in data modeling. OODBMSs are databases
designed specifically for working with object-oriented values. Using an OODBMS eliminates the need for
converting data to and from its SQL form, as the data is stored in its original object representation and relationships
are directly represented, rather than requiring join tables/operations.
Document oriented databases also prevent the user from having to "shred" objects into table rows. Many of these
systems also support the XQuery query language to retrieve datasets.

http://en.wikipedia.org/w/index.php?title=Object-Role_Modeling
http://en.wikipedia.org/w/index.php?title=Computer_programming
http://en.wikipedia.org/w/index.php?title=Type_system
http://en.wikipedia.org/w/index.php?title=Object-oriented
http://en.wikipedia.org/w/index.php?title=Object_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Scalar_%28computing%29
http://en.wikipedia.org/w/index.php?title=Object_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Attribute_%28computing%29
http://en.wikipedia.org/w/index.php?title=DBMS
http://en.wikipedia.org/w/index.php?title=Scalar_%28computing%29
http://en.wikipedia.org/w/index.php?title=Persistence_%28computer_science%29


Object-relational mapping 1295

Object-oriented databases tend to be used in complex, niche applications. One of the arguments against using an
OODBMS is that switching from an SQL DBMS to a purely object-oriented DBMS means that you may lose the
capability to create application independent queries for retrieving ad hoc combinations of data without restriction to
access path.[citation needed] For this reason, many programmers find themselves more at home with an object-SQL
mapping system, even though most object-oriented databases are able to process SQL queries to a limited extent.
Other OODBMS (such as RavenDB ) provide replication to SQL databases, as a means of addressing the need for ad
hoc queries, while preserving has well-known query patterns.

Challenges
There are a variety of difficulties that arise when considering how to match an object system to a relational database.
These difficulties are referred to as the object-relational impedance mismatch.
An alternative to implementing ORM is use of the native procedural languages provided with every major database
on the market. These can be called from the client using SQL statements. The Data Access Object (DAO) design
pattern is used to abstract these statements and offer a lightweight object-oriented interface to the rest of the
application.
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Polymorphic association
Polymorphic association is a term used in discussions of Object-Relational Mapping with respect to the problem of
representing in the relational database domain, a relationship from one class to multiple classes. In statically typed
languages such as Java these multiple classes are subclasses of the same superclass. In languages with duck typing,
such as Ruby, this is not necessarily the case.

References
Java Persistence with HIBERNATE, Chapter 5, Bauer, Christian & Gavin, King, Manning, copyright 2007, ISBN
1-932394-8-5

External links
• Hibernate Home Page [1]
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Polyinstantiation
Polyinstantiation in computer science is the concept of type (class, database row or otherwise) being instantiated
into multiple independent instances (objects, copies). It may also indicate, such as in the case of database
polyinstantiation, that two different instances have the same name (identifier, primary key).

Operating system security
In Operating system security, polyinstantiation is the concept of creating a user or process specific view of a shared
resource. I.e. Process A cannot affect process B by writing malicious code to a shared resource, such as UNIX
directory /tmp.
Polyinstantiation of shared resources have similar goals as process isolation, an application of virtual memory, where
processes are assigned their own isolated virtual address space to prevent process A writing into the memory space
of process B.

Database
In databases, polyinstantiation is database-related SQL (structured query language) terminology. It allows a relation
to contain multiple rows with the same primary key; the multiple instances are distinguished by their security levels.
It occurs because of mandatory policy. Depending on the security level established, one record contains sensitive
information, and the other one does not, that is, a user will see the record's information depending on his/her level of
confidentiality previously dictated by the company's policy
Consider the following table, where the primary key is Name and λ(x) is the security level:
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Name λ(Name) Age λ(Age) λ

Alice S 18 TS TS

Bob S 22 S S

Bob S 33 TS TS

Trudy TS 15 TS TS

Although useful from a security standpoint, polyinstantiation raises several problems:
•• Moral scrutiny, since it involves lying
•• Providing consistent views
•• Explosion in the number of rows

Cryptography
In cryptography, polyinstantiation is the existence of a cryptographic key in more than one secure physical location.

References

Single Table Inheritance
Single table inheritance is a way to emulate object-oriented inheritance in a relational database. When mapping
from a database table to an object in an object-oriented language, a field in the database identifies what class in the
hierarchy the object belongs to.[1] In Ruby on Rails the field in the table called 'type' identifies the name of the class.
In .NET Framework, it is called the Discriminator column.
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Versant Object Database

Versant Object Database

Developer(s) Versant Corporation

Stable release 8.0.2.15 / October 1, 2012

Development status Active

Written in Java, C, C#, C++, Smalltalk, Python

Operating system Cross-platform Solaris, Linux, Windows (NT thru Vista), AIX, HP-UX (both 32 and 64 bit for all platforms)

Type Object Database

License All rights reserved

Website www.versant.com [1]

Versant Object Database (VOD) is an object database software product developed by Versant Corporation.
The Versant Object Database enables developers using object oriented languages to transactionally store their
information by allowing the respective language to act as the Data Definition Language (DDL) for the database. In
other words, the memory model is the database schema model.[2]

In general, persistence in VOD in implemented by declaring a list of classes, then providing a transaction
demarcation application programming interface to use cases. Respective language integrations adhere to the
constructs of that language, including syntactic and directive sugars.
Additional APIs exist, beyond simple transaction demarcation, providing for the more advanced capabilities
necessary to address practical issues found when dealing with performance optimization and scalability for systems
with large amounts of data, many concurrent users, network latency, disk bottlenecks, etc.

Feature highlights
• Transparent object persistence from C++, Java and .NET
• Support for standards, e.g., JDO
• Seamless database distribution
• Enterprise-class high availability
• Dynamic schema evolution
•• Low administration
• Multithreading, multisession
• End-to-end object architecture
• Fine-grained concurrency control
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Supported languages
Primary supported languages are Java, C# and C++. Versant also has language support for Smalltalk and Python.

Query systems
VOD supports queries via a server side indexing and query execution engine. Query support includes both a
Versant-specific and a standards-based query language syntax. Versant provides this query capability in a number of
forms depending on the developer's chosen language binding. For example, in Java VOD provides VQL (Versant
Query Language), JDOQL, EJB QL and OQL. In C++ Versant provides VQL and OQL, with C# support for VQL,
OQL and LINQ. VOD will do optimization of query execution based on available attribute indexes. Versant also has
support for standard SQL queries against the Versant database using ODBC/JDBC drivers.

Versant Query Language
The native Versant Query Language (VQL) is similar to SQL92. It is a string based implementation which allows
parameterized runtime binding. The difference is that instead of targeting tables and columns, it targets classes and
attributes.
Other object-oriented elements apply to query processing. For example, a query targeting a super class will return all
instances of concrete subclasses that satisfy the query predicate. VOD is a distributed database: a logical database
can be composed of many physical database nodes, with queries are performed in parallel.
Versant query support includes most of the core concepts found in relational query languages including: pattern
matching, join, set operators, orderby, existence, distinct, projections, numerical expressions, indexing, cursors, etc.

Indexing
VOD supports indexes on large collections. However it is not necessary to have a collection in order to have a
queryable object with a usable index. Unlike other OODB implementations, any object in a Versant database is
indexable and accessible via query. Indexes can be placed on attributes of classes and those classes can then be the
target of a query operation. Indexes can be hash, b-tree, unique, compound, virtual and can be created online either
using a utility, via a graphical user interface or via an API call.

Large collection support
VOD provides pagination support for large collections using a special node based implementation. These collections
are designed in such a way that access is done so that only nodes needed by the client are brought resident into
memory, instead of having to load the entire collection.
These large collections are created and operated on just as other persistent collection classes. The interface is also
consistent with the appropriate language constructs. For example C++ Standard Template Library, Java iterators, C#
enumerables, etc.
Collections of objects by default are only a collection of object identifiers. So, these can be very large, yet have a
small resident memory footprint. To iterate the collection, objects are dereferenced into client memory space in
either a configurable batch mode or one at a time. A query on the collection can be done using the “in” operator (or
other set based operators like subset_of, superset_of, etc.) without loading the collection to the client memory space.
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Data replication
There are several mechanisms for replication on VOD that depend on the motivation behind the replication. It is for
high availability or for distribution or integration.

High availability
Versant does synchronous pair replication. Full replication for fault tolerance only requires installation of one
configuration file specifying the buddy node names: New connections notice the existence of the replica file and on
connect, check the file for a buddy pair and if it exists, connect to both buddies. This could be a distributed database
so that there are many buddy pairs. Then all transactional changes are committed synchronously to the buddy
database server processes.
If any one of the databases in the buddy pair should become unreachable, the in-flight transactions are handled so
that there is no commit failure, instead in-flight transactions on node failure will continue to the node that is still
alive in the buddy pair. On the machine where the node is still alive and processing transactions, a new process will
start that monitors for the crashed database to become accessible again. Once the previously failed node is alive, the
monitoring process starts replicating all changes that have occurred since the time of failure to bring the two buddies
back into full synchronization. Once they are in full sync, a flag is set and on the next transaction clients will move
back to full synchronous operation. All of this is handled without any user involvement.
In the case of extreme failure, like a broken disk drive, etc., the replicated node can be recreated from an online
backup of the live node. Simply install a new disk drive, take an online backup of the live node, restore on the failed
machine, start the monitor to sync the last few transactions and restore full replication at clients.

Distribution
Distribution is handled using Versant Asynchronous Replication (VAR), a channel driven, master-slave or
peer-to-peer replication framework with rule based conflict detection and resolution.
An administrator uses a utility to define replication channels. Channels are named entities that define a scope of
replication within a physical node. The “scope” can be anything from full database replication to something as fine
grained as anything definable by a Versant query. Once the channels are defined, applications can register as
listeners on these channels, at which point changes from those channel begin to flow to the respective clients.
These channels provide both persistence and reliable messaging. In the event that a connection is lost between a
registered listener and a channel, ongoing changes will be guaranteed delivery once the connection is re-established.
There are multiple transport protocols that can be configured for optimization in highly reliable LAN networks or
high reliability in unreliable WAN type of environments.
In bi-directional channel replication, a set of conflict detection rules are put in place so that conflicting changes can
be resolved at runtime without disrupting channel activity. There are other forms of data distribution.

http://en.wikipedia.org/w/index.php?title=Online_backup
http://en.wikipedia.org/w/index.php?title=Online_backup
http://en.wikipedia.org/w/index.php?title=Master-slave_%28technology%29
http://en.wikipedia.org/w/index.php?title=Peer-to-peer
http://en.wikipedia.org/w/index.php?title=Rule_based


Versant Object Database 1301

Integration
Usually, integration requires some kind of custom code. Users can connect to both relational and Versant databases
using ORM products. They can load objects either from a relational database or Versant and then with some minor
code implementation, disconnect those objects from the source and write them to a target. This can be used for
import/export in a batch processing mode for integration with other database systems.

Data distribution architecture
VOD handles distributed data processing using a distributed two-phase commit protocol across multiply connected
databases. In this process, VOD uses an internal resource manager that is handling the distributed transactions.
Versant also supports the XA protocol allowing external transaction monitors to control the transactional context, so
for example plug into a CORBA or J2EE application server.
Versant allows object relationships to span physical resource (database) nodes. Shared information referenced from
object graphs that reside in other databases and resolution of that information is transparent at runtime. For example,
several physical databases may hold user information models that are partitioned by account number holding
aggregations on account activities such as trades and then have some more databases holding actual trade models and
these users and trades can be related. A query across all of the user databases and return a user (or set of users), then
as messages are sent to user objects involving trades, the trade models will automatically be resolved across the
distribution. After updates of any of those objects, at commit time Versant will ensure that all changes commit back
to their respective physical nodes in a completely ACID 2phase commit process.
Object id’s are guaranteed to be unique across all physical nodes. Objects could be “moved” from one physical node
to another without any application code changes required.

Schema evolution
Schema evolution is handled via a normal update of the application's class models and then applying those changes
to the operational database. Those schema changes can be applied to an existing database either via a utility or API.
The result is a versioning of the database schema.
Existing objects in the database are lazily evolved to the latest schema version. No object is actually evolved unless
it is made dirty (marked for update) and committed back to the database. In general this means an application with
the new schema will not cause evolution, expect for new and updated objects.
There are utilities that can “crawl” a database slowly evolving all instanced to the latest version by grabbing sets of
them, marking them dirty, committing. This is sometimes desired for embedded or real-time systems where
performance and space needs to be optimized.
In most cases, older clients get patch updates with the new schema in conjunction with updates to the server. The
clients schema version is in sync with the database server. Versant’s loose schema mapping facility can also be used.
This is enabled by a flag in the client so that it does not complain about a mismatch in schema version and instead
filters the incoming objects to match the old schema. Using this facility requires some forethought to avoid any
unintended side effects.
The process goes as follows:
1.1. class definitions are updated, i.e. add new subclasses, add attributes, rename attributes, remove attributes, etc. and

recompile. When the application connects to a Versant database, a schema version mismatch will be detected and
you would normally get an error unless you take some action to avoid the mismatch.

2.2. The schema mismatch can be avoided using a number of techniques.
1.1. a utility can be used to describe the new schema to the database. The utility will show a list of

incompatibilities and ask how you want them to be resolved. Your action will depend on whether you are in
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development, QA, production, etc. Regardless, actions like dropping the existing class, evolving the schema
version and keeping all existing objects, rename and retype, etc, are also possible.

2.2. the evolution process can be automated via connection options. This is normally used in development mode
and allows the schema to automatically evolve any mismatches on connect and continue preserving the
existing objects.

3. specific API’s can be used to dynamically evolve the database schema. This is an advanced topic, involving
what's called Versant runtime classes. Basically, you can create completely dynamic schema structure for the
database so that new classes and attributes can be created on the fly.

3.3. If clients with the older schema continue to operate on the database, loose_schema_mapping in the application
profile file should be set to true.

4.4. Optionally, a utility can be started to crawl the database and force version migration of all existing instances.
The general guidelines for schema evolution are that any schema changes can be made and existing instances
preserved, without having to write custom evolution code, with the exception of two things:
1.1. Changes to the middle of an inheritance hierarchy. Inserting a new class into the middle of a hierarchy is

impossible without losing your existing objects, unless custom code is written to do this operation in a series of
steps.

2.2. Incompatible type changes like Array to a String.
All other forms of evolution like renaming attributes, deleting leaf classes, adding leaf classes, adding new classes,
adding or removing attributes, etc. can be done online and without custom code. If actions like setting non standard
default values for newly added attributes are necessary, this can be done in callback functions within the objects.
There are a set of standard object lifecycle callbacks that get invoked in activities like cache load. Those callbacks
can be used to check for default values and take action if necessary.

Persistent object lifecycle
The lifecycle of an object load can be controlled on a use case basis.
By default, objects are loaded only when they are sent a message. This includes the default behavior for queries
which only return a collection of references to objects that satisfied the query predicate, not the actual objects. When
an object is loaded, all it’s non-reference attributes (primitives) are also loaded and remaining reference types follow
the same pattern as the referencing object.
When a message is sent to an object VOD looks into internal structures to see if the object is already in client
memory. If not, VOS does an RPC to load the object. At the time VOD loads the object, it will also look at the
connections locking strategy to decide how to deal with locking the object on load. VOD supports both global
locking strategies that can be applied to a connection and extremely fine grained control to override behavior for a
particular use case.
Once an object is loaded and locked it stays in the client cache, with an equivalent lock in the server, until one of a
number of events occurs.
The most common event, the current transaction ends with commit. In the default case, this will release the lock and
object from memory. However, note that there are forms of commit that will do combinations of things like, keep the
cache and the locks and start a new transaction, keep the cache, but release the locks and start a new transaction.
These forms and others are used to optimize cache effectiveness when using non-default locking strategies like
optimistic locking or when you have a series of transactions that form a task and operate on the same set of objects.
Another possibility is that your client cache starts to get full. In this case, VOD may decide to swap objects back to 
the server process to make space and do some work that will have to be done at commit anyway. VOD does this in a 
fully transactional way, so that even if modified objects get swapped to the server, they will still be undone if the 
transaction is rolled back. Also, you have the ability to “pin” objects into the client cache to prevent swapping of
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important sets of objects, enabling the use of direct memory pointers without concern for memory faults.
Another possible event is a query call which has the option set to flush the cache of objects in the target class, so that
changed objects currently in your cache become part of the current query execution evaluation.
Other possibilities include API calls that result in explicit release of the object, like a call to refresh or a call to
release.
There are many ways to override the default behavior. Those are in fact commonly used to performance tune on a
use case basis. For example, if you are going to iterate over a collection of 1000 objects, you don’t want to do 1000
RPC’s. Giving the collection of references to a call to groupRead will use a single RPC and load all objects.
Similarly, you can make a call to getClosure which will use groupRead behavior to load all referenced objects in a
graph from the starting point, down to your specified level of reachability. Further, queries have options to set a lock
and load result sets rather than just references or to use cursors. There are API’s to explicitly load objects into cache
and set higher lock levels than the connection defaults, etc.

Achieving persistence
For users of C++, Versant requires that the uppermost class in an inheritance hierarchy inherit from a base class
“PObject”, which handles database activities.
Then there is a file setup, schema.imp, that declares which classes in the model are to be made persistent and that
file is used in a pre-compilation phase where Versant's necessary magicWikipedia:Please clarify is added to the
persistent classes. Finally, the resulting schema.cxx file is compiled and linked with the application.
The pre-compilation phase is done with a utility though note this is typically automatically set up in one's visual
development environment so the process is automatic when a build is done.
When using Java or .NET, this same procedure described above with C++ is accomplished using post-processing
byte code enhancement. One sets up a file that declares which classes are to be persistent and then uses a utility, or
API, or IDE integration to enhance the classes before running or debugging.
Versant provides other Java APIs based on standards JDO and JPA. In those versions of the API, the system adheres
to the standards defined for declaring persistence whether it be some kind of XML or annotation. Enhancement is
then done using a utility (similarly with .NET) or more commonly with Eclipse plug-in or Microsoft Visual Studio
integration during the build process.

Integration with relational databases
A large percentage of Versant’s customers do some form of integration with relational tables. This can be
accomplished in a couple of ways depending on the requirements such as: on-line/off-line, batch based,
transactional, etc.

XA
Versant supports the XA protocol for distributed transactions. This allows participation in online distributed
transactions with relational databases. The interaction with the relational tables can take many forms from custom
code to ORM solutions to J2EE application servers (Entity Relationship Modeling) to message passing to ORBs, etc.
The XA API allows the Versant database to act as a resource controlled by an external transaction monitor
coordinating changes to both Versant and relational databases in the same transactional context.
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ORM
Versant can interact with relational databases using Java ORM technology such as JDO (Java Data Objects) and
Hibernate JPA. These standards-based implementations have the ability to detach objects from their transactional
context and then attach them to another connection. There are restrictions in that Versant requires the application to
use a concept known as database identity in order for replication to work with relations intact. Versant does not
support the ORM form of application identity in anything other than a disconnected data form.

XML
Versant has tools that enable the import and export of XML data. For example, batch based replication of data can be
accomplished by exporting objects from the Versant database as XML, if necessary applying an XSLT transform and
then importing into relational tables. The opposite direction is also possible. With Java, the most common approach
using XML is to dynamically replicate information using JAXB which runtime converts objects into and out of an
XML form. Using JAXB, the Versant database only needs to work with objects rather than importing an XML form.
In essence, XML coming from relational databases are converted to objects at runtime using JAXB and those objects
are then persisted into the Versant database.

Custom code
Users of C++ are especially challenged in integrating with relational databases. Versant provides consulting to help
these customers with their integration challenges, but does not make those solutions, which require customization for
each application, available in a productized form.

Transactions
Versant by default is always implicitly in a transaction when connected to the database. In addition, VOD supports
the XA protocol and apply that to certain standards based API’ such as JDO and JPA which require explicit
transaction demarcation. There is a non-implicit form of transaction where transaction begin/end must be declared.
In order to discard from memory objects that have been modified in the current transaction you can either do it
globally for the current transaction by issuing a rollback which also implicitly starts another transaction or you can
do it in isolation or globally using specific calls within the same transaction.

Locking and caching strategies
Versant by default uses a pessimistic locking strategy to ensure that objects in the database server are in sync with
client access in an ACID way. This is done by using a combination of locks against both schema and instance
objects.
The database server process maintains lock request queues at the object level to control concurrency of access to the
same object. A request for update will establish a queue if there are any existing readers of an object. The request
either goes through when all current readers release their locks or times-out (an exception which can be handled by
client is thrown). Locks are generally released at transaction boundaries. When a queue is established by an update
request, all other subsequent requests fall in queue behind the update request. Once the update request has been
filled, all read requests in the queue rush in and get their read lock, return the object, and if there are no other
updates, the queue disappears. In this architecture, locks are done at the object level so false waits and false
deadlocks do not occur.
Other ways of keeping client caches in sync are, for example, an optimistic locking strategy, using a classic
timestamp mechanism. VOD also provides forms of client cache synchronization using multi-cast. Additionally it
provides an event mechanism where clients can register for triggering events within the database server to be used
for synchronization or for business logic work flow.
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Scalability

Storage
Versant supports, multiple file and multiple process configurations. Data storage is done in a single or multiple files,
but there are supporting files for the logging subsystem (logical and physical log files). These logging files are used
for high performance and scalability under concurrent user loads and for online database backup processes.

Clients
Versant is a multi-user client server database and has production applications with thousands of concurrently
connected users. Thus, Versant can also run linked and embedded in the same address space as the application
process (so it can be also an embedded database).

Performance
Versant uses internal performance and scalability benchmarks to monitor and measure behavior over time across
releases, patches and generations of new hardware.
Versant has done other non-standard benchmarking activities in a public forum.[3] .[4]

Versant ran the 007 benchmarks in the early 90’s but currently doesn’t provide any comparisons because there are no
industry benchmarks that make sense for object databases,
One of the candidates considered was TPC-E, which was supposed to be the new OLTP standard database
benchmark with new complex models aimed at being representative of today’s computing environment. The TPC-E
is based on a financial trading system model. Still, comparative results could not be obtained. The reason is that the
TPC specifies requirements regarding what part of the code resides in the “driver” of the benchmark and what part
resides in “database” functionality. However, the driver to application logic interface is completely defined at the
data level. This means that when measuring relational access you would not incur any overhead for mapping into a
C++ object. The mapping of the raw data into what ever form was necessary in the driver to implement the business
logic was completely outside of the benchmark measurements. When it comes to the object database, you need to
now un-map the C++ objects into the driver data structures and in doing so, measure the cost of that activity as part
of the benchmark timings.
But this is the opposite of a real world application where people write object oriented applications resulting in object
oriented models. In a relational database, you need to map/un-map from objects to the relational data structures. The
TPC-E was written in a way as to exclude the “mapping effect” from the measurements, which by the very nature of
how an object database works means the TPC-E was written in a way that forces measurement of an “un-mapping
effect”, an activity which does not occur in a real world application. Thus with TPC-E, the true cost of computing is
removed for relational and even worse added to object databases.

Add-on Modules
Versant provides add-on modules for deployment or access to its Object Database.
• V/Management Center: V/MC delivers real-time views of performance data and analytical information about the

Versant Object Database. For example, it alerts administrators about potential issues before the database
availability is affected. It's designed as an Eclipse-based RCP client.

•• Versant Compact: Online Database Maintenance.
• Versant FTS: High Availability Database Server.
•• Versant Async Server: Production Database Replication.
•• Versant HA Backup: High Availability Backup Solution.
• Versant SQL: SQL Access & Reporting.
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Applications
Usually the “best kind of application” to use a Versant database are those applications requiring an application
specific database of an OLTP nature. There are certain application characteristics where Versant technology provides
better performance and scalability than traditional relational technology: complex models, large amount of data,
large number of concurrent users.
Thus, VOD is found in applications within many different vertical industries: global trading platforms for large stock
exchanges, network management for large telecommunications providers, intelligence analytics for defense agencies,
reservation systems for large airline/hotel companies, risk management analytics for banking and transportation
organizations, Massively multiplayer online game systems, network security and fraud detection, local number
portability, advanced simulations, social networking, etc..
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Terminology-oriented database
A terminology-oriented database or terminology-oriented database management system is a conceptual
extension of an object-oriented database. It implements concepts defined in a terminology model. Compared with
object-oriented databases, the terminology-oriented database requires some minor conceptual extensions on the
schema level as supporting set relations (super-set, subset, intersection etc.), weak-typed collections or shared
inheritance.
The data model of a terminology-oriented database is high-level; the terminology-oriented database provides
facilities for transforming a terminology model provided by subject area experts completely into a database schema.
The target schema might be the database schema for an object-oriented database as well as a relational database
schema, or even an XML schema. Typically, terminology-oriented databases are not bound on a specific database
type. Since the information content, which can be stored in object-oriented databases and in relational databases, is
identical, data for a terminology-oriented database can be stored theoretically in any type of database as well as in an
XML file. Thus, terminology-oriented databases may support several database systems for storing application data.
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Odaba
ODABA is a terminology-oriented database management system, which is a conceptual extension of an
object-oriented database system, and implements concepts defined in a terminology model. ODABA supports typical
standards and technologies for object-oriented databases, but also terminology-oriented database extensions.
ODABA also behaves like an object-relational database management system, i.e. data is seen as being stored in a
database rather than accessing persistent objects in a programming environment. ODABA supports active data link[1]

(ADL) and provides an ADL-based GUI frame work.

Features
Database access is supported via an application program interface for C++ or .NET programming languages and via
the ODABA Script Interface[2] (OSI). Object Definition Language (ODL) and Object Query Language (OQL)
provided with OSI are ODMG 3.0 conform.
Beside standard models (object model, functional model and dynamic model), ODABA supports a documentation
model and an administration model. In order to be terminology model compliant, several conceptual extensions are
supported as set relations, multilingual attributes, weak-typed collections or hierarchical enumerations
(classifications).
ODABA supports semi-automatic conversion from terminology models to object models and schema conversion
from object model to relational models (MS SQL Server, MySQL, Oracle) which allows storing or mirroring
ODABA data in relational databases or in XML files.

References
[1] Active Data Link (http:/ / www. odaba. com/ content/ downloads/ documentation/ 1. 7_ActiveDataLink. pdf)
[2] ODABA Script Interface (http:/ / www. odaba. com/ content/ downloads/ documentation/ 4. 4_OSI. pdf)

External links
• ODABA (http:/ / www. odaba. com/ content/ products/ odaba)
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Object Data Management Group
The Object Data Management Group (ODMG) was conceived in the summer of 1991 at a breakfast with object
database vendors that was organized by Rick Cattell of Sun Microsystems. In 1998, the ODMG changed its name
from the Object Database Management Group to reflect the expansion of its efforts to include specifications for both
object database and object-relational mapping products.
The primary goal of the ODMG was to put forward a set of specifications that allowed a developer to write portable
applications for object database and object-relational mapping products. In order to do that, the data schema,
programming language bindings, and data manipulation and query languages needed to be portable.
Between 1993 and 2001, the ODMG published five revisions to its specification. The last revision was ODMG
version 3.0, after which the group disbanded.

Major components of the ODMG 3.0 specification
• Object Model. This was based on the Object Management Group's Object Model. The OMG core model was

designed to be a common denominator for object request brokers, object database systems, object programming
languages, etc. The ODMG designed a profile by adding components to the OMG core object model.

• Object Specification Languages. The ODMG Object Definition Language (ODL) was used to define the object
types that conform to the ODMG Object Model. The ODMG Object Interchange Format (OIF) was used to dump
and load the current state to or from a file or set of files.

• Object Query Language (OQL). The ODMG OQL was a declarative (nonprocedural) language for query and
updating. It used SQL as a basis, where possible, though OQL supports more powerful object-oriented
capabilities.

• C++ Language Binding. This defined a C++ binding of the ODMG ODL and a C++ Object Manipulation
Language (OML). The C++ ODL was expressed as a library that provides classes and functions to implement the
concepts defined in the ODMG Object Model. The C++ OML syntax and semantics are those of standard C++ in
the context of the standard class library. The C++ binding also provided a mechanism to invoke OQL.

• Smalltalk Language Binding. This defined the mapping between the ODMG ODL and Smalltalk, which was
based on the OMG Smalltalk binding for the OMG Interface Definition Language (IDL). The Smalltalk binding
also provided a mechanism to invoke OQL.

• Java Language Binding. This defined the binding between the ODMG ODL and the Java programming language
as defined by the Java 2 Platform. The Java binding also provided a mechanism to invoke OQL.

Status
ODMG 3.0 was published in book form in 2000.[1] By 2001, most of the major object database and object-relational
mapping vendors claimed conformance to the ODMG Java Language Binding. Compliance to the other components
of the specification was mixed.[2] In 2001, the ODMG Java Language Binding was submitted to the Java
Community Process as a basis for the Java Data Objects specification. The ODMG member companies then decided
to concentrate their efforts on the Java Data Objects specification. As a result, the ODMG disbanded in 2001.
In 2004, the Object Management Group (OMG) was granted the right to revise the ODMG 3.0 specification as an
OMG specification by the copyright holder, Morgan Kaufmann Publishers. In February 2006, the OMG announced
the formation of the Object Database Technology Working Group (ODBT WG) and plans to work on the 4th
generation of an object database standard [3].

http://en.wikipedia.org/w/index.php?title=Sun_Microsystems
http://en.wikipedia.org/w/index.php?title=Software_portability
http://en.wikipedia.org/w/index.php?title=Language_binding
http://en.wikipedia.org/w/index.php?title=OQL
http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://en.wikipedia.org/w/index.php?title=Smalltalk
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/wiki/Object_Data_Management_Group#endnote_odmgbook
http://en.wikipedia.org/wiki/Object_Data_Management_Group#endnote_factbook
http://en.wikipedia.org/w/index.php?title=Java_Community_Process
http://en.wikipedia.org/w/index.php?title=Java_Community_Process
http://en.wikipedia.org/w/index.php?title=Java_Data_Objects
http://www.odbms.org/About/News/20060218.aspx
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External links
• ODMG Web site: http:/ / www. odbms. org/ ODMG/ disbanded since 2001

ODMG Compliant DBMS
• Orient ODBMS: http:/ / www. OrienTechnologies. com
• Objectivity/DB C++, Java and Smalltalk interfaces.

References
[1] http:/ / en. wikipedia. org/ wiki/ Object_Data_Management_Group#endnote_odmgbook
[2] http:/ / en. wikipedia. org/ wiki/ Object_Data_Management_Group#endnote_factbook
[3] http:/ / www. odbms. org/ About/ News/ 20060218. aspx
[4] http:/ / www. barryandassociates. com/ odmg-compliance. html

List of object database management systems
This is a comparison of notable object database management systems, showing what fundamental object
database features are implemented natively.

Name Current
Stable

Version

Language(s) SQL support Datatypes License Description

Caché 2012.1 ObjectScript
(dynamic

language), Basic.
Java/.NET object

mapping supported.

SQL subset. Object
notation allowed.

Supports
embedded SQL,

dynamic SQL and
xDBC access.

Proprietary MUMPS ancestry. Includes built-in
support for XML, Web/AJAX and an

EMB system called Ensemble.
Supports embedded, client/server and

distributed implementations.

ConceptBase Telos CBQL (based on
Datalog)

no types
but classes

open source,
FreeBSD-style

license

historical db, active rules,
meta-modeling, deductive rules

Db4o 8.0 C#, Java db4o-sql [1] .NET and
Java data

types

GPL,
custom,[2]

proprietary

Native Queries, LINQ support,
automatic schema evolution,

Transparent Activation/Persistence,
replication to RDBMS, Object

Manager plugin for Visual Studio and
Eclipse

GemStone/S 3.1.0.5 Smalltalk None Objects
and code

Proprietary,
free version

available

Persistent, transactional, multi-user
Smalltalk developed by GemTalk

Systems.

NeoDatis ODB C#, Java, Mono LGPL Embedded and Client/Server

http://en.wikipedia.org/w/index.php?title=Craig_L._Russell_%28software_architect%29
http://www.barryandassociates.com/odmg-compliance.html
http://www.odbms.org/ODMG/
http://www.OrienTechnologies.com
http://en.wikipedia.org/w/index.php?title=Objectivity/DB
http://en.wikipedia.org/wiki/Object_Data_Management_Group#endnote_odmgbook
http://en.wikipedia.org/wiki/Object_Data_Management_Group#endnote_factbook
http://www.odbms.org/About/News/20060218.aspx
http://www.barryandassociates.com/odmg-compliance.html
http://en.wikipedia.org/w/index.php?title=Computer_languages
http://en.wikipedia.org/w/index.php?title=Datatypes
http://en.wikipedia.org/w/index.php?title=Software_license
http://en.wikipedia.org/w/index.php?title=Cach%C3%A9_%28software%29
http://en.wikipedia.org/w/index.php?title=Proprietary_software
http://en.wikipedia.org/w/index.php?title=ConceptBase
http://en.wikipedia.org/w/index.php?title=Telos_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Datalog
http://en.wikipedia.org/w/index.php?title=Db4o
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://code.google.com/p/db4o-sql/
http://en.wikipedia.org/w/index.php?title=GPL
http://en.wikipedia.org/w/index.php?title=Proprietary_software
http://en.wikipedia.org/w/index.php?title=Gemstone_%28database%29
http://en.wikipedia.org/w/index.php?title=Smalltalk
http://en.wikipedia.org/w/index.php?title=Proprietary_software
http://en.wikipedia.org/w/index.php?title=GemTalk_Systems
http://en.wikipedia.org/w/index.php?title=GemTalk_Systems
http://en.wikipedia.org/w/index.php?title=NeoDatis_ODB
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Mono_%28software%29
http://en.wikipedia.org/w/index.php?title=LGPL


List of object database management systems 1310

ObjectDatabase++ 3.4 C++, TScript,
.NET

Proprietary Embedded

ObjectDB 2.4.6 Java None, uses JPA or
JDO

Proprietary

Objectivity/DB 10.2.1 C++, C#, Java,
Python, Smalltalk

and XML

SQL superset Proprietary Distributed, Parallel Query Engine

ObjectStore 7.2 (July
2011)

C++, Java,
interoperable with

.NET

SQL subset (also
has own object
query language)

Proprietary Embedded database supporting
efficient, distributed management of

C++ and Java objects. Avoids the
complexities and limitations of ORM
products such as Hibernate by storing

objects directly with their relationships
intact. Uses a page-based mapping

system for fast locking and efficient,
distributed, client-side caching.

ODABA C++, .NET GPL Terminology-oriented database

OpenAccess 2.2 C++ no Proprietary EDA database

OpenLink
Virtuoso

5.0.11 C++, Java/JSP,
ASP, ASPX,
Mono, RDF,
SPARQL,

SPARUL, SQL,
Perl, Python, PHP,

Ruby, XML,
ODBC, JDBC,

ADO.NET, more

SQL 9x/200x GPL or
proprietary

Perst 4.2 Java (including
Java SE, Java ME
& Android), C#
(including .NET,
.NET Compact

Framework, Mono
& Silverlight)

JSQL -
object-oriented
subset of SQL

Java and
.NET data

types

GPL,
Proprietary

Small footprint embedded database.
Diverse indexes and specialized

collection classes; LINQ; replication;
ACID transactions; native full text

search; includes Silverlight, Android
and Java ME demo apps.

Picolisp 3.1.1 Picolisp MIT License DB built into the language

siaqodb 
[3] 3.7 C#, .NET, Mono,

WinRT, Silverlight,
Windows Phone,

Android, iOS,
Unity3D, .NET

Compact
Framework

LINQ .NET data
types,
classes

Commercial NoSQL embedded database for .NET
that runs on .NET, Mono, WinRT, iOS,

Android, WindowsPhone,
Unity3D,Compact Framework

Twig Java Apache license
2.0

Built on Google App Engine's
low-level Datastore API

Versant Object
Database

Proprietary

WakandaDB 4 JavaScript, C++ No support. Use
REST & SSJS

instead

JavaScript
and 4D

data types

AGPL,
proprietary[4]

NoSQL REST / Server-Side JavaScript
engine. Integrates Webkit

JavaScriptCore engine with HTML5 JS
APIs supported on the server. Tables

and columns are replaced by JavaScript
DataClasses and attributes.
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http://en.wikipedia.org/w/index.php?title=Java_Data_Objects
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http://en.wikipedia.org/w/index.php?title=Proprietary_software
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http://en.wikipedia.org/w/index.php?title=Proprietary_software
http://en.wikipedia.org/w/index.php?title=EDA_database
http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=ASPX
http://en.wikipedia.org/w/index.php?title=Resource_Description_Framework
http://en.wikipedia.org/w/index.php?title=SPARUL
http://en.wikipedia.org/w/index.php?title=Python_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=PHP
http://en.wikipedia.org/w/index.php?title=Ruby_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=GNU_GPL
http://en.wikipedia.org/w/index.php?title=Perst
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Java_SE
http://en.wikipedia.org/w/index.php?title=Java_ME
http://en.wikipedia.org/w/index.php?title=Android_%28operating_system%29
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=.NET_Framework
http://en.wikipedia.org/w/index.php?title=.NET_Compact_Framework
http://en.wikipedia.org/w/index.php?title=.NET_Compact_Framework
http://en.wikipedia.org/w/index.php?title=Mono_%28software%29
http://en.wikipedia.org/w/index.php?title=Silverlight
http://en.wikipedia.org/w/index.php?title=GPL
http://en.wikipedia.org/w/index.php?title=Embedded_database
http://en.wikipedia.org/w/index.php?title=Database_index
http://en.wikipedia.org/w/index.php?title=Collection_class
http://en.wikipedia.org/w/index.php?title=LINQ
http://en.wikipedia.org/w/index.php?title=Full_text_search
http://en.wikipedia.org/w/index.php?title=Full_text_search
http://en.wikipedia.org/w/index.php?title=Picolisp
http://en.wikipedia.org/w/index.php?title=MIT_License
http://siaqodb.com/
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=.NET_Framework
http://en.wikipedia.org/w/index.php?title=Mono_%28software%29
http://en.wikipedia.org/w/index.php?title=WinRT
http://en.wikipedia.org/w/index.php?title=Silverlight
http://en.wikipedia.org/w/index.php?title=Windows_Phone
http://en.wikipedia.org/w/index.php?title=Android_%28operating_system%29
http://en.wikipedia.org/w/index.php?title=IOS
http://en.wikipedia.org/w/index.php?title=Unity3D
http://en.wikipedia.org/w/index.php?title=.NET_Compact_Framework
http://en.wikipedia.org/w/index.php?title=.NET_Compact_Framework
http://en.wikipedia.org/w/index.php?title=.NET_Compact_Framework
http://en.wikipedia.org/w/index.php?title=Twig_%28database%29
http://en.wikipedia.org/w/index.php?title=Apache_license
http://en.wikipedia.org/w/index.php?title=Google_App_Engine
http://en.wikipedia.org/w/index.php?title=Datastore_API
http://en.wikipedia.org/w/index.php?title=Proprietary_software
http://en.wikipedia.org/w/index.php?title=Wakanda_%28software%29
http://en.wikipedia.org/w/index.php?title=JavaScript
http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://en.wikipedia.org/w/index.php?title=REST
http://en.wikipedia.org/w/index.php?title=JavaScript
http://en.wikipedia.org/w/index.php?title=4th_Dimension_%28software%29
http://en.wikipedia.org/w/index.php?title=Affero_General_Public_License
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Zope Object
Database

Python, C No support. Object
indexing and

searching is done
through ZCatalog

facility.

Zope Public
License

References
[1] http:/ / code. google. com/ p/ db4o-sql/
[2] http:/ / www. db4o. com/ about/ company/ legalpolicies/ docl. aspx
[3] http:/ / siaqodb. com/
[4] Wakanda Commercial license (http:/ / www. wakanda. org/ license/ commercial)

Comparison of object database management
systems
This is a comparison of notable object database management systems, showing what fundamental object
database features are implemented natively.

Name Current
Stable

Version

Language(s) SQL support Datatypes License Description

Caché 2012.1 ObjectScript
(dynamic

language), Basic.
Java/.NET object

mapping supported.

SQL subset. Object
notation allowed.

Supports
embedded SQL,

dynamic SQL and
xDBC access.

Proprietary MUMPS ancestry. Includes built-in
support for XML, Web/AJAX and an

EMB system called Ensemble.
Supports embedded, client/server and

distributed implementations.

ConceptBase Telos CBQL (based on
Datalog)

no types
but classes

open source,
FreeBSD-style

license

historical db, active rules,
meta-modeling, deductive rules

Db4o 8.0 C#, Java db4o-sql [1] .NET and
Java data

types

GPL,
custom,[1]

proprietary

Native Queries, LINQ support,
automatic schema evolution,

Transparent Activation/Persistence,
replication to RDBMS, Object

Manager plugin for Visual Studio and
Eclipse

GemStone/S 3.1.0.5 Smalltalk None Objects
and code

Proprietary,
free version

available

Persistent, transactional, multi-user
Smalltalk developed by GemTalk

Systems.

NeoDatis ODB C#, Java, Mono LGPL Embedded and Client/Server

ObjectDatabase++ 3.4 C++, TScript,
.NET

Proprietary Embedded

ObjectDB 2.4.6 Java None, uses JPA or
JDO

Proprietary

Objectivity/DB 10.2.1 C++, C#, Java,
Python, Smalltalk

and XML

SQL superset Proprietary Distributed, Parallel Query Engine
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ObjectStore 7.2 (July
2011)

C++, Java,
interoperable with

.NET

SQL subset (also
has own object
query language)

Proprietary Embedded database supporting
efficient, distributed management of

C++ and Java objects. Avoids the
complexities and limitations of ORM
products such as Hibernate by storing

objects directly with their relationships
intact. Uses a page-based mapping

system for fast locking and efficient,
distributed, client-side caching.

ODABA C++, .NET GPL Terminology-oriented database

OpenAccess 2.2 C++ no Proprietary EDA database

OpenLink
Virtuoso

5.0.11 C++, Java/JSP,
ASP, ASPX,
Mono, RDF,
SPARQL,

SPARUL, SQL,
Perl, Python, PHP,

Ruby, XML,
ODBC, JDBC,

ADO.NET, more

SQL 9x/200x GPL or
proprietary

Perst 4.2 Java (including
Java SE, Java ME
& Android), C#
(including .NET,
.NET Compact

Framework, Mono
& Silverlight)

JSQL -
object-oriented
subset of SQL

Java and
.NET data

types

GPL,
Proprietary

Small footprint embedded database.
Diverse indexes and specialized

collection classes; LINQ; replication;
ACID transactions; native full text

search; includes Silverlight, Android
and Java ME demo apps.

Picolisp 3.1.1 Picolisp MIT License DB built into the language

siaqodb 
[3] 3.7 C#, .NET, Mono,

WinRT, Silverlight,
Windows Phone,

Android, iOS,
Unity3D, .NET

Compact
Framework

LINQ .NET data
types,
classes

Commercial NoSQL embedded database for .NET
that runs on .NET, Mono, WinRT, iOS,

Android, WindowsPhone,
Unity3D,Compact Framework

Twig Java Apache license
2.0

Built on Google App Engine's
low-level Datastore API

Versant Object
Database

Proprietary

WakandaDB 4 JavaScript, C++ No support. Use
REST & SSJS

instead

JavaScript
and 4D

data types

AGPL,
proprietary[2]

NoSQL REST / Server-Side JavaScript
engine. Integrates Webkit

JavaScriptCore engine with HTML5 JS
APIs supported on the server. Tables

and columns are replaced by JavaScript
DataClasses and attributes.

Zope Object
Database

Python, C No support. Object
indexing and

searching is done
through ZCatalog

facility.

Zope Public
License
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PostgreSQL, often simply "Postgres", is an open-source object-relational database management system
(ORDBMS) with an emphasis on extensibility and standards-compliance. It is released under the PostgreSQL
License, a free/open source software license, similar to the MIT License. PostgreSQL is developed by the
PostgreSQL Global Development Group, consisting of a handful of volunteers employed and supervised by
companies such as Red Hat and EnterpriseDB. It implements the majority of the SQL:2011 standard, is
ACID-compliant, is fully transactional (including all DDL statements), has extensible updateable views, data-types,
operators, index methods, functions, aggregates, procedural languages, and has a large number of extensions written
by third parties. PostgreSQL runs on many operating-systems including Linux, FreeBSD, Solaris, Microsoft
Windows and Mac OS X.
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The vast majority of Linux distributions have PostgreSQL available in supplied packages. OS X, starting with Lion,
has PostgreSQL server as its standard default database in the server edition, and PostgreSQL client tools in the
desktop edition.

Name
PostgreSQL's developers pronounce it /ˈpoʊstɡrɛsHelp:IPA for English#KeyˌkjuːHelp:IPA for English#Keyˈɛl/;
(Audio sample [2], 5.6k MP3). It is abbreviated as Postgres, its original name. Because of ubiquitous support for the
SQL Standard amongst most relational databases, the community considered changing the name back to Postgres.
However, the PostgreSQL Core Team announced in 2007 that the product would continue to use the name
PostgreSQL. The name refers to the project's origins as a "post-Ingres" database, being a development from
University Ingres DBMS (Ingres being an abbreviation for INteractive Graphics REtrieval System).[3]

History
PostgreSQL evolved from the Ingres project at the University of California, Berkeley. In 1982, the project leader,
Michael Stonebraker, left Berkeley to make a proprietary version of Ingres. He returned to Berkeley in 1985 and
started a post-Ingres project to address the problems with contemporary database systems that had become
increasingly clear during the early 1980s. The new project, POSTGRES, aimed to add the fewest features needed to
completely support types. These features included the ability to define types and to fully describe relationships –
something used widely before but maintained entirely by the user. In Postgres, the database "understood"
relationships, and could retrieve information in related tables in a natural way using rules. Postgres used many of the
ideas of Ingres, but not its code.
Starting in 1986, the team published a number of papers describing the basis of the system, and by 1988 had a
prototype version. The team released version 1 to a small number of users in June 1989, then version 2 with a
re-written rules system in June 1990. Version 3, released in 1991, again re-wrote the rules system, and added support
for multiple storage managers and an improved query engine. By 1993 the great number of users began to
overwhelm the project with requests for support and features. After releasing version 4—primarily a cleanup—the
project ended.
But open-source developers could obtain copies and develop the system further, because Berkeley had released
Postgres under an MIT-style license. In 1994, Berkeley graduate students Andrew Yu and Jolly Chen replaced the
Ingres-based QUEL query language interpreter with one for the SQL query language, creating Postgres95. The code
was released on the web.
In July 1996, Marc Fournier at Hub.Org Networking Services provided the first non-university development server
for the open-source development effort. Along with Bruce Momjian and Vadim B. Mikheev, work began to stabilize
the code inherited from Berkeley. The first open-source version was released on August 1, 1996.
In 1996, the project was renamed to PostgreSQL to reflect its support for SQL. The first PostgreSQL release formed
version 6.0 in January 1997. Since then, the software has been maintained by a group of database developers and
volunteers around the world, coordinating via the Internet.
The PostgreSQL project continues to make major releases (approximately annually) and minor "bugfix" releases, all
available under the same license. Code comes from contributions from proprietary vendors, support companies, and
open-source programmers at large.
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Features

MVCC
PostgreSQL manages concurrency through a system known as multiversion concurrency control (MVCC), which
gives each transaction a "snapshot" of the database, allowing changes to be made without being visible to other
transactions until the changes are committed. This largely eliminates the need for read locks, and ensures the
database maintains the ACID (atomicity, consistency, isolation, durability) principles in an efficient manner.
PostgreSQL offers three levels of transaction isolation: Read Committed, Repeatable Read and Serializable. Because
PostgreSQL is immune to dirty reads, requesting a Read Uncommitted transaction isolation level provides read
committed instead. Prior to PostgreSQL 9.1, requesting Serializable provided the same isolation level as Repeatable
Read. PostgreSQL 9.1 and later support full serializability via the serializable snapshot isolation (SSI) technique.

Procedural languages
Procedural languages allow developers to extend the database with custom subroutines (functions), often called
stored procedures. These functions can be used to build triggers (functions invoked upon modification of certain
data) and custom aggregate functions. Procedural languages can also be invoked without defining a function, using
the "DO" command at SQL level.
Languages are divided into two groups: "Safe" languages are sandboxed and can be safely used by any user.
Procedures written in "unsafe" languages can only be created by superusers, because they allow bypassing the
database's security restrictions, but can also access sources external to the database. Some languages like Perl
provide both safe and unsafe versions.
PostgreSQL has built-in support for three procedural languages:
• Plain SQL (safe). Simpler SQL functions can get expanded inline into the calling (SQL) query, which saves

function call overhead and allows the query optimizer to "see inside" the function.
• PL/pgSQL (safe), which resembles Oracle's PL/SQL procedural language and SQL/PSM.
• C (unsafe), which allows loading custom shared libraries into the database. Functions written in C offer the best

performance, but bugs in code can crash and potentially corrupt the database. Most built-in functions are written
in C.

In addition, PostgreSQL allows procedural languages to be loaded into the database through extensions. Three
language extensions are included with PostgreSQL to support Perl, Python and Tcl. There are external projects to
add support for many other languages, including Java, JavaScript (PL/V8), R.

Indexes
PostgreSQL includes built-in support for regular B-tree and hash indexes, and two types of inverted indexes:
generalized search trees (GiST) and generalized inverted indexes (GIN). Hash indexes are implemented, but
discouraged because they cannot be recovered after a crash or power loss. In addition, user-defined index methods
can be created, although this is quite an involved process. Indexes in PostgreSQL also support the following features:
• Expression indexes can be created with an index of the result of an expression or function, instead of simply the

value of a column.
• Partial indexes, which only index part of a table, can be created by adding a WHERE clause to the end of the
CREATE INDEX statement. This allows a smaller index to be created.

• The planner is capable of using multiple indexes together to satisfy complex queries, using temporary in-memory
bitmap index operations.

• As of PostgreSQL 9.1, k-nearest neighbor (also referred to KNN-GiST) indexing provides efficient searching of 
"closest values" to that specified, useful to finding similar words, or close objects or locations with geospatial
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data. This is achieved without exhaustive matching of values.
•• In PostgreSQL 9.2 and above, index-only scans often allow the system to fetch data from indexes without ever

having to access the main table.

Triggers
Triggers are events triggered by the action of SQL DML statements. For example, an INSERT statement might
activate a trigger that checks if the values of the statement are valid. Most triggers are only activated by either
INSERT or UPDATE statements.
Triggers are fully supported and can be attached to tables. In PostgreSQL 9.0 and above, triggers can be per-column
and conditional, in that UPDATE triggers can target specific columns of a table, and triggers can be told to execute
under a set of conditions as specified in the trigger's WHERE clause. As of PostgreSQL 9.1, triggers can be attached
to views by utilising the INSTEAD OF condition. Views in versions prior to 9.1 can have rules, though. Multiple
triggers are fired in alphabetical order. In addition to calling functions written in the native PL/PgSQL, triggers can
also invoke functions written in other languages like PL/Python or PL/Perl.

Schemas
In PostgreSQL, all objects (with the exception of roles and tablespaces) are held within a schema. Schemas
effectively act like namespaces, allowing objects of the same name to co-exist in the same database. Schemas are
analogous to directories in a file system, except that they cannot be nested, nor is it possible to create a "symbolic
link" pointing to another schema or object.
By default, databases are created with the "public" schema, but any additional schemas can be added, and the public
schema isn't mandatory. A "search_path" determines the order in which schemas are checked on unqualified objects
(those without a prefixed schema), which can be configured on a database or role level. The search path, by default,
contains the special schema name of "$user", which first looks for a schema named after the connected database user
(e.g. if the user "dave" were connected, it would first look for a schema also named "dave" when referring to any
objects). If such a schema is not found, it then proceeds to the next schema. New objects are created in whichever
valid schema (one that presently exists) is listed first in the search path.

Data types
A wide variety of native data types are supported, including:
•• Boolean
• Arbitrary precision numerics
•• Character (text, varchar, char)
•• Binary
•• Date/time (timestamp/time with/without timezone, date, interval)
•• Money
•• Enum
•• Bit strings
•• Text search type
•• Composite
•• HStore (an extension enabled key-value store within Postgres)
•• Arrays (variable length and can be of any data type, including text and composite types) up to 1 GB in total

storage size.
•• Geometric primitives
• IPv4 and IPv6 addresses
• CIDR blocks and MAC addresses
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• XML supporting XPath queries
•• UUID
• JSON (versions 9.2 and up)
In addition, users can create their own data types which can usually be made fully indexable via PostgreSQL's GiST
infrastructure. Examples of these include the geographic information system (GIS) data types from the PostGIS
project for PostgreSQL.
There is also a data type called a "domain", which is the same as any other data type but with optional constraints
defined by the creator of that domain. This means any data entered into a column using the domain will have to
conform to whichever constraints were defined as part of the domain.

Range Types

Starting with PostgreSQL 9.2, a data type that represents a range of data can be used which are called range types.
These can be discrete ranges (e.g. all integer values 1 to 10) or continuous ranges (e.g. any point in time between
10:00am and 11:00am). The built-in range types available include ranges of integers, big integers, decimal numbers,
time stamps (with and without time zone) and dates.
Custom range types can be created to make new types of ranges available, such as IP address ranges using the inet
type as a base, or float ranges using the float data type as a base. Range types support inclusive and exclusive range
boundaries using the [] and () characters respectively. (e.g. '[4,9)' represents all integers starting from and including 4
up to but not including 9.) Range types are also compatible with existing operators used to check for overlap,
containment, right of etc.

User-defined objects
New types of almost all objects inside the database can be created, including:
•• Casts
•• Conversions
•• Data types
•• Domains
•• Functions, including aggregate functions and window functions
•• Indexes including custom indexes for custom types
• Operators (existing ones can be overloaded)
•• Procedural languages

Inheritance
Tables can be set to inherit their characteristics from a "parent" table. Data in child tables will appear to exist in the
parent tables, unless data is selected from the parent table using the ONLY keyword, i.e. SELECT * FROM ONLY
parent_table. Adding a column in the parent table will cause that column to appear in the child table.
Inheritance can be used to implement table partitioning, using either triggers or rules to direct inserts to the parent
table into the proper child tables.
As of 2010[4] this feature is not fully supported yet—in particular, table constraints are not currently inheritable. All
check constraints and not-null constraints on a parent table are automatically inherited by its children. Other types of
constraints (unique, primary key, and foreign key constraints) are not inherited.
Inheritance provides a way to map the features of generalization hierarchies depicted in Entity Relationship
Diagrams (ERD) directly into the PostgreSQL database.
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Rules
Rules allow the "query tree" of an incoming query to be rewritten. Rules, or more properly, "Query Re-Write Rules",
are attached to a table/class and "Re-Write" the incoming DML (select, insert, update, and/or delete) into one or
more queries that either replace the original DML statement or execute in addition to it. Query Re-Write occurs after
DML statement parsing, but before query planning.

Replication

Binary replication

PostgreSQL, beginning from version 9.0, includes built-in binary replication, based on shipping the changes
(write-ahead logs) to slave systems asynchronously.
Version 9.0 also introduced the ability to run read-only queries against these replicated slaves, where earlier versions
would only allow that after promoting them to be a new master. This allows splitting read traffic among multiple
nodes efficiently. Earlier replication software that allowed similar read scaling normally relied on adding replication
triggers to the master, introducing additional load onto it.
Beginning from version 9.1, PostgreSQL also includes built-in synchronous replication that ensures that, for each
write transaction, the master waits until at least one slave node has written the data to its transaction log. Unlike
other database systems, the durability of a transaction (whether it's asynchronous or synchronous) can be specified
per-database, per-user, per-session or even per-transaction. This can be useful for work loads that don't require such
guarantees, and may not be wanted for all data as it will have some negative effect on performance due to the
requirement of the confirmation of the transaction reaching the synchronous standby.
There can be a mixture of synchronous and asynchronous standby servers. A list of synchronous standby servers can
be specified in the configuration which determines which servers are candidates for synchronous replication. The
first in the list which is currently connected and actively streaming is the one that will be used as the current
synchronous server. When this fails, it falls to the next in line.
Synchronous multi-master replication is currently not included in the PostgreSQL core. Postgres-XC which is based
on PostgreSQL provides scalable synchronous multi-master replication and is licensed under the BSD license.
The community has also written some tools to make managing replication clusters easier, such as repmgr.

Trigger-based replication

There are also several asynchronous trigger-based replication packages for PostgreSQL. These remain useful even
after introduction of the expanded core capabilities, for situations where binary replication of an entire database
cluster isn't the appropriate approach:
•• Slony-I
• Londiste, part of SkyTools (developed by Skype)
• Bucardo multi-master replication (developed by Backcountry.com)
• SymmetricDS multi-master, multi-tier replication

Asynchronous notifications
PostgreSQL provides an asynchronous messaging system that is accessed through the NOTIFY, LISTEN and
UNLISTEN commands. A session can issue a NOTIFY command, along with the user-specified channel and an
optional payload, to mark a particular event occurring. Other sessions are able to detect these events by issuing a
LISTEN command, which can listen to a particular channel. This functionality can be used for a wide variety of
purposes, such as letting other sessions know when a table has updated or for separate applications to detect when a
particular action has been performed. Such a system prevents the need for continuous polling by applications to see
if anything has yet changed, and reducing unnecessary overhead. Notifications are fully transactional, in that
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messages aren't sent until the transaction they were sent from is committed. This eliminates the problem of messages
being sent for an action being performed which is then rolled back.
Many of the connectors for PostgreSQL provide support for this notification system (including libpq, JDBC, Npgsql,
psycopg and node.js) so it can be used by external applications.

Security

Internal

Security within the database is managed on a per-role-basis. A role is generally regarded to be a user (a role that can
log in), or a group (a role which other roles are members of). Permissions can be granted or revoked on any object
down to the column level, and can also allow/prevent the creation of new objects at the database, schema or table
levels.
The sepgsql extension (provided with PostgreSQL as of version 9.1) provides an additional layer of security by
integrating with SELinux. This utilises PostgreSQL's SECURITY LABEL feature.

External

PostgreSQL natively supports a broad number of authentication mechanisms including:
•• trust (no enforcement)
•• password (either MD5 or plain-text)
•• GSSAPI
•• SSPI
•• Kerberos
• ident (maps O/S user name as provided by an ident server to database user name)
•• peer (maps local user name to database user name)
•• LDAP
•• RADIUS
•• certificate
•• PAM
The GSSAPI, SSPI, Kerberos, peer, ident and certificate methods can also use a specified "map" file that lists which
users matched by that authentication system are allowed to connect as a specific database user.
These methods are specified in the cluster's host-based authentication configuration file (pg_hba.conf), which
determines what connections are allowed. This allows control over which user can connect to which database, where
they can connect from (IP address/IP address range/domain socket), which authentication system will be enforced,
and whether the connection must use SSL.

Foreign data wrappers
As of version 9.1, PostgreSQL can link to other systems to retrieve data via foreign data wrappers (FDWs). These
can take the form of any data source, such as a file system, another RDBMS, or a web service. This means regular
database queries can use these data sources like regular tables, and even join multiple data sources together.

Other features
• Referential integrity constraints including foreign key constraints, column constraints, and row checks
•• Views

•• Materialized views
•• Updatable views
•• Recursive views
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• Inner, outer (full, left and right), and cross joins
• Sub-selects

•• Correlated sub-queries
• Transactions
•• Supports most of the major features of SQL:2008 standard
• Encrypted connections via SSL
•• Binary and textual large-object storage
•• Online backup
•• In-place upgrades with pg_upgrade (available for upgrading to new major versions from 8.3 upwards)
•• Domains
• Tablespaces
• Savepoints
•• Point-in-time recovery, implemented using write-ahead logging
•• Two-phase commit
• TOAST (The Oversized-Attribute Storage Technique) is used to transparently store large table attributes (such as

big MIME attachments or XML messages) in a separate area, with automatic compression.
• Regular expressions
•• Common table expressions and writable common table expressions
• Embedded SQL is implemented using preprocessor. SQL code is first written embedded into C code. Then code

is run through ECPG preprocessor, which replaces SQL with calls to code library. Then code can be compiled
using a C compiler. Embedding works also with C++ but it does not recognize all C++ constructs.

•• Full text search
•• Per-column collation (from 9.1)

Add-ons
•• MADlib - an open source analytics library for PostgreSQL providing mathematical, statistical and

machine-learning methods for structured and unstructured data.
•• MySQL migration wizard - included with EnterpriseDB's PostgreSQL installer. (source code also available)
•• Performance Wizard - included with EnterpriseDB's PostgreSQL installer. (source code also available)
•• pgRouting - extended PostGIS to provide geospatial routing functionality (GNU GPL)
• PostGIS - a popular add-on which provides support for geographic objects GNU GPL.
•• Postgres Enterprise Manager - a non-free tool consisting of a service, multiple agents, and a GUI which provides

remote monitoring, management, reporting, capacity planning and tuning.
•• ST-Links SpatialKit - Extension for directly connecting to spatial databases.

Upcoming features in 9.4
In order of commit:
•• Concurrent refresh for materialised views
•• FILTER clause for aggregate functions
•• WITH CHECK clause for auto-updatable views
•• WITH ORDINALITY support
•• Multi-argument UNNEST(), and TABLE() syntax
•• ALTER SYSTEM command to change persistent configuration from within database
•• pg_prewarm extension to load relation data into the buffer cache of either the OS or PostgreSQL
•• Ordered-set (WITHIN GROUP) aggregates
•• ALTER TABLESPACE ... MOVE command for moving objects in bulk between tablespaces
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•• Replication slots for automatic WAL tracking to eliminate replication conflicts
•• Many GIN Index enhancements to speed up searching and significantly reduce index size
•• Logical decoding of WAL data into logical changes

Interfaces
PostgreSQL has several forms of interface available and is also widely supported among programming language
libraries. These include:

Built-in
•• libpq - PostgreSQL's official C application interface
•• ECPG - An embedded C system

External
• libpqxx - C++ interface
•• PostgresDAC - PostgresDAC (for Embarcadero RadStudio/Delphi/CBuilder XE-XE3)
•• DBD::Pg - Perl DBI driver
• JDBC - JDBC interface
•• Lua - Lua interface
• Npgsql - .NET data provider
• ST-Links SpatialKit - Link Tool to ArcGIS
• node-postgres - Node.js interface
• pgoledb - OLEDB interface
• psqlODBC - ODBC interface
• psycopg - Python interface (also used by HTSQL)
•• pgtclng - Tcl interface
•• pyODBC - Python library

Platforms

Operating systems
PostgreSQL is available for the following operating systems: Linux (all recent distributions), Windows (Windows
2000 SP4 and later) (compilable by eg. Visual Studio, now with up to most recent 2013 version), DragonFly_BSD,
FreeBSD, OpenBSD, NetBSD, Mac OS X, AIX, BSD/OS, HP-UX, IRIX, OpenIndiana, OpenSolaris, SCO
OpenServer, SCO UnixWare, Solaris and Tru64 Unix. As of 2012, support for the following obsolete systems was
removed: DG/UX, NeXTSTEP, SunOS 4, SVR4, Ultrix 4, and Univel. Most other Unix-like systems should also
work.

Instruction set architectures
PostgreSQL works on any of the following instruction set architectures: x86 and x86-64 on Windows and other
operatings systems; other than Windows: IA-64 Itanium, PowerPC, PowerPC 64, S/390, S/390x, SPARC, SPARC
64, Alpha, ARMv8-A (64-bit)[5] and older ARM (32-bit), MIPS, MIPSel, M68k, and PA-RISC. It is also known to
work on M32R, NS32k, and VAX. In addition to these, it is possible to build PostgreSQL for an unsupported CPU
by disabling spinlocks.

http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://en.wikipedia.org/w/index.php?title=JDBC
http://en.wikipedia.org/w/index.php?title=.NET_Framework
http://en.wikipedia.org/w/index.php?title=ArcGIS
http://en.wikipedia.org/w/index.php?title=Node.js
http://en.wikipedia.org/w/index.php?title=OLEDB
http://en.wikipedia.org/w/index.php?title=HTSQL
http://en.wikipedia.org/w/index.php?title=Linux
http://en.wikipedia.org/w/index.php?title=Windows
http://en.wikipedia.org/w/index.php?title=Visual_Studio
http://en.wikipedia.org/w/index.php?title=DragonFly_BSD
http://en.wikipedia.org/w/index.php?title=FreeBSD
http://en.wikipedia.org/w/index.php?title=OpenBSD
http://en.wikipedia.org/w/index.php?title=NetBSD
http://en.wikipedia.org/w/index.php?title=Mac_OS_X
http://en.wikipedia.org/w/index.php?title=IBM_AIX
http://en.wikipedia.org/w/index.php?title=BSD/OS
http://en.wikipedia.org/w/index.php?title=HP-UX
http://en.wikipedia.org/w/index.php?title=IRIX
http://en.wikipedia.org/w/index.php?title=OpenIndiana
http://en.wikipedia.org/w/index.php?title=OpenSolaris
http://en.wikipedia.org/w/index.php?title=SCO_OpenServer
http://en.wikipedia.org/w/index.php?title=SCO_OpenServer
http://en.wikipedia.org/w/index.php?title=UnixWare
http://en.wikipedia.org/w/index.php?title=Tru64_UNIX
http://en.wikipedia.org/w/index.php?title=DG/UX
http://en.wikipedia.org/w/index.php?title=NeXTSTEP
http://en.wikipedia.org/w/index.php?title=SunOS
http://en.wikipedia.org/w/index.php?title=SVR4
http://en.wikipedia.org/w/index.php?title=Ultrix
http://en.wikipedia.org/w/index.php?title=Univel
http://en.wikipedia.org/w/index.php?title=Instruction_set_architecture
http://en.wikipedia.org/w/index.php?title=X86
http://en.wikipedia.org/w/index.php?title=X86-64
http://en.wikipedia.org/w/index.php?title=Itanium
http://en.wikipedia.org/w/index.php?title=PowerPC
http://en.wikipedia.org/w/index.php?title=S/390
http://en.wikipedia.org/w/index.php?title=IBM_System_z
http://en.wikipedia.org/w/index.php?title=SPARC
http://en.wikipedia.org/w/index.php?title=DEC_Alpha
http://en.wikipedia.org/w/index.php?title=ARMv8
http://en.wikipedia.org/w/index.php?title=64-bit
http://en.wikipedia.org/w/index.php?title=ARMv7
http://en.wikipedia.org/w/index.php?title=32-bit
http://en.wikipedia.org/w/index.php?title=MIPS_architecture
http://en.wikipedia.org/w/index.php?title=MIPSel
http://en.wikipedia.org/w/index.php?title=Motorola_68000_family
http://en.wikipedia.org/w/index.php?title=PA-RISC
http://en.wikipedia.org/w/index.php?title=M32R
http://en.wikipedia.org/w/index.php?title=NS320xx
http://en.wikipedia.org/w/index.php?title=VAX
http://en.wikipedia.org/w/index.php?title=Spinlock


PostgreSQL 1322

Database administration

Open source front-ends and tools

psql

The primary front-end for PostgreSQL is the psql command-line program, which can be used to enter SQL queries
directly, or execute them from a file. In addition, psql provides a number of meta-commands and various shell-like
features to facilitate writing scripts and automating a wide variety of tasks; for example tab completion of object
names and SQL syntax.

pgAdmin

The pgAdmin package is a free and open source graphical user interface administration tool for PostgreSQL, which
is supported on many computer platforms. The program is available in more than a dozen languages. The first
prototype, named pgManager, was written for PostgreSQL 6.3.2 from 1998, and rewritten and released as pgAdmin
under the GPL License in later months. The second incarnation (named pgAdmin II) was a complete rewrite, first
released on January 16, 2002. The third version, pgAdmin III, was originally released under the Artistic License and
then released under the same license as PostgreSQL. Unlike prior versions that were written in Visual Basic,
pgAdmin III is written in C++, using the wxWidgets framework allowing it to run on most common operating
systems.

phpPgAdmin

phpPgAdmin is a web-based administration tool for PostgreSQL written in PHP and based on the popular
phpMyAdmin interface originally written for MySQL administration.

PostgreSQL Studio

PostgreSQL Studio allows users to perform essential PostgreSQL database development tasks from a web-based
console. PostgreSQL Studio allows users to work with cloud databases without the need to open firewalls.

TeamPostgreSQL

AJAX/JavaScript-driven web interface for PostgreSQL. Allows browsing, maintaining and creating data and
database objects via a web browser. The interface offers tabbed SQL editor with auto-completion, row-editing
widgets, click-through foreign key navigation between rows and tables, 'favorites' management for commonly used
scripts, among other features. Supports SSH for both the web interface and the database connections. Installers are
available for Windows, Mac and Linux, as well as a simple cross-platform archive that runs from a script.

LibreOffice/OpenOffice.org Base

LibreOffice/OpenOffice.org Base can be used as a front-end for PostgreSQL.

pgFouine

The pgFouine PostgreSQL log analyzer generates detailed reports from a PostgreSQL log file and provides
VACUUM analysis.

Proprietary front-ends and tools
A number of companies offer proprietary tools for PostgreSQL. They often consist of a universal core that is adapted
for various specific database products. These tools mostly share the administration features with the open source
tools but offer improvements in data modeling, importing, exporting or reporting.
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Benchmarks and performance
Many informal performance studies of PostgreSQL have been done. Performance improvements aimed at improving
scalability started heavily with version 8.1. Simple benchmarks between version 8.0 and version 8.4 showed that the
latter was more than 10 times faster on read-only workloads and at least 7.5 times faster on both read and write
workloads.
The first industry-standard and peer-validated benchmark was completed in June 2007 using the Sun Java System
Application Server (proprietary version of GlassFish) 9.0 Platform Edition, UltraSPARC T1-based Sun Fire server
and Postgres 8.2. This result of 778.14 SPECjAppServer2004 JOPS@Standard compares favourably with the 874
JOPS@Standard with Oracle 10 on an Itanium-based HP-UX system.
In August 2007, Sun submitted an improved benchmark score of 813.73 SPECjAppServer2004 JOPS@Standard.
With the system under test at a reduced price, the price/performance improved from $US 84.98/JOPS to $US
70.57/JOPS.
The default configuration of PostgreSQL uses only a small amount of dedicated memory for performance-critical
purposes such as caching database blocks and sorting. This limitation is primarily because older operating systems
required kernel changes to allow allocating large blocks of shared memory. PostgreSQL.org provides advice on basic
recommended performance practice in a wiki.
In April 2012, Robert Haas of EnterpriseDB demonstrated PostgreSQL 9.2's linear CPU scalability using a server
with 64 cores.

Prominent users
• Yahoo! for web user behavioral analysis, storing two petabytes and claimed to be the largest data warehouse

using a heavily modified version of PostgreSQL with an entirely different column-based storage engine and
different query processing layer. While for performance, storage, and query purposes the database bears little
resemblance to PostgreSQL, the front-end maintains compatibility so that Yahoo can use many off-the-shelf tools
already written to interact with PostgreSQL.

• In 2009, social networking website MySpace used Aster Data Systems's nCluster database for data warehousing,
which was built on unmodified PostgreSQL.

• State Farm uses PostgreSQL on their Aster Data Systems's nCluster Analytics server.
• Geni.com uses PostgreSQL for their main genealogy database.
• OpenStreetMap, a collaborative project to create a free editable map of the world.
• Afilias, domain registries for .org, .info and others.
• Sony Online multiplayer online games.
• BASF, shopping platform for their agribusiness portal.
• Reddit social news website.
•• Skype VoIP application, central business databases.
• Sun xVM, Sun's virtualization and datacenter automation suite.
• MusicBrainz, open online music encyclopedia.
• International Space Station for collecting telemetry data in orbit and replicating it to the ground.
• MyYearbook social networking site.
• Instagram, a popular mobile photo sharing service
• Disqus, an online discussion and commenting service
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PostgreSQL as a service
Heroku, a platform as a service provider, has supported PostgreSQL since the start in 2007. They offer value-add
features like full database "roll-back" (ability to restore a database from any point in time), which is based on
WAL-E, open source software developed by Heroku.
In January 2012 EnterpriseDB released a cloud version of both PostgreSQL and their own proprietary Postgres Plus
Advanced Server with automated provisioning for failover, replication, load-balancing, and scaling. It runs on
Amazon Web Services.
VMware offers vFabric Postgres for private clouds on vSphere since 2012 May.
In 2013 November, Amazon announced that they are adding PostgreSQL to their Relational Database Service
offering.

Proprietary derivatives and support
Although the license allowed proprietary products based on Postgres, the code did not develop in the proprietary
space at first. The first main offshoot originated when Paula Hawthorn (an original Ingres team member who moved
from Ingres) and Michael Stonebraker formed Illustra Information Technologies to make a proprietary product based
on Postgres.
In 2000, former Red Hat investors created the company Great Bridge to make a proprietary product based on
PostgreSQL and compete against proprietary database vendors. Great Bridge sponsored several PostgreSQL
developers and donated many resources back to the community, but by late 2001 closed due to tough competition
from companies like Red Hat and to poor market conditions.
In 2001 Command Prompt, Inc. released Mammoth PostgreSQL, a proprietary product based on PostgreSQL. In
2008 Command Prompt, Inc. released the source under the original license. Command Prompt, Inc. continues to
support the PostgreSQL community actively through developer sponsorships and projects including PL/Perl, PL/php,
and hosting of community projects such as the PostgreSQL build farm.
In January 2005, PostgreSQL received backing by database vendor Pervasive Software, known for its Btrieve
product which was ubiquitous on the Novell NetWare platform. Pervasive announced commercial support and
community participation and achieved some success. In July 2006, Pervasive left the PostgreSQL support market.
In mid-2005 two other companies announced plans to make proprietary products based on PostgreSQL with focus on
separate niche markets. EnterpriseDB added functionality to allow applications written to work with Oracle to be
more readily run with PostgreSQL. Greenplum contributed enhancements directed at data warehouse and business
intelligence applications, including the BizGres project.
In October 2005 John Loiacono, executive vice president of software at Sun Microsystems, commented: "We're not
going to OEM Microsoft but we are looking at PostgreSQL right now," although no specifics were released at that
time. By November 2005 Sun had announced support for PostgreSQL. By June 2006 Sun Solaris 10 (6/06 release)
shipped with PostgreSQL.
In August 2007, EnterpriseDB announced EnterpriseDB Postgres, a pre-configured distribution of PostgreSQL
including many contrib modules and add-on components. EnterpriseDB Postgres was renamed to Postgres Plus in
March 2008. Postgres Plus is available in two versions: Postgres Plus Solution Pack (comprising PostgreSQL
delivered in a GUI one-click install plus Solution Pack components that include; Postgres Enterprise Manager,
Update Monitor, xDB Replication Server, SQL Profiler, SQL Protect, Migration Toolkit and PL/Secure), and
Postgres Plus Advanced Server which has all the features of Postgres Plus Solutions Pack plus Oracle compatibility,
performance features not available in PostgreSQL, as well as advanced security features not available in
PostgreSQL. Both versions are available for download at no cost and are fully supported. The Solution Pack
components and Advanced Server are restricted by a "limited use" license for evaluation purposes only unless
purchased though a subscription. In 2011, EnterpriseDB announced Postgres Plus Cloud Database, which easily
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provisions PostgreSQL and Postgres Plus Advanced Server databases (with Oracle compatibility) in single instances,
high availability clusters, or development sandboxes for Database-as-a-Service environments.
In 2011, 2ndQuadrant became a Platinum Sponsor of PostgreSQL, in recognition of their long-standing contributions
and developer sponsorship. 2ndQuadrant employ one of the largest teams of PostgreSQL contributors and provide
professional support for open source PostgreSQL.
Many other companies have used PostgreSQL as the base for their proprietary database projects. e.g. Truviso,
Netezza, ParAccel. In many cases the products have been enhanced so much that the software has been forked,
though with some features cherry-picked from later releases.

Release history

Release First
release

Latest
minor
version

Latest
release

Milestones

0.01 1995-05-01 0.03 1995-07-21 Initial release as Postgres95

1.0 1995-09-05 1.09 1996-11-04 Changed copyright to a more liberal license

6.0 1997-01-29 — Name change from Postgres95 to PostgreSQL, unique indexes, pg_dumpall utility, ident
authentication.

6.1 1997-06-08 6.1.1 1997-07-22 Multi-column indexes, sequences, money data type, GEQO (GEnetic Query Optimizer).

6.2 1997-10-02 6.2.1 1997-10-17 JDBC interface, triggers, server programming interface, constraints.

6.3 1998-03-01 6.3.2 1998-04-07 SQL92 subselect capability, PL/pgTCL

6.4 1998-10-30 6.4.2 1998-12-20 VIEWs and RULEs, PL/pgSQL

6.5 1999-06-09 6.5.3 1999-10-13 MVCC, temporary tables, more SQL statement support (CASE, INTERSECT, and EXCEPT)

7.0 2000-05-08 7.0.3 2000-11-11 Foreign keys, SQL92 syntax for joins

7.1 2001-04-13 7.1.3 2001-08-15 Write-ahead log, Outer joins

7.2 2002-02-04 7.2.8 2005-05-09 PL/Python, OIDs no longer required, internationalization of messages

7.3 2002-11-27 7.3.21 2008-01-07 Schema, Internationalization

7.4 2003-11-17 7.4.30 2010-10-04 Optimization all-round

8.0 2005-01-19 8.0.26
2010-10-04

Native server on Microsoft Windows, savepoints, tablespaces, exception handling in functions,
point-in-time recovery

8.1 2005-11-08 8.1.23
2010-12-16

Performance optimization, two-phase commit, table partitioning, index bitmap scan, shared row
locking, roles

8.2 2006-12-05 8.2.23 2011-09-26 Performance optimization, online index builds, advisory locks, warm standby

8.3 2008-02-04 8.3.23 2013-02-07 Heap-only tuples, full text search, SQL/XML, ENUM types, UUID types

8.4 2009-07-01 8.4.20
2014-02-20

Windowing functions, default and variadic parameters for functions, column-level permissions,
parallel database restore, per-database collation, common table expressions and recursive
queries

9.0 2010-09-20 9.0.16
2014-02-20

Built-in binary streaming replication, Hot standby, 64-bit Windows, per-column triggers and
conditional trigger execution, exclusion constraints, anonymous code blocks, named
parameters, password rules

9.1 2011-09-12 9.1.12
2014-02-20

Synchronous replication, per-column collations, unlogged tables, k-nearest-neighbor indexing,
serializable snapshot isolation, writeable common table expressions, SE-Linux integration,
extensions, SQL/MED attached tables (Foreign Data Wrappers), triggers on views

9.2 2012-09-10 9.2.7
2014-02-20

Cascading streaming replication, index-only scans, native JSON support, improved lock
management, range types, pg_receivexlog tool, space-partitioned GiST indexes
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9.3 2013-09-09 9.3.3
2014-02-20

Custom background workers, data checksums, dedicated JSON operators, LATERAL JOIN,
faster pg_dump, new pg_isready server monitoring tool, trigger features, view features,
writeable foreign tables, materialized views, replication improvements

Community-supported

Community support ended
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External links
• Official website (http:/ / www. postgresql. org)
• PGXN (http:/ / www. pgxn. org/ ) – PostgreSQL Extension Network
• PostgreSQL (http:/ / www. dmoz. org/ Computers/ Software/ Databases/ PostgreSQL/ ) on the Open Directory

Project
• Heroku Postgres (https:/ / postgres. heroku. com/ )
• Postgres.app (http:/ / www. postgresapp. com/ )
• ST-Links SpatialKit (http:/ / www. st-links. com/ )

PL/pgSQL
PL/pgSQL (Procedural Language/PostgreSQL) is a procedural programming language supported by the
PostgreSQL ORDBMS. It closely resembles Oracle's PL/SQL language. With PosgreSQL v9.X some ISO SQL/PSM
features, like overloading of SQL-invoked functions and procedures,[1] are supported.
PL/pgSQL, as a fully featured programming language, allows much more procedural control than SQL, including the
ability to use loops and other control structures. Functions created in the PL/pgSQL language can be called from an
SQL statement, or as the action that a trigger performs.
PL/pgSQL was created to be able to perform more complex operations and computations than SQL, while being
easy to use, and is able to be defined as trusted by the server.
PL/pgSQL is the only programming language installed by default for PostgreSQL, but many others are available,
including PL/Java [2], PL/Perl [3], PL/php [4], PL/Python [5], PL/R [6], PL/Ruby [7], PL/sh [8], PL/Tcl [9], and PL/Lua
[10]. PostgreSQL use Bison in its parser-stage,[11] so it is easy to port many open source languages, as well as reuse
code.

Comparing with PSM
The SQL/PSM language is specified by an ISO standard, but also inspired by Oracle's PL/SQL and pgPL/SQL, so
there are few differences. The main features of PSM that differ from PL/pgSQL:[12]

•• Exception handlers are subroutines (continue handlers);
•• Warnings can be handled like an exception;
•• Declaration of variables should be based on SQL query result.

References
[1] feature T322 (http:/ / www. postgresql. org/ docs/ 9. 0/ static/ features-sql-standard. html)
[2] http:/ / gborg. postgresql. org/ project/ pljava/ projdisplay. php
[3] http:/ / www. postgresql. org/ docs/ current/ interactive/ plperl. html
[4] http:/ / www. commandprompt. com/ community/ plphp/
[5] http:/ / www. postgresql. org/ docs/ current/ interactive/ plpython. html
[6] http:/ / www. joeconway. com/ plr/
[7] http:/ / raa. ruby-lang. org/ project/ pl-ruby
[8] http:/ / plsh. projects. postgresql. org/
[9] http:/ / www. postgresql. org/ docs/ current/ interactive/ pltcl. html
[10] http:/ / pllua. projects. postgresql. org/
[11] http:/ / www. postgresql. org/ docs/ 9. 0/ static/ parser-stage. html
[12] Proposal: PL/pgPSM for pg9.3 (http:/ / www. postgresql. org/ message-id/

CAFj8pRDWFdcjNSnwQB_3j1-rMO6b8=TmLTNBvDCSpRrOW2Dfeg@mail. gmail. com), by P. Stehule; and PosgreSQL-PSM-addon
Manual (http:/ / postgres. cz/ wiki/ SQL/ PSM_Manual)
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External links
• Official PL/pgSQL documentation (http:/ / www. postgresql. org/ docs/ current/ static/ plpgsql. html)
• PL/pgSQL (en) (http:/ / www. pgsql. cz/ index. php/ PL/ pgSQL_(en)), tutorial and examples

PL/Perl
PL/Perl (Procedural Language/Perl) is a procedural language supported by the PostgreSQL RDBMS.
PL/Perl, as an imperative programming language, allows more control than the relational algebra of SQL. Programs
created in the PL/Perl language are called functions and can use most of the features that the Perl programming
language provides, including common flow control structures and syntax that has incorporated regular expressions
directly. These functions can be evaluated as part of a SQL statement, or in response to a trigger or rule.
The design goals of PL/Perl were to create a loadable procedural language that:
•• can be used to create functions and trigger procedures,
•• adds control structures to the SQL language,
•• can perform complex computations,
• can be defined to be either trusted or untrusted [1] by the server,
•• is easy to use.
PL/Perl is one of many "PL" languages available for PostgreSQL PL/pgSQL PL/Java [2], plPHP [2], PL/Python [5],
PL/R [6], PL/Ruby [3], PL/sh [8], and PL/Tcl [9].

References
• PostgreSQL PL/Perl documentation [4]
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[4] http:/ / www. postgresql. org/ docs/ current/ static/ plperl. html
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JADE (programming language)
JADE is a proprietary object-oriented software development and deployment platform product from the New
Zealand-based Jade Software Corporation, first released in 1996. It consists of the JADE programming language,
IDE and debugger, integrated application server and object database management system.
Designed as an end-to-end development environment to allow systems to be coded in one language from the
database server down to the clients, it also provides APIs for other languages, including .NET Framework, Java,
C/C++ and Web services.
As a programming language, its main competitors are Java and C#, while as a database it competes with other
object-oriented databases and post-relational databases such as Versant, Caché and Matisse as well as traditional
relational database software packages such as Oracle and Microsoft SQL Server.
Although a free limited licence is available for development, using the JADE platform requires per-process fees to
be paid.

Language
In syntax, JADE is very similar to Pascal; its syntax is based on the language Modula-2, which was derived from
Pascal. While it includes innovations lacking in Pascal or Modula-2, it lacks certain features of other modern
object-oriented languages such as C# and Java.

Programming model
Like all of the other popular programming languages used to create database-driven software, JADE is fully
object-oriented. JADE was designed to have all the most important features of object-oriented programming, but
does not support the overloading of methods or operators, and lacks parameterised constructors.
Classes in JADE are kept together in schemas. Schemas serve the same purpose as Java packages or namespaces in
.NET, but have a hierarchy, and inherit classes from superschemas. This becomes useful especially when
programming using the model-view-controller methodology, as model classes can be put in one schema, then the
controller and view classes can be built on top of the model classes in a subschema.

Program structure
JADE programs are developed using a user interface that allows programmers to visually create classes and define
their properties and methods. Instead of locating methods in large files, programmers select the method they would
like to edit and only the code for that particular method is displayed. Also instead of compiling all the code of a
program at once, in JADE, each method is compiled individually as soon as the method is completed, meaning code
can be checked immediately.
All the code for a JADE application is stored in its object-oriented database. This allows for multi-user development
as the database maintains concurrency control, and with each piece of the code being a separate object in the
database, it is often possible to recode a system while it is live and online as long as the parts of the system being
changed are not in use.

http://en.wikipedia.org/w/index.php?title=Object-oriented
http://en.wikipedia.org/w/index.php?title=New_Zealand
http://en.wikipedia.org/w/index.php?title=New_Zealand
http://en.wikipedia.org/w/index.php?title=1996
http://en.wikipedia.org/w/index.php?title=Integrated_development_environment
http://en.wikipedia.org/w/index.php?title=Debugger
http://en.wikipedia.org/w/index.php?title=Application_server
http://en.wikipedia.org/w/index.php?title=Database_server
http://en.wikipedia.org/w/index.php?title=Client_%28computing%29
http://en.wikipedia.org/w/index.php?title=API
http://en.wikipedia.org/w/index.php?title=.NET_Framework
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://en.wikipedia.org/w/index.php?title=Web_service
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Post-relational_database
http://en.wikipedia.org/w/index.php?title=Cach%C3%A9_%28software%29
http://en.wikipedia.org/w/index.php?title=Matisse_%28DBMS%29
http://en.wikipedia.org/w/index.php?title=Oracle_database
http://en.wikipedia.org/w/index.php?title=Pascal_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Modula-2
http://en.wikipedia.org/w/index.php?title=Object-oriented_programming
http://en.wikipedia.org/w/index.php?title=Java_package
http://en.wikipedia.org/w/index.php?title=Namespaces
http://en.wikipedia.org/w/index.php?title=Model-view-controller
http://en.wikipedia.org/w/index.php?title=Class_%28computer_science%29


JADE (programming language) 1330

Features
The main goal of JADE was to create a seamlessly integrated programming language that would allow developers to
create one application that would go from end-to-end instead of having to write three separate applications for the
database server, application server and presentation client and then write the code for them to communicate with
each other.

Object database
The most striking difference between JADE and other object-oriented programming languages is that its object
database is a native part of its language. For example, when creating an object in JADE, it can be created as transient
or persistent. Creating an object as transient is similar to creating objects in other object-oriented programming
languages - the object is simply created in memory, and then lost when the program ends. On the other hand, when
an object is created as persistent, when the program ends, the object will still exist and be there the next time the
program starts up. So, when an object is persistent JADE automatically works in the background to store and retrieve
the object in the database when necessary. Persistent objects can be distributed across multiple co-operating servers,
with JADE automatically handling object caching and cache coherency.
There are very few differences between manipulating transient and persistent objects so JADE makes it appear to the
programmer as if all the objects in the entire database were in local memory. Most of the time, JADE's
object-oriented database is used in a multi-user system, and so JADE makes it appear to the programmer as if all the
objects in the database were stored in shared memory that all users connected to the system can access, even from
different computers.
With all of the program code centralised on the database server as well the data, all client nodes can be programmed
as if they were running on the database server.
JADE's database is inherently object-oriented, and [ACID]-compliant, and has all of the standard features such as
atomic transactions, locking, rollback, crash recovery and the ability to keep one or more secondary database servers
synchronised with the main database for backup, disaster recovery and performance reasons.
To interoperate with relational databases for reporting, business intelligence and data warehouse purposes JADE
since 2010 has provided a "Relational Population Service" that enables automatically replicating objects from its
native object-orientated database to one or more relational database. This feature supports Microsoft SQL Server
versions 2000, 2005 and 2008.

Three-tier model
Database-driven software, often uses a three-tier methodology with applications being split into three tiers — data
storage, processing and presentation. In the data storage and processing tiers, JADE systems are a collection of
co-operating servers, called nodes, and multiple nodes may be involved in each tier. Each type of node has a
different name and all are capable of manipulating objects and executing business logic. A collection of nodes can be
deployed across one or several machines. Database servers handle data storage and can also execute business logic,
while application servers handle processing. In a three-tier model, presentation clients provide the user interface.
JADE also provides a two-tier client that combines the abilities of an application server and presentation client.
Traditionally, these three tiers would be created by combining three programs and having them communicate to form
one system. Having the different programs separate like this has many advantages, the main one is that the system
becomes scalable, that is, raising the power of the system involves simply adding more nodes.
Designing a system like this gives the programmer a decision to consider every time they want to code in a particular
function. They need to decide whether the function would run best on the database server, application server or
presentation client before they begin coding as it will be difficult to change that decision once the functionality is
coded into one of the tiers.

http://en.wikipedia.org/w/index.php?title=Database_server
http://en.wikipedia.org/w/index.php?title=Application_server
http://en.wikipedia.org/w/index.php?title=Presentation_client
http://en.wikipedia.org/w/index.php?title=Three-tier_%28computing%29
http://en.wikipedia.org/w/index.php?title=Node_%28networking%29


JADE (programming language) 1331

This is different for JADE applications, as they are coded as one application from end-to-end. When creating a
JADE application, the programmer can think as if they were creating a program that will be running on the database
server — as if all the data storage, processing and presentation were happening on one computer. When the program
runs on three tiers, JADE automatically knows to run all the code by default on the application server, and to send
database requests up to the database server and user interface information down to the presentation client. However,
it is very easy for the programmer to switch the location at which a particular method is run and move it to a
different tier by changing the method signature. Because of this, the decision on where a particular piece of code
should run can be made late in the development cycle, and refactoring code to run on different parts of the system
ends up being a lot easier because of the way JADE allows end-to-end development of software.

Types of Clients
Programmers have the facility to allow three different kinds of clients to connect to a JADE system. These three
types of clients are named:
•• JADE Forms
•• HTML Documents
•• Web Services
In the same schema, a JADE developer can create many completely separate applications which may provide
different interfaces to access the same database.

JADE Forms

JADE Forms applications are made up of forms, as the name suggests. Clients need to connect through the JADE
Smart Thin Client or Standard Client to be able to run applications that use JADE Forms.
The Smart Thin Client works by connecting to an Application Server which generally does all the processing on
behalf of the Smart Thin Client, meaning the thin client only needs to be responsible for displaying forms and taking
input. This means the computer running the thin client does not have to be a very powerful computer, and it does not
require a fast network connection as it is not loading data from the database — JADE thin clients are often run over a
dial-up connection. This is the reason they are called thin clients, as there is not a heavy requirement on
computational power to run these clients.
The Standard Client is just the Smart Thin Client combined with the Application Server on one machine. In this case,
the node running the client does all of the processing as well as the presentation. Standard clients have greater
demands on computational power than thin clients, as they must load data from the database as well as do their own
processing.
The advantages of using JADE Forms include:
•• Out of the three kinds of clients, JADE Forms provide the shortest development time of JADE applications.
•• Allows developers to use the same technology end-to-end.
•• Smart thin clients can be packaged up so they can be installed and run on client computers in several clicks.
The disadvantages are:
•• Cannot reach a worldwide audience as is possible on the World Wide Web.
JADE Forms have an interesting twist to them though. It is actually possible to run a JADE Forms application
through a web browser by changing its mode to web-enabled. When this happens, JADE automatically generates
HTML code to make pages that resemble the forms and controls, without any modifications to the code. This is a
very quick way for programmers that are not competent with HTML and other web technologies to deliver a
program through the web.
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HTML documents

JADE supports deployment of applications to the web through its HTML documents feature. These work very
similarly to ASP.NET, where developers create templates of HTML pages and leave parts in the template for the
program to fill in.
The advantages of using HTML documents are:
•• Allows the application to reach a worldwide audience.
The disadvantages are:
•• When JADE applications use HTML documents, they are no longer using the same technology from end to end.

Checking at the front end of the system may be done through JavaScript for example.
•• Offloading some of the processing to front-end clients is no longer as easy or secure.

Web services

Web services are used to allow different programs to communicate with each other from remote locations in an
object-oriented form. Web services cannot be accessed directly by human users. One of the uses of Web services
with JADE is to allow other technologies such as .NET or Java to use JADE as the backend object-oriented database.
Web services also allow JADE systems to interoperate with services provided by other non-JADE systems.

Interoperability

In addition to Web services, JADE is also capable of interfacing with other programs through language APIs
(including .NET, Java, C/C++), DLL calls, ActiveX/COM objects and .NET assemblies. This allows other programs
to access objects and execute methods, and can be used to provide a different interface to a JADE application. JADE
6.2 provided a Java API, .NET Assembly integration and the ability to run Smart Thin Clients on Windows Mobile
devices. JADE 6.3 provides an API for .NET languages.

Multilingual abilities
JADE natively supports multilingual programs. It does this in several ways:
• Strings can be marked as translatable, which means they will be change depending on the current language.
•• Many versions of the same form can be created to suit each language. This means interfaces can look entirely

different from one language to the next.
• The developer has methods available to access the current locale of the system and so they can implement their

own language-dependent features.
JADE will automatically switch to the language it detects on the system if the language is provided by the developer.

Portability
Currently JADE applications can be run on Windows and Linux. Similar to Java, JADE strives to allow
programmers to develop applications once and be able to allow them to run on both of these platforms with minimal
changes. JADE 6.2 allows Smart Thin Clients and a specialised Standard Client to run on Windows Mobile devices.

Code Examples
In this section are some short examples of JADE code.

Hello World!
This is the "Hello World!" code in JADE:
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helloWorld();

begin

   app.msgBox("Hello, World!", "Hello, World!", MsgBox_OK_Only + MsgBox_Information_Icon);

end;

or

helloWorld();

begin

   write "Hello, World!";

end;

History
JADE was originally conceived by Sir Gilbert Simpson and is currently developed by the Jade Software
Corporation.[1]

The first version of JADE was JADE 3, released September 1996.
The current version is JADE 7.

References
[1] Jade Software Corporation (http:/ / www. jadeworld. com)

External links
• Official website (http:/ / www. jadeworld. com/ )

Tutorials and resources
• Examples and Tutorials for JADE Programmers (http:/ / www. jader. co. nz/ )

Media coverage
• Scoop Independent News - JADE 6.3 (http:/ / www. scoop. co. nz/ stories/ BU0905/ S00125. htm)
• JADE 6.1 delivers data replication to Microsoft SQL Server (http:/ / www. enterprisenetworksandservers. com/

monthly/ art. php?1899)
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ObjectDB

ObjectDB Object Database

Developer(s) ObjectDB Software

Stable release 2.5.3 / September 4, 2013

Written in Java

Operating system Cross-platform

Type Object database

License Proprietary[1]

Website www.objectdb.com [2]

ObjectDB is an object database for Java. It can be used in client-server mode and in embedded (in process) mode.
Unlike other object databases, ObjectDB does not provide its own proprietary API. Accordingly, working with
ObjectDB requires using one of the two standard Java APIs - JPA or JDO. Both APIs are built-in in ObjectDB,[3][4]

so an intermediate ORM software is not needed.[5][6]

Features
ObjectDB is a cross platform software and can be used on various operating systems with Java SE 5 or higher. It can
be integrated into Java EE and Spring web applications and deployed on servlet containers (Tomcat, Jetty) as well as
on Java EE application servers (GlassFish, JBoss).[7][8] It was tested on various JVMs, including HotSpot, JRockit
and IBM J9.[9]

The maximum database size is 128 TB (131,072 GB). The number of objects in a database is unlimited (except by
the database size).
All the persistable types of JPA and JDO are supported by ObjectDB, including user defined entity classes, user
defined embeddable classes, standard Java collections, basic data types (primitive values, wrapper values, String,
Date, Time, Timestamp) and any other serializable classes.
Every object in the database has a unique ID. ObjectDB supports both traditional object database IDs, as well as
RDBMS like primary keys, including composite primary keys and auto value generation and assignment, as part of
its support of JPA, which is mainly an API for RDBMS.
Two query languages are supported. The JDO Query Language (JDOQL), which is based on Java syntax, and the
JPA Query Language (JPQL), which is based on SQL syntax. JPA 2 criteria queries are also supported.
ObjectDB automatic schema evolution handles most changes to classes transparently, including adding and
removing of persistent fields, changing types of persistent fields, and modifying class hierarchy. Renaming
persistable classes and persistent fields is also supported.
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Tools and Utilities
The following tools and utilities are included in the ObjectDB distribution:[10]

• Database Explorer - GUI tool for querying, viewing and editing database content.
• Database Doctor - Diagnoses and repairs possible database problems.
• Replication - Master-Slave replication (clustering) with unlimited number of slave nodes.
• Online Backup - Database backup by a simple query on an EntityManager.
• Class Enhancer - Boosts performance by preparing classes for persistence.
• Transaction Replayer - Recorder and replayer of database transactions.
• BIRT Reports Driver - Adds ObjectDB as a BIRT data source and JPQL / JDOQL queries as data sets.

References
[1] http:/ / www. objectdb. com/ object/ db/ database/ license
[2] http:/ / www. objectdb. com
[3] http:/ / www. objectdb. com/
[4] http:/ / stackoverflow. com/ questions/ 5291950/ is-objectdb-production-ready
[5] http:/ / www. javabeat. net/ 2011/ 02/ create-applications-using-objectdb-and-jpa-in-netbeans
[6] http:/ / www. jpab. org
[7] http:/ / www. objectdb. com/ tutorial
[8] http:/ / www. developer. com/ java/ web/ integrate-objectdb-into-your-jpa-based-java-web-app. html
[9] http:/ / www. objectdb. com/ object/ db/ database/ features
[10] http:/ / www. objectdb. com/ java/ jpa/ tool

External links
• Official website (http:/ / www. objectdb. com)
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Versant Object Database

Versant Object Database

Developer(s) Versant Corporation

Stable release 8.0.2.15 / October 1, 2012

Development status Active

Written in Java, C, C#, C++, Smalltalk, Python

Operating system Cross-platform Solaris, Linux, Windows (NT thru Vista), AIX, HP-UX (both 32 and 64 bit for all platforms)

Type Object Database

License All rights reserved

Website www.versant.com [1]

Versant Object Database (VOD) is an object database software product developed by Versant Corporation.
The Versant Object Database enables developers using object oriented languages to transactionally store their
information by allowing the respective language to act as the Data Definition Language (DDL) for the database. In
other words, the memory model is the database schema model.[1]

In general, persistence in VOD in implemented by declaring a list of classes, then providing a transaction
demarcation application programming interface to use cases. Respective language integrations adhere to the
constructs of that language, including syntactic and directive sugars.
Additional APIs exist, beyond simple transaction demarcation, providing for the more advanced capabilities
necessary to address practical issues found when dealing with performance optimization and scalability for systems
with large amounts of data, many concurrent users, network latency, disk bottlenecks, etc.

Feature highlights
• Transparent object persistence from C++, Java and .NET
• Support for standards, e.g., JDO
• Seamless database distribution
• Enterprise-class high availability
• Dynamic schema evolution
•• Low administration
• Multithreading, multisession
• End-to-end object architecture
• Fine-grained concurrency control
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Supported languages
Primary supported languages are Java, C# and C++. Versant also has language support for Smalltalk and Python.

Query systems
VOD supports queries via a server side indexing and query execution engine. Query support includes both a
Versant-specific and a standards-based query language syntax. Versant provides this query capability in a number of
forms depending on the developer's chosen language binding. For example, in Java VOD provides VQL (Versant
Query Language), JDOQL, EJB QL and OQL. In C++ Versant provides VQL and OQL, with C# support for VQL,
OQL and LINQ. VOD will do optimization of query execution based on available attribute indexes. Versant also has
support for standard SQL queries against the Versant database using ODBC/JDBC drivers.

Versant Query Language
The native Versant Query Language (VQL) is similar to SQL92. It is a string based implementation which allows
parameterized runtime binding. The difference is that instead of targeting tables and columns, it targets classes and
attributes.
Other object-oriented elements apply to query processing. For example, a query targeting a super class will return all
instances of concrete subclasses that satisfy the query predicate. VOD is a distributed database: a logical database
can be composed of many physical database nodes, with queries are performed in parallel.
Versant query support includes most of the core concepts found in relational query languages including: pattern
matching, join, set operators, orderby, existence, distinct, projections, numerical expressions, indexing, cursors, etc.

Indexing
VOD supports indexes on large collections. However it is not necessary to have a collection in order to have a
queryable object with a usable index. Unlike other OODB implementations, any object in a Versant database is
indexable and accessible via query. Indexes can be placed on attributes of classes and those classes can then be the
target of a query operation. Indexes can be hash, b-tree, unique, compound, virtual and can be created online either
using a utility, via a graphical user interface or via an API call.

Large collection support
VOD provides pagination support for large collections using a special node based implementation. These collections
are designed in such a way that access is done so that only nodes needed by the client are brought resident into
memory, instead of having to load the entire collection.
These large collections are created and operated on just as other persistent collection classes. The interface is also
consistent with the appropriate language constructs. For example C++ Standard Template Library, Java iterators, C#
enumerables, etc.
Collections of objects by default are only a collection of object identifiers. So, these can be very large, yet have a
small resident memory footprint. To iterate the collection, objects are dereferenced into client memory space in
either a configurable batch mode or one at a time. A query on the collection can be done using the “in” operator (or
other set based operators like subset_of, superset_of, etc.) without loading the collection to the client memory space.
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Data replication
There are several mechanisms for replication on VOD that depend on the motivation behind the replication. It is for
high availability or for distribution or integration.

High availability
Versant does synchronous pair replication. Full replication for fault tolerance only requires installation of one
configuration file specifying the buddy node names: New connections notice the existence of the replica file and on
connect, check the file for a buddy pair and if it exists, connect to both buddies. This could be a distributed database
so that there are many buddy pairs. Then all transactional changes are committed synchronously to the buddy
database server processes.
If any one of the databases in the buddy pair should become unreachable, the in-flight transactions are handled so
that there is no commit failure, instead in-flight transactions on node failure will continue to the node that is still
alive in the buddy pair. On the machine where the node is still alive and processing transactions, a new process will
start that monitors for the crashed database to become accessible again. Once the previously failed node is alive, the
monitoring process starts replicating all changes that have occurred since the time of failure to bring the two buddies
back into full synchronization. Once they are in full sync, a flag is set and on the next transaction clients will move
back to full synchronous operation. All of this is handled without any user involvement.
In the case of extreme failure, like a broken disk drive, etc., the replicated node can be recreated from an online
backup of the live node. Simply install a new disk drive, take an online backup of the live node, restore on the failed
machine, start the monitor to sync the last few transactions and restore full replication at clients.

Distribution
Distribution is handled using Versant Asynchronous Replication (VAR), a channel driven, master-slave or
peer-to-peer replication framework with rule based conflict detection and resolution.
An administrator uses a utility to define replication channels. Channels are named entities that define a scope of
replication within a physical node. The “scope” can be anything from full database replication to something as fine
grained as anything definable by a Versant query. Once the channels are defined, applications can register as
listeners on these channels, at which point changes from those channel begin to flow to the respective clients.
These channels provide both persistence and reliable messaging. In the event that a connection is lost between a
registered listener and a channel, ongoing changes will be guaranteed delivery once the connection is re-established.
There are multiple transport protocols that can be configured for optimization in highly reliable LAN networks or
high reliability in unreliable WAN type of environments.
In bi-directional channel replication, a set of conflict detection rules are put in place so that conflicting changes can
be resolved at runtime without disrupting channel activity. There are other forms of data distribution.
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Integration
Usually, integration requires some kind of custom code. Users can connect to both relational and Versant databases
using ORM products. They can load objects either from a relational database or Versant and then with some minor
code implementation, disconnect those objects from the source and write them to a target. This can be used for
import/export in a batch processing mode for integration with other database systems.

Data distribution architecture
VOD handles distributed data processing using a distributed two-phase commit protocol across multiply connected
databases. In this process, VOD uses an internal resource manager that is handling the distributed transactions.
Versant also supports the XA protocol allowing external transaction monitors to control the transactional context, so
for example plug into a CORBA or J2EE application server.
Versant allows object relationships to span physical resource (database) nodes. Shared information referenced from
object graphs that reside in other databases and resolution of that information is transparent at runtime. For example,
several physical databases may hold user information models that are partitioned by account number holding
aggregations on account activities such as trades and then have some more databases holding actual trade models and
these users and trades can be related. A query across all of the user databases and return a user (or set of users), then
as messages are sent to user objects involving trades, the trade models will automatically be resolved across the
distribution. After updates of any of those objects, at commit time Versant will ensure that all changes commit back
to their respective physical nodes in a completely ACID 2phase commit process.
Object id’s are guaranteed to be unique across all physical nodes. Objects could be “moved” from one physical node
to another without any application code changes required.

Schema evolution
Schema evolution is handled via a normal update of the application's class models and then applying those changes
to the operational database. Those schema changes can be applied to an existing database either via a utility or API.
The result is a versioning of the database schema.
Existing objects in the database are lazily evolved to the latest schema version. No object is actually evolved unless
it is made dirty (marked for update) and committed back to the database. In general this means an application with
the new schema will not cause evolution, expect for new and updated objects.
There are utilities that can “crawl” a database slowly evolving all instanced to the latest version by grabbing sets of
them, marking them dirty, committing. This is sometimes desired for embedded or real-time systems where
performance and space needs to be optimized.
In most cases, older clients get patch updates with the new schema in conjunction with updates to the server. The
clients schema version is in sync with the database server. Versant’s loose schema mapping facility can also be used.
This is enabled by a flag in the client so that it does not complain about a mismatch in schema version and instead
filters the incoming objects to match the old schema. Using this facility requires some forethought to avoid any
unintended side effects.
The process goes as follows:
1.1. class definitions are updated, i.e. add new subclasses, add attributes, rename attributes, remove attributes, etc. and

recompile. When the application connects to a Versant database, a schema version mismatch will be detected and
you would normally get an error unless you take some action to avoid the mismatch.

2.2. The schema mismatch can be avoided using a number of techniques.
1.1. a utility can be used to describe the new schema to the database. The utility will show a list of

incompatibilities and ask how you want them to be resolved. Your action will depend on whether you are in
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development, QA, production, etc. Regardless, actions like dropping the existing class, evolving the schema
version and keeping all existing objects, rename and retype, etc, are also possible.

2.2. the evolution process can be automated via connection options. This is normally used in development mode
and allows the schema to automatically evolve any mismatches on connect and continue preserving the
existing objects.

3. specific API’s can be used to dynamically evolve the database schema. This is an advanced topic, involving
what's called Versant runtime classes. Basically, you can create completely dynamic schema structure for the
database so that new classes and attributes can be created on the fly.

3.3. If clients with the older schema continue to operate on the database, loose_schema_mapping in the application
profile file should be set to true.

4.4. Optionally, a utility can be started to crawl the database and force version migration of all existing instances.
The general guidelines for schema evolution are that any schema changes can be made and existing instances
preserved, without having to write custom evolution code, with the exception of two things:
1.1. Changes to the middle of an inheritance hierarchy. Inserting a new class into the middle of a hierarchy is

impossible without losing your existing objects, unless custom code is written to do this operation in a series of
steps.

2.2. Incompatible type changes like Array to a String.
All other forms of evolution like renaming attributes, deleting leaf classes, adding leaf classes, adding new classes,
adding or removing attributes, etc. can be done online and without custom code. If actions like setting non standard
default values for newly added attributes are necessary, this can be done in callback functions within the objects.
There are a set of standard object lifecycle callbacks that get invoked in activities like cache load. Those callbacks
can be used to check for default values and take action if necessary.

Persistent object lifecycle
The lifecycle of an object load can be controlled on a use case basis.
By default, objects are loaded only when they are sent a message. This includes the default behavior for queries
which only return a collection of references to objects that satisfied the query predicate, not the actual objects. When
an object is loaded, all it’s non-reference attributes (primitives) are also loaded and remaining reference types follow
the same pattern as the referencing object.
When a message is sent to an object VOD looks into internal structures to see if the object is already in client
memory. If not, VOS does an RPC to load the object. At the time VOD loads the object, it will also look at the
connections locking strategy to decide how to deal with locking the object on load. VOD supports both global
locking strategies that can be applied to a connection and extremely fine grained control to override behavior for a
particular use case.
Once an object is loaded and locked it stays in the client cache, with an equivalent lock in the server, until one of a
number of events occurs.
The most common event, the current transaction ends with commit. In the default case, this will release the lock and
object from memory. However, note that there are forms of commit that will do combinations of things like, keep the
cache and the locks and start a new transaction, keep the cache, but release the locks and start a new transaction.
These forms and others are used to optimize cache effectiveness when using non-default locking strategies like
optimistic locking or when you have a series of transactions that form a task and operate on the same set of objects.
Another possibility is that your client cache starts to get full. In this case, VOD may decide to swap objects back to 
the server process to make space and do some work that will have to be done at commit anyway. VOD does this in a 
fully transactional way, so that even if modified objects get swapped to the server, they will still be undone if the 
transaction is rolled back. Also, you have the ability to “pin” objects into the client cache to prevent swapping of
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important sets of objects, enabling the use of direct memory pointers without concern for memory faults.
Another possible event is a query call which has the option set to flush the cache of objects in the target class, so that
changed objects currently in your cache become part of the current query execution evaluation.
Other possibilities include API calls that result in explicit release of the object, like a call to refresh or a call to
release.
There are many ways to override the default behavior. Those are in fact commonly used to performance tune on a
use case basis. For example, if you are going to iterate over a collection of 1000 objects, you don’t want to do 1000
RPC’s. Giving the collection of references to a call to groupRead will use a single RPC and load all objects.
Similarly, you can make a call to getClosure which will use groupRead behavior to load all referenced objects in a
graph from the starting point, down to your specified level of reachability. Further, queries have options to set a lock
and load result sets rather than just references or to use cursors. There are API’s to explicitly load objects into cache
and set higher lock levels than the connection defaults, etc.

Achieving persistence
For users of C++, Versant requires that the uppermost class in an inheritance hierarchy inherit from a base class
“PObject”, which handles database activities.
Then there is a file setup, schema.imp, that declares which classes in the model are to be made persistent and that
file is used in a pre-compilation phase where Versant's necessary magicWikipedia:Please clarify is added to the
persistent classes. Finally, the resulting schema.cxx file is compiled and linked with the application.
The pre-compilation phase is done with a utility though note this is typically automatically set up in one's visual
development environment so the process is automatic when a build is done.
When using Java or .NET, this same procedure described above with C++ is accomplished using post-processing
byte code enhancement. One sets up a file that declares which classes are to be persistent and then uses a utility, or
API, or IDE integration to enhance the classes before running or debugging.
Versant provides other Java APIs based on standards JDO and JPA. In those versions of the API, the system adheres
to the standards defined for declaring persistence whether it be some kind of XML or annotation. Enhancement is
then done using a utility (similarly with .NET) or more commonly with Eclipse plug-in or Microsoft Visual Studio
integration during the build process.

Integration with relational databases
A large percentage of Versant’s customers do some form of integration with relational tables. This can be
accomplished in a couple of ways depending on the requirements such as: on-line/off-line, batch based,
transactional, etc.

XA
Versant supports the XA protocol for distributed transactions. This allows participation in online distributed
transactions with relational databases. The interaction with the relational tables can take many forms from custom
code to ORM solutions to J2EE application servers (Entity Relationship Modeling) to message passing to ORBs, etc.
The XA API allows the Versant database to act as a resource controlled by an external transaction monitor
coordinating changes to both Versant and relational databases in the same transactional context.
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ORM
Versant can interact with relational databases using Java ORM technology such as JDO (Java Data Objects) and
Hibernate JPA. These standards-based implementations have the ability to detach objects from their transactional
context and then attach them to another connection. There are restrictions in that Versant requires the application to
use a concept known as database identity in order for replication to work with relations intact. Versant does not
support the ORM form of application identity in anything other than a disconnected data form.

XML
Versant has tools that enable the import and export of XML data. For example, batch based replication of data can be
accomplished by exporting objects from the Versant database as XML, if necessary applying an XSLT transform and
then importing into relational tables. The opposite direction is also possible. With Java, the most common approach
using XML is to dynamically replicate information using JAXB which runtime converts objects into and out of an
XML form. Using JAXB, the Versant database only needs to work with objects rather than importing an XML form.
In essence, XML coming from relational databases are converted to objects at runtime using JAXB and those objects
are then persisted into the Versant database.

Custom code
Users of C++ are especially challenged in integrating with relational databases. Versant provides consulting to help
these customers with their integration challenges, but does not make those solutions, which require customization for
each application, available in a productized form.

Transactions
Versant by default is always implicitly in a transaction when connected to the database. In addition, VOD supports
the XA protocol and apply that to certain standards based API’ such as JDO and JPA which require explicit
transaction demarcation. There is a non-implicit form of transaction where transaction begin/end must be declared.
In order to discard from memory objects that have been modified in the current transaction you can either do it
globally for the current transaction by issuing a rollback which also implicitly starts another transaction or you can
do it in isolation or globally using specific calls within the same transaction.

Locking and caching strategies
Versant by default uses a pessimistic locking strategy to ensure that objects in the database server are in sync with
client access in an ACID way. This is done by using a combination of locks against both schema and instance
objects.
The database server process maintains lock request queues at the object level to control concurrency of access to the
same object. A request for update will establish a queue if there are any existing readers of an object. The request
either goes through when all current readers release their locks or times-out (an exception which can be handled by
client is thrown). Locks are generally released at transaction boundaries. When a queue is established by an update
request, all other subsequent requests fall in queue behind the update request. Once the update request has been
filled, all read requests in the queue rush in and get their read lock, return the object, and if there are no other
updates, the queue disappears. In this architecture, locks are done at the object level so false waits and false
deadlocks do not occur.
Other ways of keeping client caches in sync are, for example, an optimistic locking strategy, using a classic
timestamp mechanism. VOD also provides forms of client cache synchronization using multi-cast. Additionally it
provides an event mechanism where clients can register for triggering events within the database server to be used
for synchronization or for business logic work flow.
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Scalability

Storage
Versant supports, multiple file and multiple process configurations. Data storage is done in a single or multiple files,
but there are supporting files for the logging subsystem (logical and physical log files). These logging files are used
for high performance and scalability under concurrent user loads and for online database backup processes.

Clients
Versant is a multi-user client server database and has production applications with thousands of concurrently
connected users. Thus, Versant can also run linked and embedded in the same address space as the application
process (so it can be also an embedded database).

Performance
Versant uses internal performance and scalability benchmarks to monitor and measure behavior over time across
releases, patches and generations of new hardware.
Versant has done other non-standard benchmarking activities in a public forum.[2] .[3]

Versant ran the 007 benchmarks in the early 90’s but currently doesn’t provide any comparisons because there are no
industry benchmarks that make sense for object databases,
One of the candidates considered was TPC-E, which was supposed to be the new OLTP standard database
benchmark with new complex models aimed at being representative of today’s computing environment. The TPC-E
is based on a financial trading system model. Still, comparative results could not be obtained. The reason is that the
TPC specifies requirements regarding what part of the code resides in the “driver” of the benchmark and what part
resides in “database” functionality. However, the driver to application logic interface is completely defined at the
data level. This means that when measuring relational access you would not incur any overhead for mapping into a
C++ object. The mapping of the raw data into what ever form was necessary in the driver to implement the business
logic was completely outside of the benchmark measurements. When it comes to the object database, you need to
now un-map the C++ objects into the driver data structures and in doing so, measure the cost of that activity as part
of the benchmark timings.
But this is the opposite of a real world application where people write object oriented applications resulting in object
oriented models. In a relational database, you need to map/un-map from objects to the relational data structures. The
TPC-E was written in a way as to exclude the “mapping effect” from the measurements, which by the very nature of
how an object database works means the TPC-E was written in a way that forces measurement of an “un-mapping
effect”, an activity which does not occur in a real world application. Thus with TPC-E, the true cost of computing is
removed for relational and even worse added to object databases.

Add-on Modules
Versant provides add-on modules for deployment or access to its Object Database.
• V/Management Center: V/MC delivers real-time views of performance data and analytical information about the

Versant Object Database. For example, it alerts administrators about potential issues before the database
availability is affected. It's designed as an Eclipse-based RCP client.

•• Versant Compact: Online Database Maintenance.
• Versant FTS: High Availability Database Server.
•• Versant Async Server: Production Database Replication.
•• Versant HA Backup: High Availability Backup Solution.
• Versant SQL: SQL Access & Reporting.
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Applications
Usually the “best kind of application” to use a Versant database are those applications requiring an application
specific database of an OLTP nature. There are certain application characteristics where Versant technology provides
better performance and scalability than traditional relational technology: complex models, large amount of data,
large number of concurrent users.
Thus, VOD is found in applications within many different vertical industries: global trading platforms for large stock
exchanges, network management for large telecommunications providers, intelligence analytics for defense agencies,
reservation systems for large airline/hotel companies, risk management analytics for banking and transportation
organizations, Massively multiplayer online game systems, network security and fraud detection, local number
portability, advanced simulations, social networking, etc..
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Zope Object Database

Zope Object Database

Developer(s) Zope Corporation

Stable release 3.10.3 / April 12, 2011[1]

Written in Python

Operating system Cross-platform

Type Object Database

License Zope Public License

Website www.zodb.org [2]

The Zope Object Database (ZODB) is an object-oriented database for transparently and persistently storing Python
objects. It is included as part of the Zope web application server, but can also be used independently of Zope.
Features of the ZODB include: transactions, history/undo, transparently pluggable storage, built-in caching,
multiversion concurrency control (MVCC), and scalability across a network (using ZEO).

History
•• Created by Jim Fulton of Zope Corporation in the late 90s.
•• Started as simple Persistent Object System (POS) during Principia development (which later became Zope)
•• ZODB 3 was renamed when a significant architecture change was landed.
•• ZODB 4 was a short lived project to re-implement the entire ZODB 3 package using 100% Python.

Implementation

Basics
A ZODB storage is basically a directed graph of (Python) objects pointing at each other, with a Python dictionary at
the root. Objects are accessed by starting at the root, and following pointers until the target object. In this respect,
ZODB can be seen as a sophisticated Python persistence layer.

Example
For example, say we have a car described using 3 classes Car, Wheel and Screw. In Python, this could be
represented that way (coding style is awful, but this is for an illustration purpose):

class Car: [...]

class Wheel: [...]

class Screw: [...]

myCar = Car()

myCar.wheel1 = Wheel()

myCar.wheel2 = Wheel()

for wheel in (myCar.wheel1, myCar.wheel2):

    wheel.screws = [Screw(), Screw()]
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(Car() creates a new instance of class Car).
If the variable zodb is the root of persistence, then

zodb['mycar'] = mycar

puts all the objects (the instances of car, wheel, screws and so on) into the storage, and can be retrieved later. If for
example, another program gets a connection to the database through the zodb object, performing:

carzz = zodb['mycar']

retrieves all the objects, the pointer to the car being held in the carzz variable.
The object can then be altered, for example if some later Python code reads:

carzz.wheel3 = Wheel()

carzz.wheel3.screws = [Screw()]

the storage is altered to reflect the change of data (after a commit is ordered).
There is no declaration of the data structure in Python, so there is none in ZODB, new fields can be freely added to
an existing object.

Storage unit
Actually, the above oversimplifies a bit. For persistence to take place, the Python Car class must be derived from the
persistence.Persistent class — this class both holds the data necessary for the persistence machinery to work, such as
the internal object id, state of the object, and so on, but also defines the boundary of the persistence in the following
sense: every object whose class derives from Persistent is the atomic unit of storage (the whole object is copied to
the storage when a field is modified).
In the example above, if Car is the only class deriving from Persistent, when wheel3 is added to car, all the objects
must be written to the storage (the Car, wheel1, wheel2, the screws and so on). In contrast, if Wheel also derives
from Persistent, then when carzz.wheel3 = Wheel is performed, a new record is written to the storage to hold the new
value of the Car, but the existing Wheel are kept, and the new record for the Car points to the already existing Wheel
record inside the storage.
The ZODB machinery doesn't chase modification down through the graph of pointers. In the example above,
carzz.wheel3 = something is a modification automatically tracked down by the ZODB machinery, because carzz is
of (Persistent) class Car. The ZODB machinery does this basically by marking the record as dirty. However, if
there is a list (for example), a change inside the list isn't noticed by the ZODB machinery, and the programmer must
help by manually adding

carzz._p_changed = 1

to notify ZODB that the record actually changed. Thus the programmer must be aware to a certain point of the
working of the persistence machinery.
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Atomicity
The storage unit (that is, an object whose class derives from Persistent) is also the atomicity unit. In the example
above, if Cars is the only Persistent class, a thread modifies a Wheel (the Car record must be notified), and another
thread modifies another Wheel inside another transaction, the second commit will fail. If Wheel is also Persistent,
both Wheels can be modified independently by two different threads in two different transactions.

Class persistence
The class persistence (that is, writing the class of a particular object into the storage), is obtained by writing a kind of
"fully qualified" name of the class into each record on the disk. It should be noted than, in Python, the name of the
class involves the hierarchy of directory the source file of the class resides in. A consequence is that the source file
of persisting object cannot be moved. If it is, the ZODB machinery is unable to locate the class of an object when
retrieving it from the storage, resulting into a broken object.

Log file
(missing)

ZEO
ZEO (Zope Enterprise Objects) is a ZODB storage implementation that allows multiple client processes to persist
objects to a single ZEO server. This allows transparent scaling, but the ZEO server is still a single point of failure.

Pluggable Storages
•• Network Storage (aka ZEO) - Enables multiple python processes load and store persistent instances concurrently.
•• File Storage - Enables a single python process to talk to a file on disk.
• relstorage - Enables the persistence backing store to be a RDBMS.
• Directory Storage - Each persistent data is stored as a separate file on the filesystem. Similar to FSFS in

Subversion.
•• Demo Storage - An in-memory back end for the persistent store.
• BDBStorage - Which uses Berkeley DB back end. Now abandoned.
Failover Technologies:
•• Zope Replication Services (ZRS) - A commercial add-on (open-source since May 2013) that removes the single

point of failure, providing hot backup for writes and load-balancing for reads.
•• zeoraid - An open source solution that provides a proxy Network Server that distributes object stores and recovery

across a series of Network Servers.
•• relstorage - since RDBMS technologies are used this obviates need for ZEO server.
•• NEO - Distributed (fault tolerance, load-balancing) storage implementation.
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External links
• Introduction to the Zope Object Database (http:/ / www. python. org/ workshops/ 2000-01/ proceedings/ papers/

fulton/ zodb3. html)
• ZODB/ZEO Programming Guide (http:/ / wiki. zope. org/ ZODB/ guide/ index. html)
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Strozzi NoSQL (RDBMS)

Original author(s) Carlo Strozzi

Initial release 1998

Stable release 4.1.10 / September 13, 2010

Platform Unix-like (e.g., Cygwin)

Type RDBMS

License GPL

Website www.strozzi.it/cgi-bin/CSA/tw7/I/en_US/nosql/Home%20Page [1]

Strozzi NoSQL is a shell-based relational database management system initialized and developed by Carlo Strozzi
that runs under Unix-like operating systems, or others with compatibility layers (e.g., Cygwin under Windows). Its
file name NoSQL merely reflects the fact that it does not express its queries using Structured Query Language; the
NoSQL RDBMS is distinct from the circa-2009 general concept of NoSQL databases, which are typically
non-relational, unlike the NoSQL RDBMS. Strozzi NoSQL is released under the GNU GPL.

Construction
NoSQL uses the operator-stream paradigm, where a number of "operators" perform a unique function on the passed
data. The stream used is supplied by the UNIX input/output redirection system so that over the pipe system, the
result of the calculation can be passed to other operators. As UNIX pipes run in memory, it is a very efficient way of
implementation.
NoSQL, with development led by Carlo Strozzi, is the latest and perhaps the most active in a line of implementations
of the stream-operator database design originally described by Evan Shaffer, Rod Manis, and Robert Jorgensen in a
1991 Unix Review article and an associated paper [2]. Other implementations include the Perl-based rdb, a
commercial version by the original authors called /rdb [3], and Starbase [4], a version with added astronomical data
operators by John Roll of Harvard and the Smithsonian Astrophysical Observatory. Because of its strengths in
dealing with pipe data, most implementations are a mixture of awk and other programming languages, usually C or
Perl.
The concept was originally described in a 1991 Unix Review article, and later expanded in a paper (see reference
above), as well as in the book, "Unix Relational Database Management". NoSQL (along with other similar
stream-operator databases) is well-suited to a number of fast, analytical database tasks, and has the significant
advantage of keeping the tables in ASCII text form, allowing many powerful text processing tools to be used as an
adjunct to the database functions themselves. Popular tools for use with NoSQL include Python, Perl, awk, and shell
scripts using the ubiquitous Unix text processing tools (cut, paste, grep, sort, uniq, etc.)
NoSQL is written mostly in interpretive languages, slowing actual process execution, but its ability to use ordinary
pipes and filesystems means that it can be extremely fast for many applications when using RAM filesystems or
heavily leveraging pipes, which are mostly memory-based in many implementations.
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Philosophy
The reasons for avoiding SQL are as follows:
1.1. Complexity: Most commercial database products are often too costly for minor projects, and free databases are

too complex. They also do not have the shell-level approach that NoSQL has.
2.2. Portability:

1. Data: The data from NoSQL can be easily ported to other types of machines, like Macintoshes or Windows
computers, since tables exist as simple ASCII text and can be easily read from or redirected to files at any
point in processing.

2. Software: NoSQL can run on any UNIX machine that has the Perl and the AWK programming languages
installed, and perhaps even on the Cygwin UNIX-like environment for Microsoft Windows.

3. Unlimited: NoSQL has no arbitrary limits, like a data field size, column number, or file size limit, and can
principally work where other products cannot. (The number of columns in a table may actually be limited to
32,768 by some implementations of the AWK1 programming language).

4.4. Usability: With its straight forward and logical concept, NoSQL can easily be used by non-computer people. For
instance, rows of data are selected with the 'row' operator, columns with the 'column' operator.

In contrast to other RDBMS, NoSQL has the full power of UNIX during application development and usage. Its user
interface uses the UNIX shell. So, it is not necessary to learn a set of new commands to administer the database.
From the view of NoSQL, the database is not more than a set of files similar to any other user file. No scripting or
other type of database language is used besides the UNIX shell. This shell-nature encourages casual use of this
database, which makes its use familiar, resulting in formal use. In other words, NoSQL is a set of shell routines that
access normal files of the operating system.

Examples
To retrieve information about a particular employee, a query in SQL might look like this:

select e.*, a.*, mgr.* from EMPLOYEES e, ADDRESSES a, MANAGERS mgr

WHERE .....

Since a document-oriented NoSQL database often retrieves a pre-connected document representing the entire
employee, the query might look like this:

$e = doc("/employee/emp_1234")

return $e/address/zip

The stream-operator paradigm differs from conventional SQL, but since the NoSQL DB is relational, it is possible to
map NoSQL operators to their SQL equivalents:

SQL NoSQL or /rdb

select col1 col2 from filename column col1 col2 < filename

where column - expression row ’column == expression’

compute column = expression compute ’column = expression’

group by subtotal

having row

order by column sorttable column

unique uniq

count wc -l
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outer join jointable -al

update delete, replace

nesting pipes

Further reading
• Ayers, Larry (November 1998). "How Not To Re-Invent The Wheel" [5]. Linux Gazette. Retrieved 2011-05-03.
• Litt, Steve (April 2007). "NoSQL: The Unix Database (With awk)" [6]. Linux Productivity Magazine. Retrieved

2011-05-03.
• Paterno, Giuseppe (November 1, 1999). "NoSQL Tutorial" [7]. Linux Journal. Retrieved 2011-05-03.

External links
• NoSQL: a non-SQL RDBMS [1]
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NoSQL
A NoSQL database provides a mechanism for storage and retrieval of data that is modeled in means other than the
tabular relations used in relational databases. Motivations for this approach include simplicity of design, horizontal
scaling and finer control over availability. The data structure (e.g., tree, graph, key-value) differs from the RDBMS,
and therefore some operations are faster in NoSQL and some in RDBMS. There are differences though and the
particular suitability of a given NoSQL DB depends on the problem to be solved (e.g., does the solution use tree
algorithms?).
NoSQL databases are finding significant and growing industry use in big data and real-time web applications.
NoSQL systems are also referred to as "Not only SQL" to emphasize that they may in fact allow SQL-like query
languages to be used. In the context of the CAP theorem, NoSQL stores often compromise consistency in favor of
availability and partition tolerance. Barriers to the greater adoption of NoSQL data stores in practice include: the
lack of full ACID transaction support, the use of low-level query languages, the lack of standardized interfaces, and
the huge investments already made in SQL by enterprises.
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History
Carlo Strozzi used the term NoSQL in 1998 to name his lightweight, open-source relational database that did not
expose the standard SQL interface. Strozzi suggests that, as the current NoSQL movement "departs from the
relational model altogether; it should therefore have been called more appropriately 'NoREL'.
Eric Evans (then a Rackspace employee) reintroduced the term NoSQL in early 2009 when Johan Oskarsson of
Last.fm wanted to organize an event to discuss open-source distributed databases. The name attempted to label the
emergence of a growing number of non-relational, distributed data stores that often did not attempt to provide
atomicity, consistency, isolation and durability guarantees that are key attributes of classic relational database
systems.

Taxonomy
There have been various approaches to classify NoSQL databases, each with different categories and subcategories.
Because of the variety of approaches and overlaps it is difficult to get and maintain an overview of non-relational
databases. Nevertheless, the basic classification that most would agree on is based on data model. A few of these and
their prototypes are:
• Column: HBase, Accumulo, Cassandra
• Document: MarkLogic, MongoDB, Couchbase
• Key-value: Dynamo, Riak, Redis, MemcacheDB, Project Voldemort
• Graph: Neo4J, OrientDB, Allegro, Virtuoso

Classification based on data model
Stephen Yen in his blog post "NoSQL is a Horseless Carriage" suggests the following:[1]

Term Matching Database

KV Cache Memcached, Repcached, Coherence, Hazelcast, Infinispan, eXtreme Scale, JBoss Cache, Velocity, Terracotta,
GigaSpaces

KV Store Keyspace, Flare, SchemaFree, RAMCloud

KV Store - Eventually
consistent

Dynamo, Voldemort, Dynomite, SubRecord, MotionDb, DovetailDB

Data-structures server Redis

KV Store - Ordered TokyoTyrant, Lightcloud, NMDB, Luxio, MemcacheDB, Actord

Tuple Store GigaSpaces, Coord, Apache River

Object Database ZopeDB, DB4O, Shoal, Perst

Document Store MarkLogic, CouchDB, MongoDB, Jackrabbit, XML-Databases, ThruDB, CloudKit, Persevere, Riak Basho,
Scalaris

Wide Columnar Store BigTable, HBase, Cassandra, Hypertable, KAI, OpenNeptune, Qbase, KDI
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Classification based on feature
Ben Scofield categorized NoSQL databases based on nonfunctional categories (“(il)ities“) plus a rating of their
feature coverage: [citation needed]

Data Model Performance Scalability Flexibility Complexity Functionality

Key–value Stores high high high low variable (none)

Column Store high high moderate low minimal

Document Store high variable (high) high low variable (low)

Graph Database variable variable high high graph theory

Relational Database variable variable low moderate relational algebra

Examples

Document store
The central concept of a document store is the notion of a "document". While each document-oriented database
implementation differs on the details of this definition, in general, they all assume that documents encapsulate and
encode data (or information) in some standard formats or encodings. Encodings in use include XML, YAML, and
JSON as well as binary forms like BSON, PDF and Microsoft Office documents (MS Word, Excel, and so on).
Different implementations offer different ways of organizing and/or grouping documents:
•• Collections
•• Tags
•• Non-visible Metadata
•• Directory hierarchies
Compared to relational databases, for example, collections could be considered as tables as well as documents could
be considered as records. But they are different: every record in a table has the same sequence of fields, while
documents in a collection may have fields that are completely different.
Documents are addressed in the database via a unique key that represents that document. One of the other defining
characteristics of a document-oriented database is that, beyond the simple key-document (or key–value) lookup that
you can use to retrieve a document, the database will offer an API or query language that will allow retrieval of
documents based on their contents.

Name Language Notes

BaseX Java, XQuery XML database

Cloudant Erlang, Java, Scala, C JSON store (online service)

Clusterpoint C++ XML, geared for Full text search

Couchbase Server Erlang, C, C++ Support for JSON and binary documents

Apache CouchDB Erlang JSON database

djondb[2][3][4] C++ JSON, ACID Document Store

Solr Java Search engine

ElasticSearch Java JSON, Search engine

eXist Java, XQuery XML database

Jackrabbit Java Java Content Repository implementation

http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=YAML
http://en.wikipedia.org/w/index.php?title=JSON
http://en.wikipedia.org/w/index.php?title=BSON
http://en.wikipedia.org/w/index.php?title=PDF
http://en.wikipedia.org/w/index.php?title=BaseX
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Cloudant
http://en.wikipedia.org/w/index.php?title=Erlang_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Scala_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=JSON
http://en.wikipedia.org/w/index.php?title=Clusterpoint
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IBM Lotus Notes and Lotus Domino LotusScript, Java, IBM X Pages, others MultiValue

MarkLogic Server XQuery, Java, REST XML database with support for JSON, text, and binaries

MongoDB C++, C#, Go BSON store (binary format JSON)

ObjectDatabase++ C++, C#, TScript Binary Native C++ class structures

Oracle NoSQL Database Java, C

OrientDB Java JSON, SQL support

CoreFoundation Property list C, C++, Objective-C JSON, XML, binary

Sedna XQuery, C++ XML database

SimpleDB Erlang online service

TokuMX C++, C#, Go MongoDB with Fractal Tree indexing

OpenLink Virtuoso C++, C#, Java, SPARQL middleware and database engine hybrid

Graph
This kind of database is designed for data whose relations are well represented as a graph (elements interconnected
with an undetermined number of relations between them). The kind of data could be social relations, public transport
links, road maps or network topologies, for example.

Name Language Notes

AllegroGraph SPARQL RDF GraphStore

IBM DB2 SPARQL RDF GraphStore added in DB2 10

DEX/Sparksee Java, C++, .NET, Python High-performance graph database

FlockDB Scala

InfiniteGraph Java High-performance, scalable, distributed graph database

Neo4j Java

OpenLink Virtuoso C++, C#, Java, SPARQL middleware and database engine hybrid

OrientDB Java

Sones GraphDB C#

Sqrrl Enterprise Java Distributed, real-time graph database featuring cell-level security

OWLIM Java, SPARQL 1.1 RDF graph store with reasoning

Key–value stores
Key–value stores allow the application to store its data in a schema-less way. The data could be stored in a datatype
of a programming language or an object. Because of this, there is no need for a fixed data model. The following
types exist:

KV - eventually consistent

•• Apache Cassandra
•• Dynamo
•• Hibari
•• OpenLink Virtuoso
•• Project Voldemort
•• Riak
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KV - hierarchical

•• GT.M
•• InterSystems Caché

KV - cache in RAM

•• memcached
•• redis
•• OpenLink Virtuoso
•• Hazelcast
•• Oracle Coherence

KV - solid state or rotating disk

•• Aerospike
•• BigTable
•• CDB
•• Couchbase Server
•• Keyspace
•• LevelDB
• MemcacheDB (using Berkeley DB)
•• MongoDB
•• OpenLink Virtuoso
•• Tarantool
•• Tokyo Cabinet
•• Tuple space
•• Oracle NoSQL Database

KV - ordered

•• Berkeley DB
•• FoundationDB
•• IBM Informix C-ISAM
•• InfinityDB
•• MemcacheDB
•• NDBM

Object database
•• db4o
•• GemStone/S
•• InterSystems Caché
•• JADE
•• NeoDatis ODB
•• ObjectDatabase++
•• ObjectDB
•• Objectivity/DB
•• ObjectStore
•• ODABA
•• Perst
•• OpenLink Virtuoso
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•• Versant Object Database
•• WakandaDB
•• ZODB

Tabular
•• Apache Accumulo
•• BigTable
•• Apache Hbase
•• Hypertable
•• Mnesia
•• OpenLink Virtuoso

Tuple store
•• Apache River
•• OpenLink Virtuoso
•• Tarantool
•• GigaSpaces

Triple/Quad Store (RDF) database
•• SparkleDB
•• Virtuoso Universal Server
•• Ontotext-OWLIM
•• Apache JENA
•• Oracle NoSQL database
•• MarkLogic

Hosted
•• Freebase
•• OpenLink Virtuoso
•• Datastore on Google Appengine
•• Amazon DynamoDB
•• Cloudant Data Layer (CouchDB)

Multivalue databases
• Northgate Information Solutions Reality, the original Pick/MV Database
• Extensible Storage Engine (ESE/NT)
•• OpenQM
• Revelation Software's OpenInsight
•• Rocket U2
• D3 Pick database
•• InterSystems Caché
•• InfinityDB
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NoSQL databases on the cloud
NoSQL databases can be run on-premises, but are also often run on IaaS or PaaS platforms like Amazon Web
Services, RackSpace or Heroku. There are three common deployment models for NoSQL on the cloud:
• Virtual machine image - cloud platforms allow users to rent virtual machine instances for a limited time. It is

possible to run a NoSQL database on these virtual machines. Users can upload their own machine image with a
database installed on it, use ready-made machine images that already include an optimized installation of a
database, or install the NoSQL database on a running machine instance.

• Database as a service - some cloud platforms offer options for using familiar NoSQL database products as a
service, such as MongoDB, Redis and Cassandra, without physically launching a virtual machine instance for the
database. The database is provided as a managed service, meaning that application owners do not have to install
and maintain the database on their own, and pay according to usage. Some database as a service providers provide
additional features, such as clustering or high availability, that are not available in the on-premise version of the
database (see the table below for several examples).

• Native cloud NoSQL databases - some providers offer a NoSQL database service which is available only on the
cloud. A well-known example is Amazon’s SimpleDB, a simple NoSQL key-value store. SimpleDB cannot be
installed on a local machine and cannot be used on any cloud platform except Amazon’s.

The following table provides notable examples of NoSQL databases available on the cloud in each of these
deployment models:

Deployment
Model

Database
Technology

Provider Cloud-Specific Features Pricing Model

Virtual machine
image

MongoDB MongoDB - machine images for Amazon
EC2[5] and Windows Azure[6]

None •• Database and machine
image - open source

•• Amazon/Azure instances -
pay per use

Virtual
Machine Image

Redis • Redis - standard open source
installation

• Script for installation on Amazon
EC2 [7]

• Recommended installation on
Windows Azure [8]

None •• Database and machine
image - open source

•• Amazon/Azure instances -
pay per use

Virtual machine
image

Cassandra Apache Cassandra - machine image for
Amazon EC2[9]

None •• Database and machine
image - open source

•• Amazon instances - pay per
use

Database as a
Service

MongoDB MongoLab[10] - available on Amazon,
Google, Joyent, Rackspace and Windows
Azure

•• Managed service
•• High availability
•• Automatic failover
•• Pre-configured

clustering

• Free up to 500MB (on
disk)[11]

•• Paid plans based on
architecture and storage size

Database as a
Service

Redis/Memcached Amazon Web Services - ElastiCache[12] •• Managed service
•• Automatic healing of

failed nodes
•• Resilient system to

prevent overloaded DBs
•• Performance monitoring

• Free for 750 hours on micro
instance[13]

• Pay per use for machine
utilization, no separate
charge for data usage[14]
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Database as a
Service

Redis RedisToGo[15] - available on Amazon
EC2, RackSpace, Heroku, AppHarbor,
Orchestra

•• Managed service
•• Daily backups
•• API enabling creation,

deletion, or download of
Redis instances

•• Free up to 5MB (memory)
•• Paid plans based on

memory usage

Database as a
Service

Redis Redis Cloud (Redis Labs)[16] - available
on Amazon EC2, Windows Azure,
Heroku, Cloud Foundry, OpenShift,
AppFog, AppHarbor

•• Managed service
•• Automatic scaling,

unlimited Redis nodes
•• High availability
•• Built-in clustering

• Free up to 25MB
(memory)[17]

•• Pay per use

Database as a
Service

Cassandra Instaclustr[18] - available on Amazon
EC2, RackSpace, Windows Azure,
Joyent, Google Compute Engine

•• Managed service
•• Performance tuning
•• Monitoring
•• Automated backups
•• DataStax OpsCenter for

cluster administration

Paid plans based on disk
storage, memory usage and
CPU cores[19]

Native cloud
NoSQL
database

Amazon SimpleDB Amazon Web Services •• Managed service
•• High availability
•• Unlimited scale
•• Data durability

• Free for 750 hours on micro
instance[20]

•• Pay per use - separate
charge for machine
utilization and data usage

Native cloud
NoSQL
database

Google App Engine
Datastore[21]

Google •• No planned downtime
•• Atomic transactions
•• High availability of

reads and writes

• Free with quota system
limiting instance hours,
storage and throughput[22]

•• Pay per use based on
instance hours, storage,
throughput and other
parameters

Native cloud
NoSQL
database

SalesForce
Database.com[23]

SalesForce •• Unlimited scale
•• Access to SalesForce

meta data
•• Social API
•• Support for mobile

clients
•• Multi-tenancy

• Free up to 100K records and
50K transactions[24]

•• Pay per use based on users,
number of records and
transactions
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Graph database
A graph database is a database that uses graph structures with nodes, edges, and properties to represent and store
data. A graph database is any storage system that provides index-free adjacency. This means that every element
contains a direct pointer to its adjacent elements and no index lookups are necessary. General graph databases that
can store any graph are distinct from specialized graph databases such as triplestores and network databases.

Structure
Graph databases are based on graph theory. Graph databases employ nodes, properties, and edges.

Nodes represent entities such as people, businesses, accounts, or any other item you might want to keep track of.
Properties are pertinent information that relate to nodes. For instance, if "Wikipedia" were one of the nodes, one
might have it tied to properties such as "website", "reference material", or "word that starts with the letter 'w'",
depending on which aspects of "Wikipedia" are pertinent to the particular database.
Edges are the lines that connect nodes to nodes or nodes to properties and they represent the relationship between the
two. Most of the important information is really stored in the edges. Meaningful patterns emerge when one examines
the connections and interconnections of nodes, properties, and edges.

Properties
Compared with relational databases, graph databases are often faster for associative data sets[citation needed], and map
more directly to the structure of object-oriented applications. They can scale more naturally to large data sets as they
do not typically require expensive join operations. As they depend less on a rigid schema, they are more suitable to
manage ad hoc and changing data with evolving schemas. Conversely, relational databases are typically faster at
performing the same operation on large numbers of data elements.

http://en.wikipedia.org/w/index.php?title=Graph_%28data_structure%29
http://en.wikipedia.org/w/index.php?title=Storage_system
http://en.wikipedia.org/w/index.php?title=Pointer_%28computer_programming%29
http://en.wikipedia.org/w/index.php?title=Lookup
http://en.wikipedia.org/w/index.php?title=Network_database_model
http://en.wikipedia.org/w/index.php?title=Graph_theory
http://en.wikipedia.org/w/index.php?title=File:GraphDatabase_PropertyGraph.png
http://en.wikipedia.org/w/index.php?title=Relational_databases
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Join_%28SQL%29


Graph database 1361

Graph databases are a powerful tool for graph-like queries, for example computing the shortest path between two
nodes in the graph. Other graph-like queries can be performed over a graph database in a natural way (for example
graph's diameter computations or community detection).

Graph database projects
The following is a list of several well-known graph database projects:[1]

Name Version License Language Description

AllegroGraph 4.11 (June
2013)

Proprietary, Clients -
Eclipse Public License v1

C#, C,
Common
Lisp, Java,
Python

A RDF and graph database.

ArangoDB [2] 2.0.0
(March
2014)

Apache 2 C, C++ &
Javascript

A distributed multi-model document store and graph database.
Highly scalable supporting ACID and full transaction support.
Including a built-in graph explorer.

Bigdata [3] GPL Java A RDF/graph database capable of clustered deployment.

Bitsy [4] 1.5.0 AGPL, Enterprise license
(unlimited use,
annual/perpetual)

Java A small, embeddable, durable in-memory graph database

BrightstarDB [5] MIT License [6] C# An embeddable NoSQL database for the .NET platform with
code-first data model generation.

DEX/Sparksee[7] 5.0.0 (2014) evaluation, research or
development use (free) /
commercial use

C++ A high-performance and scalable graph database management
system from Sparsity Technologies [8], a technology transition
company from DAMA-UPC [9]. Its main characteristics is its
query performance for the retrieval & exploration of large
networks. Sparksee 5 mobile is the first graph database for mobile
devices.

Filament [10] BSD Java A graph persistence framework and associated toolkits based on a
navigational query style.

GraphBase [11] 1.0.03a Proprietary Java A customizable, distributed, small-footprint graph store with a rich
tool set from FactNexus [12].

Graphd Proprietary The proprietary back-end of Freebase.

Horton [13] Proprietary C# A graph database from Microsoft Research Extreme Computing
Group (XCG) [14] based on the cloud programming infrastructure
Orleans [15].

HyperGraphDB
[16]

1.2 (2012) LGPL Java A graph database supporting generalized hypergraphs where edges
can point to other edges.

InfiniteGraph [17] 3.0 (January
2013)

Proprietary Java A distributed and cloud-enabled commercial product with flexible
licensing.

InfoGrid [18] 2.9.5 (2011) AGPLv3, free for small
entities[19]

Java A graph database with web front end and configurable storage
engines (MySQL, PostgreSQL, Files, Hadoop).

jCoreDB Graph
[20]

An extensible database engine with a graph database subproject.
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Neo4j 1.9.2 [21]

(July 2013)
GPLv3 Community
Edition. Commercial &
AGPLv3 options for
Enterprise and Advanced
editions[22]

Java A highly scalable open source graph database that supports ACID,
has high-availability clustering for enterprise deployments, and
comes with a web-based administration tool that includes full
transaction support and visual node-link graph explorer.[23] Neo4j
is accessible from most programming languages using its built-in
REST web API interface. Neo4j is the most popular graph
database in use today.[24]

OpenLink
Virtuoso

A RDF graph database server, deployable as a local embedded
instance (as used in the Nepomuk Semantic Desktop), a
single-instance network server, or a shared-nothing network
cluster instance.

Oracle Spatial and
Graph [25]

11.2 (2012) Proprietary Java,
PL/SQL

1) RDF Semantic Graph: comprehensive W3C RDF graph
management in Oracle Database with native reasoning and
triple-level label security. 2) Network Data Model property graph:
for physical/logical networks with persistent storage and a Java
API for in-memory graph analytics.

Oracle NoSQL
Database [26]

2.0.39
(2013)

Proprietary Java RDF Graph for Oracle NoSQL Database is a feature of Enterprise
Edition providing W3C RDF graph capabilities in NoSQL
Database.

OrientDB 1.6.1
(November
2013)

Apache 2 Java A distributed Graph Database with a hybrid model taken from
Document Database.

OQGRAPH [27] GPLv2 A graph computation engine for MySQL, MariaDB and Drizzle.

Ontotext OWLIM
[28]

5.3 OWLIM Lite is free
OWLIM SE and Enterprise
are commercially licenced

Java A graph database engine, based entirely on Semantic Web
standards from W3C: RDF, RDFS, OWL, SPARQL. OWLIM Lite
is an "in memory" engine. OWLIM SE is robust standalone
database engine. OWLIM Enterprise is a clustered version which
offers horizontal scalability and failover support and other
enterprise features.

R2DF [29] R2DF framework for ranked path queries over weighted RDF
graphs.

ROIS [30] Freeware Modula-2 A programmable knowledge server that supports inheritance and
transitivity. Used in OpenGALEN as a Terminology Server.

sones GraphDB AGPLv3[31] C# A graph database and universal access layer (funded by Deutsche
Telekom).

Sqrrl Enterprise
[32]

v1.1 (2013) Proprietary Java Distributed, real-time graph database featuring cell-level security
and massive scalability.

Teradata Aster
[33]

v6 (2013) Proprietary Java, SQL,
Python, C++,
R

A high performance, multi-purpose, highly scalable and extensible
MPP database incorporating patented engines supporting native
SQL, MapReduce and Graph data storage and manipulation. An
extensive set of analytical function libraries and data visualization
capabilities are also provided.

Titan [34] 0.4.1 (2013) Apache 2 Java A distributed, real-time, transactional graph database developed by
Aurelius [35].

Trinity [36] C#, C, X64
Assembly

A distributed general purpose graph engine on a memory cloud.

VelocityGraph
[37]

Open source with
proprietary back-end

C# High performance, scalable & flexible graph database build with
VelocityDB [38] object database.

VertexDB [39] Revised BSD C A graph database server that supports automatic garbage
collection.
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WhiteDB [40] 0.7.0
(October
2013)

GPLv3 and a free
commercial licence

C A graph/N-tuples shared memory database library.

Graph database features
The following table compares the features of the above graph databases.

Name Graph Model API Query Methods Visualizer Consistency Backend Scalability

AllegroGraph RDF Java,
Java:Sesame,
JavaJena,
Python,
Ruby, Perl,
C#, Clojure,
Lisp, Scala,
REST

SPARQL 1.1,
Prolog, JIG,
JavaScript

Gruff - View
Graphs, Visual
Query Builder for
SPARQL and
Prolog

ACID Native Graph
Storage

1 Trillion RDF
triples

ArangoDB [2] Property Graph [41] JavaScript,
Blueprints,
REST

Graph Traversals
via JavaScript,
Gremlin

Built-in graph
explorer

MVCC/ACID native C/C++ Replication
and Sharding

Bigdata [3]

Bitsy [4] Property Graph Blueprints Gremlin, Pixy
[42]

ACID with
optimistic
concurrency
control

Human-readable
JSON-encoded
text files with
checksums and
markers for
recovery

DEX/Sparksee[43] Labeled and directed
attributed multigraph

Java, C++,
.NET,
Python

Native Java, C#,
Python and C++
APIs, Blueprints,
Gremlin

Exporting
functionality to
visualization
formats

Consistency,
durability and
partial
isolation and
atomicity

Native graph.
light and
independent
data structures
with a small
memory
footprint for
storage

Master/Slave
replication

Filament [10]

GraphBase
Enterprise(1) [44]

GraphBase
Agility(2) [45]

(1) mixed, (2)
Framework-managed
Simple Graph

Java Bounds
Language,
embedded java

GraphPad,
BoundsPad,
Navigator

ACID,
graph-based
transactions

proprietary
native

(1) shared
nothing
distributed, (2)
simple
replication,
100+ Billion
arcs per server

Graphd

Horton [13] Attributed
multigraph

Horton Query
Language
(Regular
Language
Expression +
SQL)

C#, .Net
Framework,
Asynchronous
communication
protocols
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https://github.com/tinkerpop/blueprints/wiki/Property-Graph-Model
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HyperGraphDB
[16]

Object-oriented
multi-relational
labeled hypergraph

Custom,Java MVCC/STM

InfiniteGraph [17] Labeled and directed
multi-property graph

Java,
Blueprints
(Read Only)

Java (with
parallel,
distributed
queries), Gremlin
(Read Only)

Graph browser for
developers. Plugins
to allow use of
external libraries.

ACID. There
is also a
parallel,
loosely
synchronized
batch loader.

Objectivity/DB
on standard
filesystems

Distributed &
Sharded.
Objectivity/DB
was the first
DBMS to
store a
Petabyte of
objects.

InfoGrid [18] Dynamically typed,
object-oriented
graph, multigraphs,
semantic models

jCoreDB Graph
[20]

Neo4j Property Graph Java,
Python,
JPython,
Ruby,
JRuby,
JavaScript
(Node.js),
PHP, .NET,
Django,
Clojure,
Spring,
Scala, or
REST (any
language)

Cypher
(native/preferred),
Native Java APIs
(special cases),
Traverser API,
REST,
Blueprints,
Gremlin

Data Browser
included. Supports
a variety of 3rd
party tools: Gephi,
Linkurio.us,
Cytoscape, Tom
Sawyer, Keylines,
etc.

ACID Native graph
storage with
native graph
processing
engine

Horizontal
read scaling
via
master-slave
clustering with
cache
sharding.

OpenLink

Oracle Spatial and
Graph [25]

RDF graph: Triple &
Quad (named
graphs); Network
Data Model property
graph

Java;
Apache
Jena;
PL/SQL

SPARQL 1.1;
SPARQL web
service end point;
SQL

SPARQL-compliant
tools; Apache
Jena-based tools;
XML &
JSON-based tools;
SQL based tools

ACID Efficient,
compressed,
partitioned
graph storage;
Native persisted
in-database
inferencing;
SPARQL 1.1 &
SQL
integration;
Triple-level
label security;
Semantic
indexing of
documents

Parallel load,
query,
inference;
Query
controls;
Scales from
PC to Oracle
Exadata;
Supports
Oracle Real
Application
Clusters and
Oracle
Database 8
exabytes

Oracle NoSQL
Database [26]

RDF graph: Triple
default graph, Triple
& Quad named
graphs

Java
(Apache
Jena)

SPARQL 1.1;
SPARQL web
service end point

SPARQL-compliant
tools; Apache
Jena-based tools;
XML &
JSON-based tools

ACID;
Configurable
consistency
& durability
policies

Key/value
store; W3C
SPARQL 1.1 &
Update;
In-memory
RDFS/OWL
inferencing

Parallel
load/query;
Query controls
for: parallel
execution,
timeout, query
optimization
hints

http://www.hypergraphdb.org
http://infinitegraph.com
http://en.wikipedia.org/w/index.php?title=Objectivity/DB
http://infogrid.org/
http://www.jcoredb.org
http://en.wikipedia.org/w/index.php?title=OpenLink_Software
http://www.oracle.com/technetwork/database-options/spatialandgraph/overview/index.html
http://www.oracle.com/technetwork/products/nosqldb/overview/index.html
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OrientDB Property Graph Java
Traverser
API,
Blueprints,
Rexster,
Javacript[46]

Own SQL-like
Query Language,
Gremlin

ACID,
MVCC

Custom on disc
or in memory

OQGRAPH [27]

R2DF [29]

ROIS [30]

sones GraphDB

Sqrrl Enterprise
[47]

Property Graph Thrift,
Blueprint

Own SQL-like
query language
and Java API

Integrates with 3rd
party tools

Fully
Consistent
and ACID
(transactions
limited to a
single node)

Accumulo Distributed
cluster with
tens of
trillions of
edges [48]

Titan [49] Property Graph Java,
Blueprints,
REST,
RexPro
binary
protocol,
Python,
Clojure (any
language)

Gremlin,
SPARQL

Integrates with 3rd
party tools

ACID or
Eventually
Consistent

Cassandra,
HBase, MapR
M7 Tables,
Berkeley DB,
Persistit,
Hazelcast

Distributed
cluster (120
billion+ edges)
or single
server.

Trinity [36] Cell Based Graph
Model [50]

C# Trinity Query
Language

Cell level
Atomicity
[50]

Native graph
store and
processing
engine

billion node
in-memory
graph

VertexDB [39]

Distributed Graph Processing
• Angrapa [51] - graph package in Hama [52], a bulk synchronous parallel (BSP) platform
• Apache Hama [52] - a pure BSP(Bulk Synchronous Parallel) computing framework on top of HDFS (Hadoop

Distributed File System) for massive scientific computations such as matrix, graph and network algorithms.
• Bigdata [3] - a RDF/graph database capable of clustered deployment.
• Faunus [53] - a Hadoop-based graph computing framework that uses Gremlin as its query language. Faunus

provides connectivity to Titan, Rexster-fronted graph databases, and to text/binary graph formats stored in HDFS.
Faunus is developed by Aurelius [35].

• FlockDB - an open source distributed, fault-tolerant graph database based on MySQL and the Gizzard framework
for managing Twitter-like graph data (single-hop relationships) FlockDB on GitHub [54].

• Giraph [55] - a Graph processing infrastructure that runs on Hadoop (see Pregel).
• GraphBase [56] - Enterprise Edition supports embedding of callable Java Agents within the vertices of a

distributed graph.
• GoldenOrb [57] - Pregel implementation built on top of Apache Hadoop
• GraphLab [58] - A framework for machine learning and data mining in the cloud

http://en.wikipedia.org/w/index.php?title=OrientDB
http://openquery.com/graph
http://dl.acm.org/citation.cfm?id=1988736/
http://rois.eggbird.eu/
http://sqrrl.com
http://www.pdl.cmu.edu/SDI/2013/slides/big_graph_nsa_rd_2013_56002v1.pdf
http://thinkaurelius.github.com/titan/
http://research.microsoft.com/trinity/
http://research.microsoft.com/apps/pubs/default.aspx?id=183710
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://research.microsoft.com/apps/pubs/default.aspx?id=183710
http://www.dekorte.com/projects/opensource/vertexdb/
http://wiki.apache.org/hama/GraphPackage
http://incubator.apache.org/hama/
http://en.wikipedia.org/w/index.php?title=Bulk_Synchronous_Parallel
http://incubator.apache.org/hama/
http://www.bigdata.com/blog
http://thinkaurelius.github.com/faunus/
http://thinkaurelius.com
http://en.wikipedia.org/w/index.php?title=FlockDB
http://en.wikipedia.org/w/index.php?title=Gizzard_%28Scala_framework%29
https://github.com/twitter/flockdb
http://incubator.apache.org/giraph/
http://graphbase.net/Enterprise.html
http://www.goldenorbos.org
http://graphlab.org
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• GraphX [59] - GraphLab built on the Spark [60] cluster computing system. Dr. Joseph Gonzalez is the project lead,
the creator of GraphLab.

• HipG [61] - a library for high-level parallel processing of large-scale graphs. HipG is implemented in Java and is
designed for distributed-memory machine

• InfiniteGraph [17] - a commercially available distributed graph database that supports parallel load and parallel
queries.

• JPregel [62] - In-memory java based Pregel implementation
• KDT [63] - An open-source distributed graph library with a Python front-end and C++/MPI backend

(Combinatorial BLAS [64]).
• OpenLink Virtuoso - the shared-nothing Cluster Edition supports distributed graph data processing.
• Oracle Spatial and Graph [25] - loading, inferencing, and querying workloads are automatically and transparently

distributed across the nodes in an Oracle Real Application Cluster, Oracle Exadata Database Machine, and Oracle
Database Appliance.

• Phoebus [65] - Pregel implementation written in Erlang
• Pregel [66] - Google's internal graph processing platform, released details in ACM paper.
• Powergraph [67] - Distributed graph-parallel computation on natural graphs.
• PowerLyra [68] - differentiated graph computation and partitioning on skewed graphs (dynamically applying

different computation and partition strategies for different vertices).
• Sedge [69] - A framework for distributed large graph processing and graph partition management (including an

open source version of Google's Pregel)
• Signal/Collect [70] - a framework for parallel graph processing written in Scala
• Sqrrl Enterprise - distributed graph processing utilizing Apache Accumulo and featuring cell-level security,

massive scalability, and JSON support
• Titan [49] - A distributed, disk-based graph database developed by Aurelius [35].
• Trinity [71] - Distributed in-memory graph engine under development at Microsoft Research Labs.
• Parallel Boost Graph Library (PBGL) [72] - a C++ library for graph processing on distributed machines, part of

Boost framework.
• Mizan [73] - An optimized Pregel clone that can be deployed easily on Amazon EC2, local clusters, stand-alone

Linux systems and supercomputers (IBM BlueGene/P). It utilizes runtime graph repartitioning between iterations
to provide dynamic load balancing for better algorithm performance.[74]

APIs and Graph Query/Programming Languages
• Bounds Language [75] - terse C-style syntax which initiates concurrent traversals in GraphBase and supports

interaction between them.
• Blueprints [76] - a Java API for Property Graphs from TinkerPop [77] and supported by a few graph database

vendors.
• Blueprints.NET [78] - a C#/.NET API for generic Property Graphs.
• Bulbflow [79] - a Python persistence framework for Rexster, Titan, and Neo4j Server.
• Cypher Query Language [80] - a declarative graph query language for Neo4j that enables ad hoc as well as

programmatic (SQL-like) access to the graph
• Gremlin [81] - an open-source graph programming language that works over various graph database systems.
• Neo4jClient [82] - a .NET client for accessing Neo4j.
• Neography [83] - a thin Ruby wrapper that provides access to Neo4j via REST.
• Neo4jPHP [84] - a PHP library wrapping the Neo4j graph database.
• NodeNeo4j [85] - a Node.js driver for Neo4j that provides access to Neo4j via REST
• Pacer [86] - a Ruby dialect/implementation of the Gremlin graph traversal language.

http://amplab.github.io/graphx/
http://spark.incubator.apache.org/
http://www.cs.vu.nl/~ekr/hipg/
http://infinitegraph.com
http://kowshik.github.com/JPregel/
http://kdt.sourceforge.net
http://gauss.cs.ucsb.edu/~aydin/CombBLAS/html/index.html
http://en.wikipedia.org/w/index.php?title=OpenLink_Software
http://www.oracle.com/technetwork/database-options/spatialandgraph/overview/index.html
http://github.com/xslogic/phoebus
http://portal.acm.org/citation.cfm?id=1582723
http://graphlab.org/powergraph-presented-at-osdi/
http://ipads.se.sjtu.edu.cn/projects/powerlyra.html
http://grafia.cs.ucsb.edu/sedge/
http://code.google.com/p/signal-collect/
http://en.wikipedia.org/w/index.php?title=Sqrrl
http://en.wikipedia.org/w/index.php?title=Apache_Accumulo
http://thinkaurelius.github.com/titan/
http://thinkaurelius.com
http://research.microsoft.com/en-us/projects/trinity/
http://www.boost.org/doc/libs/1_51_0/libs/graph_parallel/doc/html/index.html
http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://en.wikipedia.org/w/index.php?title=Boost_%28C%2B%2B_libraries%29
http://thegraphsblog.wordpress.com/the-graph-blog/mizan/
http://graphbase.net/JavaAPIHelp.html#BoundsLanguage
http://blueprints.tinkerpop.com
http://www.tinkerpop.com/
https://github.com/Vanaheimr/Blueprints.NET
http://bulbflow.com
http://docs.neo4j.org/chunked/snapshot/cypher-query-lang.html
http://gremlin.tinkerpop.com/
http://hg.readify.net/neo4jclient
https://github.com/maxdemarzi/neography/
https://github.com/jadell/neo4jphp/wiki
https://github.com/thingdom/node-neo4j
http://github.com/pangloss/pacer
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• Pipes [87] - a lazy dataflow framework written in Java that forms the foundation for various property graph
traversal languages.

• Pixy [42] - a declarative graph query language that works on any Blueprints-compatible graph database
• PYBlueprints [88] - a Python API for Property Graphs.
• Pygr [89] - a Python API for large-scale analysis of biological sequences and genomes, with alignments

represented as graphs.
• Rexster [90] - a graph database server that provides a REST or binary protocol API (RexPro). Supports Titan,

Neo4j, OrientDB, Dex, and any TinkerPop/Blueprints-enabled graph.
• SPARQL - a query language for databases, able to retrieve and manipulate data stored in Resource Description

Framework format.
• SPASQL [91] - an extension of the SQL standard, allowing execution of SPARQL queries within SQL statements,

typically by treating them as subquery or function clauses. This also allows SPARQL queries to be issued through
"traditional" data access APIs (ODBC, JDBC, OLE DB, ADO.NET, etc.)

• Spring Data Neo4j [92] - an extension to Spring Data [93] (part of the Spring Framework), providing direct/native
access to Neo4j

• Oracle SQL and PL/SQL APIs [25] - have graph extensions for Oracle Spatial and Graph.
• Styx [94] (previously named Pipes.Net) - a data flow framework for C#/.NET for processing generic graphs and

Property Graphs.
• Thunderdome [95] - a Titan Rexster Object-Graph Mapper for Python
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DEX

Developer(s) Sparsity Technologies [1]

Initial release 2008

Stable release v5.0 / 2013

Development status Active

Operating system Cross-platform

Type Graph Database

License Dual-licensed: personal evaluation use / commercial use

Website Sparsity-Technologies: DEX [2]

DEX is a high-performance and scalable graph database management system written in C++.
Its development started on 2006 and its first version was available on Q3 - 2008. Fourth version is available since
Q3-2010. There's a free community version, for academic or evaluation purposes, available to download (link web)
limited to 1 Million nodes, no limit on edges.
DEX is a product originated by the research carried out at DAMA-UPC (Data Management group at the Polytechnic
University of Catalonia). On March 2010 a spin-off called Sparsity-Technologies has been created at the UPC to
commercialize and give services to the technologies developed at DAMA-UPC.
DEX changed name to Sparksee [3] on its 5th release on February 2014.

Graph Model [4]

DEX is based on a graph database model,[5] that is basically characterized by three properties: data structures are
graphs or any other structure similar to a graph; data manipulation and queries are based on graph-oriented
operations; and there are data constraints to guarantee the integrity of the data and its relationships.
A DEX graph is a Labeled Directed Attributed Multigraph. Labeled because nodes and edges in a graph belong to
types. Directed because it supports directed edges as well as undirected. Attributed because both nodes and edges
may have attributes and Multigraph meaning that there may be multiple edges between the same nodes even if they
are from the same edge type.
One of its main characteristics is its performance storage and retrieval for large graphs (in the order of billions of
nodes, edges and attributes) implemented with specialized structures.
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Technical Details
• Programming Language: C++
• API: Java, .NET, C++, Python
• OS Compatibility: Windows, Linux, Mac OS, iOS, BB10
• Persistency: Disk
• Transactions: aCiD (Dex guarantees consistency and durability but only partial isolation and atomicity)
•• Recovery Manager
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Neo4j

Neo4j

Developer(s) Neo Technology

Initial release 2007

Written in Java

Operating system Cross-platform

Type Graph database

License Dual-licensed: GPLv3 and AGPLv3 / commercial

Website neo4j.org [1]

Neo4j is an open-source graph database, implemented in Java. The developers describe Neo4j as "embedded,
disk-based, fully transactional Java persistence engine that stores data structured in graphs rather than in tables".
Neo4j is the most popular graph database.
Neo4j version 1.0 was released in February, 2010. The community edition of the database is licensed under the free
GNU General Public License (GPL) v3. The additional modules, such as online backup and high availability, are
licensed under the free Affero General Public License (AGPL) v3. The database, with the additional modules, is also
available under a commercial license, in a dual license model.
Neo4j version 2.0 was released in December, 2013.
Neo4j was developed by Neo Technology, Inc., based in the San Francisco Bay Area, US and Malmö, Sweden. Neo
Technology board of directors consists of Rod Johnson, (founder of the Spring Framework), Magnus Christerson
(Vice President of Intentional Software Corp), Nikolaj Nyholm (CEO of Polar Rose), Sami Ahvenniemi (Partner at
Conor Venture Partners) and Johan Svensson (CTO of Neo Technology).
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External links
• Official website (http:/ / neo4j. org)
• Neo Technology website (http:/ / neotechnology. com/ )
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Sones GraphDB

GraphDB

Developer(s) sones GmbH

Stable release 2.0 / May 11, 2011

Operating system Cross-platform

Available in English, German

Type Database

License Dual licensing: Community Edition is AGPLv3, Enterprise Edition is commercial & proprietary

Website sones.de [1]

Sones GraphDB was declared bankrupt in Germany on January 1, 2012.
Sones GraphDB was developed by the company sones in Erfurt and Leipzig. GraphDB is a new type of database
with its design based on weighted graphs. The open source edition has been available since July 2010.[2] The
commercially available enterprise version offers a wider variety of functions.
GraphDB was entirely developed in C# and runs on Microsoft's .NET platform as well as on the open source
reimplementation Mono.[3][4]

GraphDB is available as SaaS on the Microsoft cloud Azure Services Platform.[5]

The company sones is a member of Lisog; GraphDB is a component of an open source solution stack.

Functionality

Index-free adjacency
Graph databases like the sones GraphDB address the paradigm of the index-free adjacency. That means that is not
necessary to manage a global index for relationships between nodes/entities. The linked objects contain direct
reference to their adjacent neighboring nodes.

Handling semi-structured data
The semi-structured data approach was established in the mid-90s. This approach is based on the fact that many
application areas rarely allow a structured table structure due to complex information characteristics. An example of
such problem domains can be found in bioinformatics or the Semantic Web. The sones graph database is able to
store and retrieve unstructured properties in any node of the graph. The idea is also to transfer unstructured data to
structured data and vice versa.
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Dynamic type extension
Another advantage is that structured data can be dynamically extended with high performance in nodes and edges
during runtime. Additional properties can easily be entered or deleted from vertex types in a short amount of time.
The number of nodes is irrelevant here.

Graph query language
The sones GraphQL is a user-friendly domain-specific language and can be thought of as an "SQL for graphs." The
similarity to SQL is intentional and makes the transition much easier for developers/consultants. It enables queries to
the sones graph database property hypergraph and can be dynamically extended during runtime using plugins such as
functions or aggregates.

Solving the object-relational depiction problem
sones GraphDB solves this problem by using an object-oriented concept. This results in better integration into
object-oriented languages, since no O/R mapper is required.

Interfaces

REST API
In addition to providing a number of interfaces (e.g., Java, C#, WebShell, WebDAV) the sones graph database also
offers a REST API. This enables uncomplicated interaction with state-of-the-art web technologies. A REST-query is
all that is required to execute CRUD operations directly on the database.

Traverser API
The Traverser API makes it possible to analyze local data. Based on a number of nodes (local), neighboring nodes
can be searched recursively (breadth/depth first).

Architecture
The sones GraphDB has a modular structure consisting of 4 application layers. The storage engines act as the
interface to different storage media. The GraphFS serializes and deserializes database objects (nodes and edges) and
operates the available storage engines. The actual graph-oriented database logic as well as all functionalities specific
to the database are implemented in the GraphDB. The GraphDS provides the interface for using the database. The
interfaces between the application layers are generic, which makes it possible to update components separately.
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External links
• Official website (dead link!) (http:/ / www. sones. de/ static-en/ )Wikipedia:Link rot
• Download of open source edition (dead link!) (http:/ / developers. sones. de/ wiki/ doku.

php?id=trysones)Wikipedia:Link rot
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• Download of community edition 2.1 (https:/ / github. com/ sones/ sones)
• German Interview with Alexander Oelling on RadioTUX (http:/ / blog. radiotux. de/ 2010/ 12/ 13/

sendung-graphdb/ )
• Presentation on the GraphDB at the 2010 NoSQL conference in Frankfurt (http:/ / www. slideshare. net/ ahzf/

nosql-frankfurt-2010-the-graphdb-landscape-and-sones?from=ss_embed)
• Sones at TechCrunch (http:/ / techcrunch. com/ 2011/ 01/ 17/

nosql-graphdb-maker-sones-raises-millions-to-expand-cloud-computing-business)
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Apache Cassandra

Apache Cassandra

Original author(s) Avinash Lakshman, Prashant Malik

Developer(s) Apache Software Foundation, DataStax

Initial release 2008

Stable release 2.0.6 / March 10, 2014

Development status Active

Written in Java

Operating system Cross-platform

Available in English

Type Database

License Apache License 2.0

Website cassandra.apache.org [1]

Apache Cassandra is an open source distributed database management system designed to handle large amounts of
data across many commodity servers, providing high availability with no single point of failure. Cassandra offers
robust support for clusters spanning multiple datacenters, with asynchronous masterless replication allowing low
latency operations for all clients.
Cassandra also places a high value on performance. University of Toronto researchers studying NoSQL systems
concluded that "In terms of scalability, there is a clear winner throughout our experiments. Cassandra achieves the
highest throughput for the maximum number of nodes in all experiments."
Cassandra's data model is a partitioned row store with tunable consistency. Rows are organized into tables; the first
component of a table's primary key is the partition key; within a partition, rows are clustered by the remaining
columns of the key. Other columns may be indexed separately from the primary key.
Tables may be created, dropped, and altered at runtime without blocking updates and queries.
Cassandra does not support joins or subqueries, except for batch analysis via Hadoop. Rather, Cassandra emphasizes
denormalization through features like collections.
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History
Apache Cassandra was developed at Facebook to power their Inbox Search feature by Avinash Lakshman (one of the
authors of Amazon's Dynamo) and Prashant Malik. It was released as an open source project on Google code in July
2008. In March 2009, it became an Apache Incubator project. On February 17, 2010 it graduated to a top-level
project.
Releases after graduation include
• 0.6, released Apr 12 2010, added support for integrated caching, and Apache Hadoop MapReduce[2]

• 0.7, released Jan 08 2011, added secondary indexes and online schema changes[3]

• 0.8, released Jun 2 2011, added the Cassandra Query Language (CQL), self-tuning memtables, and support for
zero-downtime upgrades[4]

• 1.0, released Oct 17 2011, added integrated compression, leveled compaction, and improved read performance[5]

• 1.1, released Apr 23 2012, added self-tuning caches, row-level isolation, and support for mixed ssd/spinning disk
deployments[6]

• 1.2, released Jan 2 2013, added clustering across virtual nodes, inter-node communication, atomic batches, and
request tracing[7]

•• 2.0, released Sep 4 2013, added lightweight transactions, triggers, improved compactions
• 2.0.4, released Dec 30 2013, added allowing specifying datacenters to participate in a repair, client encryption

support to sstableloader, allow removing snapshots of no-longer-existing CFs[8]

Licensing and support
Apache Cassandra is an Apache Software Foundation project, so it has an Apache License (version 2.0).

Main features
Decentralized

Every node in the cluster has the same role. There is no single point of failure. Data is distributed across the
cluster (so each node contains different data), but there is no master as every node can service any request.

Supports replication and multi data center replication
Replication strategies are configurable.[9] Cassandra is designed as a distributed system, for deployment of
large numbers of nodes across multiple data centers. Key features of Cassandra’s distributed architecture are
specifically tailored for multiple-data center deployment, for redundancy, for failover and disaster recovery.

Scalability
Read and write throughput both increase linearly as new machines are added, with no downtime or
interruption to applications.

Fault-tolerant
Data is automatically replicated to multiple nodes for fault-tolerance. Replication across multiple data centers
is supported. Failed nodes can be replaced with no downtime.

Tunable consistency
Writes and reads offer a tunable level of consistency, all the way from "writes never fail" to "block for all
replicas to be readable", with the quorum level in the middle.

MapReduce support
Cassandra has Hadoop integration, with MapReduce support. There is support also for Apache Pig and Apache
Hive.[10]

Query language
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CQL (Cassandra Query Language) was introduced, a SQL-like alternative to the traditional RPC interface.
Language drivers are available for Java (JDBC), Python (DBAPI2) and Node.JS (Helenus).

Data model
Cassandra is essentially a hybrid between a key-value and a column-oriented (or tabular) database.

A column family resembles a table in an RDBMS. Column families contain rows and columns. Each row is
uniquely identified by a row key. Each row has multiple columns, each of which has a name, value, and a
timestamp. Unlike a table in an RDBMS, different rows in the same column family do not have to share the
same set of columns, and a column may be added to one or multiple rows at any time.

Each key in Cassandra corresponds to a value which is an object. Each key has values as columns, and columns are
grouped together into sets called column families.
Thus, each key identifies a row of a variable number of elements. These column families could be considered then as
tables. A table in Cassandra is a distributed multi dimensional map indexed by a key.
Furthermore, applications can specify the sort order of columns within a Super Column or Simple Column family.

Clustering
When the cluster for Apache Cassandra is designed, an important point is to select the right partitioner. Two
partitioners exist:
1.1. RandomPartitioner (RP): This partitioner randomly distributes the key-value pairs over the network, resulting in a

good load balancing. Compared to OPP, more nodes have to be accessed to get a number of keys.
2.2. OrderPreservingPartitioner (OPP): This partitioner distributes the key-value pairs in a natural way so that similar

keys are not far away. The advantage is that fewer nodes have to be accessed. The drawback is the uneven
distribution of the key-value pairs.

Prominent users
• Apixio uses Cassandra to store its Patient Object Model and extracted features about patients and patient

populations
• AppScale uses Cassandra as a back-end for Google App Engine applications
• Cisco's WebEx uses Cassandra to store user feed and activity in near real time.
• The CERN ATLAS experiment uses Cassandra to archive its online DAQ system's monitoring information
• Cloudkick uses Cassandra to store the server metrics of their users.[11]

• Constant Contact uses Cassandra in their email and social media marketing applications. Over 200 nodes are
deployed.

• Digg, a large social news website, announced on Sep 9th, 2009 that it is rolling out its use of Cassandra and
confirmed this on March 8, 2010. TechCrunch has since linked Cassandra to Digg v4 reliability criticisms and
recent company struggles. Lead engineers at Digg later rebuked these criticisms as red herring and blamed a lack
of load testing.

• Facebook used Cassandra to power Inbox Search, with over 200 nodes deployed. This was abandoned in late
2010 when they built Facebook Messaging platform on HBase.

• IBM has done research in building a scalable email system based on Cassandra.
• InWorldz has researched and developed a scalable high-performance storage system for user inventory items

Cassandra.
• Netflix uses Cassandra as their back-end database for their streaming services[12]

• Formspring uses Cassandra to count responses, as well as store Social Graph data (followers, following, blockers,
blocking) for 26 Million accounts with 10 million responses a day
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• Mahalo.com uses Cassandra to record user activity logs and topics for their Q&A website[13]

• Ooyala Built a scalable, flexible, real-time analytics engine using Cassandra[14]

• At Openwave, Cassandra acts as a distributed database and serves as a distributed storage mechanism for
Openwave’s next generation messaging platform[15]

• OpenX is running over 130 nodes on Cassandra for their OpenX Enterprise product to store and replicate
advertisements and targeting data for ad delivery[16]

• Plaxo has "reviewed 3 billion contacts in [their] database, compared them with publicly available data sources,
and identified approximately 600 million unique people with contact info."

• PostRank uses Cassandra as their backend database
• Rackspace is known to use Cassandra internally.
• Reddit switched to Cassandra from memcacheDB on March 12, 2010 and experienced some problems in May due

to insufficient nodes in their cluster.
• RockYou uses Cassandra to record every single click for 50 million Monthly Active Users in real-time for their

online games
• SoundCloud uses Cassandra to store the dashboard of their users
• Talentica Software uses Cassandra as a back-end for Analytics Application with Cassandra cluster of 30 nodes

and inserting around 200GB data on daily basis.[17]

• Twitter announced it is planning to use Cassandra because it can be run on large server clusters and is capable of
taking in very large amounts of data at a time. Twitter continues to use it but not for Tweets themselves.

• Urban Airship uses Cassandra with the mobile service hosting for over 160 million application installs across 80
million unique devices

• @WalmartLabs[18] (previously Kosmix) uses Cassandra with SSD
• Yakaz uses Cassandra on a five-node cluster to store millions of images as well as its social data.
•• ZangBeZang uses Cassandra as the datastore for its carrier grade recommendation and marketing platform.
• Zoho uses Cassandra for generating the inbox preview in their Zoho#Zoho Mail service
Ironically, Facebook moved off its pre-Apache Cassandra deployment in late 2010 when they replaced Inbox Search
with the Facebook Messaging platform. In 2012, Facebook began using Apache Cassandra in its Instagram unit.
Cassandra is the most popular wide column store.
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Triplestore
A triplestore is a purpose-built database for the storage and retrieval of triples,[1] a triple being a data entity
composed of subject-predicate-object, like "Bob is 35" or "Bob knows Fred".
Much like a relational database, one stores information in a triplestore and retrieves it via a query language. Unlike a
relational database, a triplestore is optimized for the storage and retrieval of triples. In addition to queries, triples can
usually be imported/exported using Resource Description Framework (RDF) and other formats.
Some triplestores can store billions of triples.

Implementation
Some triplestores have been built as database engines from scratch, while others have been built on top of existing
commercial relational database engines (i.e. SQL-based).[2] Like the early development of online analytical
processing (OLAP) databases, this intermediate approach allowed large and powerful database engines to be
constructed for little programming effort in the initial phases of triplestore development. Long-term though it seems
likely that native triplestores will have the advantage for performance. A difficulty with implementing triplestores
over SQL is that although triples may thus be stored, implementing efficient querying of a graph-based RDF model
(i.e. mapping from SPARQL) onto SQL queries is difficult.

List of implementations

Name Developed
in language

Homepage Licence

3store C www.aktors.org/technologies/3store [3], sourceforge.net/projects/threestore/ [4] GPL

4store C www.4store.org [5] GPL v3

5store C 4store.org/trac/wiki/5store [6]

Algebraix Data C++ algebraixdata.com [7]

AllegroGraph Common
Lisp

www.franz.com/agraph/allegrograph [8]

ARC2 PHP github.com/semsol/arc2/wiki [5] W3C Software
License or
GPL

Bigdata Java www.bigdata.com [9] GPL v2 or
Commercial or
Research

BigOWLIM Java www.ontotext.com/owlim [28]

BrightstarDB C# brightstardb.com [10]

ClioPatria SWI-Prolog,
C

cliopatria.swi-prolog.org [11]
GPL v2

Dydra Common
Lisp, C++

dydra.com [10] Commercial

IBM DB2 Java, SQL pic.dhe.ibm.com/infocenter/db2luw/v10r1/topic/com.ibm.swg.im.dbclient.rdf.doc/doc/c0059661.html [12]

Apache Jena Java jena.apache.org [13] Apache 2

http://en.wikipedia.org/w/index.php?title=Resource_Description_Framework%23Overview
http://en.wikipedia.org/w/index.php?title=Predicate_%28grammar%29
http://en.wikipedia.org/w/index.php?title=Resource_Description_Framework
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://www.aktors.org/technologies/3store
http://sourceforge.net/projects/threestore/
http://en.wikipedia.org/w/index.php?title=GNU_General_Public_License
http://www.4store.org
http://en.wikipedia.org/w/index.php?title=GNU_General_Public_License
http://4store.org/trac/wiki/5store
http://algebraixdata.com
http://en.wikipedia.org/w/index.php?title=AllegroGraph
http://en.wikipedia.org/w/index.php?title=Common_Lisp
http://en.wikipedia.org/w/index.php?title=Common_Lisp
http://www.franz.com/agraph/allegrograph
http://en.wikipedia.org/w/index.php?title=PHP
https://github.com/semsol/arc2/wiki
http://www.bigdata.com
http://www.ontotext.com/owlim
http://brightstardb.com
http://cliopatria.swi-prolog.org
http://en.wikipedia.org/w/index.php?title=GNU_General_Public_License
http://dydra.com
http://en.wikipedia.org/w/index.php?title=IBM_DB2
http://pic.dhe.ibm.com/infocenter/db2luw/v10r1/topic/com.ibm.swg.im.dbclient.rdf.doc/doc/c0059661.html
http://en.wikipedia.org/w/index.php?title=Jena_%28framework%29
http://jena.apache.org/
http://en.wikipedia.org/w/index.php?title=Apache_2_License
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KiWi (Apache
Marmotta)

Java marmotta.apache.org/kiwi [14]
Apache 2

MarkLogic C++ www.marklogic.com [14] Commercial

Mulgara Java www.mulgara.org [15] OSL, moving
to Apache 2

OntoBroker Java www.semafora-systems.com/en/products/ontobroker/ [16]

OntoQuad RDF
Server

C++ www.ontos.com/products/ontoquad/ [17]

OpenAnzo Java www.openanzo.org [18] EPL

OpenLink
Virtuoso

C virtuoso.openlinksw.com [19] GPL v2 or
Commercial

Oracle Java,
PL/SQL,
SQL

www.oracle.com/technetwork/database-options/spatialandgraph/overview/rdfsemantic-graph-1902016.html
[17]

OWLIM Java www.ontotext.com/owlim [28]

SparkleDB C++ sparkledb.net [20]

Parliament Java, C++ parliament.semwebcentral.org [21] BSD license

Pointrel System Java,
Python

sourceforge.net/projects/pointrel [22]
LGPLv3[23]

Profium Sense Java www.profium.com/technologies/profium-sense [24]

RAP PHP www4.wiwiss.fu-berlin.de/bizer/rdfapi [25]

RDF::Core Perl metacpan.org/module/RDF::Core [26]

RDF::Trine Perl www.perlrdf.org [27] Same as Perl

RDF-3X C++ www.mpi-inf.mpg.de/~neumann/rdf3x [28] CC-BY-NC-SA
3.0

RDFBroker Java rdfbroker.opendfki.de [29]

RDFLib Python github.com/RDFLib/rdflib [30] BSD

Redland C librdf.org [31] Apache or
LGPL or
GPL[32]

RedStore C www.aelius.com/njh/redstore [33]

Saffron Memory
Base

Java www.saffrontech.com [34]

Semantics
Platform

C# www.intellidimension.com [35]

SemWeb-DotNet C# razor.occams.info/code/semweb [36]

Sesame Java www.openrdf.org [37] BSD-style
license

Soprano C++ soprano.sourceforge.net [38] LGPLv2 [39]

Stardog Java stardog.com [28]

http://en.wikipedia.org/w/index.php?title=Apache_Marmotta
http://en.wikipedia.org/w/index.php?title=Apache_Marmotta
http://marmotta.apache.org/kiwi
http://en.wikipedia.org/w/index.php?title=Apache_2_License
http://en.wikipedia.org/w/index.php?title=MarkLogic
http://www.marklogic.com
http://en.wikipedia.org/w/index.php?title=Mulgara_%28software%29
http://www.mulgara.org
http://en.wikipedia.org/w/index.php?title=Open_Software_License
http://en.wikipedia.org/w/index.php?title=Apache_2_License
http://www.semafora-systems.com/en/products/ontobroker/
http://en.wikipedia.org/w/index.php?title=OntoQuad_RDF_Server
http://en.wikipedia.org/w/index.php?title=OntoQuad_RDF_Server
http://www.ontos.com/products/ontoquad/
http://www.openanzo.org
http://en.wikipedia.org/w/index.php?title=Eclipse_Public_License
http://virtuoso.openlinksw.com
http://www.oracle.com/technetwork/database-options/spatialandgraph/overview/rdfsemantic-graph-1902016.html
http://www.ontotext.com/owlim
http://en.wikipedia.org/w/index.php?title=Meronymy_SPARQL_Database_Server
http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://www.sparkledb.net
http://parliament.semwebcentral.org
http://en.wikipedia.org/w/index.php?title=BSD_licenses
http://en.wikipedia.org/w/index.php?title=Python_%28programming_language%29
http://sourceforge.net/projects/pointrel
http://www.profium.com/technologies/profium-sense
http://www4.wiwiss.fu-berlin.de/bizer/rdfapi
http://en.wikipedia.org/w/index.php?title=Perl
http://metacpan.org/module/RDF::Core
http://en.wikipedia.org/w/index.php?title=Perl
http://www.perlrdf.org
http://en.wikipedia.org/w/index.php?title=Perl
http://www.mpi-inf.mpg.de/~neumann/rdf3x
http://rdfbroker.opendfki.de
http://en.wikipedia.org/w/index.php?title=RDFLib
http://github.com/RDFLib/rdflib
http://en.wikipedia.org/w/index.php?title=BSD_Licenses
http://en.wikipedia.org/w/index.php?title=Redland_RDF_Application_Framework
http://librdf.org
http://www.aelius.com/njh/redstore
http://www.saffrontech.com
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://www.intellidimension.com
http://razor.occams.info/code/semweb
http://en.wikipedia.org/w/index.php?title=Sesame_%28framework%29
http://www.openrdf.org
http://en.wikipedia.org/w/index.php?title=BSD_licenses
http://en.wikipedia.org/w/index.php?title=BSD_licenses
http://en.wikipedia.org/w/index.php?title=Soprano_%28KDE%29
http://soprano.sourceforge.net
http://en.wikipedia.org/w/index.php?title=Stardog
http://stardog.com
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StrixDB C++, Lua www.strixdb.com [40]

YARS Java sw.deri.org/2004/06/yars [41]

Smart-M3 Python,
Java, C, C#

sourceforge.net/projects/smart-m3 [42] BSD License
[43]

Technical overview
The following table is an overview of available triplestores, their technical implementation, support for the SPARQL
World Wide Web Consortium (W3C) recommendations, and available application programming interfaces (API).

Solution Name Native storage Native
SPARQL
support

Native
SPARQL/Update

support

Native
SPARQL
Protocol
Endpoint

Native APIs

4store Triplestore √ √ √ Command line only

AllegroGraph Graph √ √ √ For most modern programming languages

ARC2 3rd party √ √ √ PHP

ARQ 3rd party √ √ Java

BigData Triplestore √ √ √ Java

BrightstarDB Graph data model in
Heap file

√ .NET Framework or Web Service

Corese 3rd party √ Java

D2R Server 3rd party √ √ √ Java

Dydra Graph database in the
cloud SaaS

√ √ √ REST API

Hercules Stored in web browser √ JavaScript

IBM DB2 Object-relational Java

Intellidimension
Semantics Platform

2.0

3rd party √ .NET Framework

Jena Tuple store √ √ √ Java

KAON2 3rd party √ Java

SparkleDB Triplestore / Quadstore √ √ √ For most modern programming languages

MarkLogic Triplestore / Quadstore √ √ REST API, SPARQL Endpoint, Graph
Protocol Endpoint, Java API, XQuery,

SQL/ODBC

Mulgara 3rd party √ Java or REST API

OntoBroker Triplestore √ √ √ Java

OntoQuad RDF
Server

Triplestore / Quadstore √ √ √ Java, SPARQL Endpoint or REST API

Ontotext OWLIM 3rd party √ √ √ Java

Open Anzo 3rd party √ √ Java, JavaScript, .NET Framework

http://en.wikipedia.org/w/index.php?title=StrixDB
http://en.wikipedia.org/w/index.php?title=Lua_%28programming_language%29
http://www.strixdb.com
http://sw.deri.org/2004/06/yars
http://en.wikipedia.org/w/index.php?title=Smart-M3
http://sourceforge.net/projects/smart-m3
http://en.wikipedia.org/w/index.php?title=BSD_licenses
http://en.wikipedia.org/w/index.php?title=World_Wide_Web_Consortium
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Web_Service
http://en.wikipedia.org/w/index.php?title=SaaS
http://en.wikipedia.org/w/index.php?title=SparkleDB
http://en.wikipedia.org/w/index.php?title=Quadstore
http://en.wikipedia.org/w/index.php?title=Quadstore
http://en.wikipedia.org/w/index.php?title=Quadstore
http://en.wikipedia.org/w/index.php?title=JavaScript
http://en.wikipedia.org/w/index.php?title=.NET_Framework
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OpenLink Virtuoso Hybrid (Relational
Tables and Relational

Property Graphs)

√ √ √ ODBC, JDBC, ADO.NET, OLE DB,
XMLA, HTTP, etc., serving most modern
programming languages including C, PHP,
Perl, Python, Ruby, Java, JavaScript, .NET

Framework, etc.

Oracle DB
Enterprise Ed.

Object-relational For most modern programming languages

Parliament 3rd party √ √ √ Java or C++

Pellet 3rd party √ Java

Pointrel Triplestore Python

Profium Sense In-memory triplestore √ √ Java

RAP In-memory triplestore
or heap file

√ PHP

RDF API for PHP 3rd party √ PHP

RDF::Query 3rd party √ √ √ Perl

RDF-3X Triplestore √ Command line only

RDFBroker 3rd party Java

Redland, Redstore 3rd party √ √ √ C

SemWeb.NET 3rd party √ √ .NET Framework

Sesame 3rd party √ √ √ Java

Soprano 3rd party C++

SPARQL Engine 3rd party √ Java

Stardog Triplestore √ √ √ Java, Groovy

StrixDB Triplestore √ √ √ Lua

Twinql 3rd party √ Lisp

YARS 3rd party HTTP, JDBC
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Keyspace (distributed data store)

A keyspace example with a number of column families.

A key space (or keyspace) in a NoSQL data store is
an object that holds together all column families of
a design. It is the outer most grouping of the data in
the data store. It resembles to the schema concept in
Relational database management systems.
Generally, there is one keyspace per application.

Structure

A keyspace may contain column families or super
columns. Each super column contains one or more
column family, each column family at least one
column. The keyspace is the highest abstraction in a
distributed data store.

Comparison with relational
database systems

The keyspace has similar importance like a schema
has in a database. In contrast to the schema,
however, it does not stipulate any concrete
structure, like it is known in the entity-relationship
model used widely in the relational data models. For
instance, the contents of the keyspace can be
column families, each having different number of
columns, or even different columns. So, the column families that somehow relate to the row concept in relational
databases do not stipulate any fixed structure. The only point that is the same with a schema is that it also contains a
number of "objects", which are tables in RDBMS systems and here column families or super columns.

So, in distributed data stores, the whole burden to handle rows that may even change from data-store update to
update lies on the shoulders of the programmers.

Examples
As an example, we show a number of column families in a keyspace. The CompareWith keyword defines how
the column comparison is made. In the example, the UTF8 standard has been selected. Other ways of comparison
exist, such as AsciiType, BytesType, LongType, TimeUUIDType.
<Keyspace Name="DeliciousClone">

  <KeysCachedFraction>0.01</KeysCachedFraction>

  <ColumnFamily CompareWith="UTF8Type" Name="Users"/>

  <ColumnFamily CompareWith="UTF8Type" Name="Bookmarks"/>

  <ColumnFamily CompareWith="UTF8Type" Name="Tags"/>

  <ColumnFamily CompareWith="UTF8Type" Name="UserTags"/>

  <ColumnFamily CompareWith="UTF8Type" CompareSubcolumnsWith="TimeUUIDType" ColumnType="Super" Name="UserBookmarks"/>

</Keyspace>
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Another example shows a simplified Twitter clone data model:
<Keyspace Name="TwitterClone">

  <KeysCachedFraction>0.01</KeysCachedFraction>

  <ColumnFamily CompareWith="UTF8Type" Name="Users" />

  <ColumnFamily CompareWith="UTF8Type" Name="UserAudits" />

  <ColumnFamily CompareWith="UTF8Type" CompareSubcolumnsWith="TimeUUIDType" ColumnType="Super" Name="UserRelationships" />

  <ColumnFamily CompareWith="UTF8Type" Name="Usernames" />

  <ColumnFamily CompareWith="UTF8Type" Name="Statuses" />

  <ColumnFamily CompareWith="UTF8Type" Name="StatusAudits" />

  <ColumnFamily CompareWith="UTF8Type" CompareSubcolumnsWith="TimeUUIDType" ColumnType="Super" Name="StatusRelationships" />

</Keyspace>

References

External links
• Cassandra – Getting Started (Java) (http:/ / schabby. de/ cassandra-getting-started/ )

Super column

The super column consists of a (unique) super column name, and a number of
columns.

A super column is a tuple (a pair) with a
binary super column name and a value that
maps it to many columns. They consist of a
key-value pairs, where the values are
columns. Theoretically speaking, super
columns are (sorted) associative array of
columns. Similar to a regular column family
where a row is a sorted map of column
names and column values, a row in a super
column family is a sorted map of super
column names that maps to column names
and column values.

A super column is part of a keyspace (data
model) together with other super columns
and column families, and columns.

Code example
Written in the JSON-like syntax, a super column definition can be like this:

 {

   "mccv": {

     "Tags": {

       "cassandra": {

         "incubator": {"url": 

"http://incubator.apache.org/cassandra/"},
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         "jira": {"url": 

"http://issues.apache.org/jira/browse/CASSANDRA"}

       },

       "thrift": {

         "jira": {"url": "http://issues.apache.org/jira/browse/THRIFT"}

       }

     }

   }

 }

References

External links
• The Apache Cassandra data model (http:/ / wiki. apache. org/ cassandra/ DataModel)

BigTable
BigTable is a compressed, high performance, and proprietary data storage system built on Google File System,
Chubby Lock Service, SSTable (log-structured storage like LevelDB) and a few other Google technologies. It is not
distributed outside Google, although Google offers access to it as part of its Google App Engine.

History
BigTable development began in 2004 and is now used by a number of Google applications, such as web indexing,
MapReduce, which is often used for generating and modifying data stored in BigTable,[1] Google Maps, Google
Book Search, "My Search History", Google Earth, Blogger.com, Google Code hosting, Orkut, YouTube, and Gmail.
Google's reasons for developing its own database include scalability and better control of performance
characteristics.[2]

Google's Spanner RDBMS is layered on an implementation of BigTable with a Paxos group for two-phase commits
to each tablet. Google F1 was built using Spanner to replace an implementation based on MySQL.

Design
BigTable maps two arbitrary string values (row key and column key) and timestamp (hence three-dimensional
mapping) into an associated arbitrary byte array. It is not a relational database and can be better defined as a sparse,
distributed multi-dimensional sorted map.[3]Wikipedia:Citing sources BigTable is designed to scale into the petabyte
range across "hundreds or thousands of machines, and to make it easy to add more machines [to] the system and
automatically start taking advantage of those resources without any reconfiguration".
Each table has multiple dimensions (one of which is a field for time, allowing for versioning and garbage collection). 
Tables are optimized for Google File System (GFS) by being split into multiple tablets – segments of the table are 
split along a row chosen such that the tablet will be ~200 megabytes in size. When sizes threaten to grow beyond a 
specified limit, the tablets are compressed using the algorithm BMDiff and the Zippy compression algorithm 
publicly known and open-sourced as Snappy, which is a less space-optimal variation of LZ77 but more efficient in 
terms of computing time. The locations in the GFS of tablets are recorded as database entries in multiple special 
tablets, which are called "META1" tablets. META1 tablets are found by querying the single "META0" tablet, which 
typically resides on a server of its own since it is often queried by clients as to the location of the "META1" tablet
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which itself has the answer to the question of where the actual data is located. Like GFS's master server, the META0
server is not generally a bottleneck since the processor time and bandwidth necessary to discover and transmit
META1 locations is minimal and clients aggressively cache locations to minimize queries.

Other similar software
• Apache Accumulo — built on top of Hadoop, ZooKeeper, and Thrift. Has cell-level access labels and a

server-side programming mechanism. Written in Java.
• Apache Cassandra — brings together Dynamo's fully distributed design and BigTable's data model. Written in

Java.
• Apache HBase — Provides BigTable-like support on the Hadoop Core. Written in Java.
• Hypertable — Hypertable is designed to manage the storage and processing of information on a large cluster of

commodity servers. Written in C++.
• "KDI" [4], Bluefish, GitHub — Kosmix attempt to make a BigTable clone. Written in C++.
• LevelDB — Google's embedded key/value store that uses similar design concepts as the BigTable Tablet.
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Flat file database

Example of a flat file model[1]

A flat file database describes any of various
means to encode a database model (most
commonly a table) as a single file.

A flat file can be a plain text file or a binary file.
There are usually no structural relationships
between the records.

Overview

Plain text files usually contain one record per
line, There are different conventions for
depicting data. In comma-separated values and delimiter-separated values files, fields can be separated by delimiters
such as comma or tab characters. In other cases, each field may have a fixed length; short values may be padded with
space characters. Extra formatting may be needed to avoid delimiter collision. More complex solutions are markup
languages and programming languages.

Using delimiters incurs some overhead in locating them every time they are processed (unlike fixed-width
formatting), which may have performance implications. However, use of character delimiters (especially commas) is
also a crude form of data compression which may assist overall performance by reducing data volumes — especially
for data transmission purposes. Use of character delimiters which include a length component (Declarative notation)
is comparatively rare but vastly reduces the overhead associated with locating the extent of each field.
Typical examples of flat files are /etc/passwd and /etc/group on Unix-like operating systems. Another
example of a flat file is a name-and-address list with the fields Name, Address, and Phone Number.
A list of names, addresses, and phone numbers written by hand on a sheet of paper is a flat file database. This can
also be done with any typewriter or word processor. A spreadsheet or text editor program may be used to implement
a flat file database, which may then be printed or used online for improved search capabilities.

History
The first uses of computing machines were implementations of simple databases. Herman Hollerith conceived the
idea that census data could be represented by holes punched in paper cards and tabulated by machine. He sold his
concept to the US Census Bureau; thus, the 1890 United States Census was the first computerized
database—consisting, in essence, of thousands of boxes full of punched cards.
Hollerith's enterprise grew into computer giant IBM, which dominated the data processing market for most of the
20th century. IBM's fixed-length field, 80-column punch cards became the ubiquitous means of inputting electronic
data until the 1970s.
In the 1980s, configurable flat-file database computer applications were popular on DOS and the Macintosh. These
programs were designed to make it easy for individuals to design and use their own databases, and were almost on
par with word processors and spreadsheets in popularity.[citation needed] Examples of flat-file database products were
early versions of FileMaker and the shareware PC-File. Some of these, like dBase II, offered limited relational
capabilities, allowing some data to be shared between files.
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Contemporary implementations
FairCom's c-tree is an example of a modern enterprise-level solution, and spreadsheet software and text editors can
be used for this purpose. WebDNA is a scripting language designed for the World Wide Web, with a hybrid flat file
in-memory database system making it easy to build resilient database-driven websites. With the in-memory concept,
WebDNA searches and database updates are almost realtime while the data is stored as text files within the website
itself. Otherwise, flat file database is implemented in Microsoft Works and Apple Works. Over time, products like
Borland's Paradox, and Microsoft's Access started offering some relational capabilities, as well as built-in
programming languages. Database Management Systems (DBMS) like MySQL or Oracle generally require
programmers to build applications.
Faceless flat file database engines are used internally by Mac OS X, Firefox, and other computer software to store
configuration data. Programs to manage collections of books or appointments and address book are essentially
single-purpose flat file database applications, allowing users to store and retrieve information from flat files using a
predefined set of fields. As of 2011[2], one of the most popular flat file database engines is SQLite, which is the
engine used by Firefox and Android and is part of the PHP5 standard distribution.

Data transfer operations
Flat files are used not only as data storage tools in DB and CMS systems, but also as data transfer tools to remote
servers (in which case they become known as information streams).
In recent years, this latter implementation has been replaced with XML files, which not only contain but also
describe the data. Those still using flat files to transfer information are mainframes employing specific procedures
which are too expensive to modify.
One criticism often raised against the XML format as a way to perform mass data transfer operations is that file size
is significantly larger than that of flat files, which is generally reduced to the bare minimum. The solution to this
problem consists in XML file compression (a solution that applies equally well to flat files), which has nowadays
gained EXI standards (i.e., Efficient XML Interchange, which is often used by mobile devices).
It is advisable that transfer data be performed via EXI rather than flat files because defining the compression method
is not required, because libraries reading the file contents are readily available, and because there is no need for the
two communicating systems to preliminarily establish a protocol describing data properties such as position,
alignment, type, and format. However, in those circumstances where the sheer mass of data and/or the inadequacy of
legacy systems becomes a problem, the only viable solution remains the use of flat files. In order to successfully
handle those problems connected with data communication, format, validation, control and much else (be it a flat file
or an XML file data source), it is advisable to adopt a Data Quality Firewall.

Terminology
"Flat file database" may be defined very narrowly, or more broadly. The narrower interpretation is correct in
database theory; the broader covers the term as generally used.
Strictly, a flat file database should consist of nothing but data and, if records vary in length, delimiters. More
broadly, the term refers to any database which exists in a single file in the form of rows and columns, with no
relationships or links between records and fields except the table structure.
Terms used to describe different aspects of a database and its tools differ from one implementation to the next, but
the concepts remain the same. FileMaker uses the term "Find", while MySQL uses the term "Query"; but the concept
is the same. FileMaker "files", in version 7 and above, are equivalent to MySQL "databases", and so forth. To avoid
confusing the reader, one consistent set of terms is used throughout this article.
However, the basic terms "record" and "field" are used in nearly every flat file database implementation.
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Example database
The following example illustrates the basic elements of a flat-file database. The data arrangement consists of a series
of columns and rows organized into a tabular format. This specific example uses only one table.
The columns include: name (a person's name, second column); team (the name of an athletic team supported by the
person, third column); and a numeric unique ID, (used to uniquely identify records, first column).
Here is an example textual representation of the described data:

id    name    team

1     Amy     Blues

2     Bob     Reds

3     Chuck   Blues

4     Dick    Blues

5     Ethel   Reds

6     Fred    Blues

7     Gilly   Blues

8     Hank    Reds

This type of data representation is quite standard for a flat-file database, although there are some additional
considerations that are not readily apparent from the text:
• Data types: each column in a database table such as the one above is ordinarily restricted to a specific data type.

Such restrictions are usually established by convention, but not formally indicated unless the data is transferred to
a relational database system.

• Separated columns: In the above example, individual columns are separated using whitespace characters. This is
also called indentation or "fixed-width" data formatting. Another common convention is to separate columns
using one or more delimiter characters. More complex solutions are markup and programming languages.

• Relational algebra: Each row or record in the above table meets the standard definition of a tuple under
relational algebra (the above example depicts a series of 3-tuples). Additionally, the first row specifies the field
names that are associated with the values of each row.

• Database management system: Since the formal operations possible with a text file are usually more limited
than desired, the text in the above example would ordinarily represent an intermediary state of the data prior to
being transferred into a database management system.
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Terminfo
Terminfo is a library and database that enables programs to use display terminals in a device-independent manner.
This library has its origins in the UNIX System III operating system. Mark Horton implemented the first terminfo
library in 1981-1982 as an improvement over termcap. The improvements include
•• faster access to stored terminal descriptions,
• longer, more understandable names for terminal capabilities and
•• general expression evaluation for strings sent to the terminal.
Terminfo soon became the preferred form of terminal descriptions in UNIX, rather than termcap. This was imitated
in pcurses in 1982-1984 by Pavel Curtis, and was available on other UNIX implementations, adapting or
incorporating fixes from Mark Horton. For more information, refer to the posting on the comp.sources.unix
newsgroup from December 1986.
A terminfo database can describe the capabilities of hundreds of different display terminals. This allows external
programs to be able to have character-based display output, independent of the type of terminal.
Some configurations are:
•• Number of lines on the screen
•• Mono mode; suppress color
•• Use visible bell instead of beep

Data model
Terminfo databases consist of one or more descriptions of terminals.

Indices
Each description must contain the canonical name of the terminal. It may also contain one or more aliases for the
name of the terminal. The canonical name or aliases are the keys by which the library searches the terminfo database.

Data values
The description contains one or more capabilities, which have conventional names. The capabilities are typed:
boolean, numeric and string. The terminfo library has predetermined types for each capability name. It checks the
types of each capability by the syntax:
• string capabilities have an "=" between the capability name and its value,
• numeric capabilities have a "#" between the capability name and its value, and
• boolean capabilities have no associated value (they are always true if specified).
Applications which use terminfo know the types for the respective capabilities, and obtain the values of capabilities
from the terminfo database using library calls that return successfully only when the capability name corresponds to
one of the predefined typed capabilities.
Like termcap, some of the string capabilities represent escape sequences which may be sent to the host by pressing
special keys on the keyboard. Other capabilities represent strings that may be sent by an application to the terminal.
In the latter case, the terminfo library functions (as does a termcap library) for substituting application parameters
into the string which is sent. These functions provide a stack-based expression parser, which is primarily used to help
minimize the number of characters sent for control sequences which have optional parameters such as SGR (Select
Graphic Rendition). In contrast, termcap libraries provide a limited set of operations which are useful for most
terminals.
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Hierarchy
Terminfo descriptions can be constructed by including the contents of one description in another, suppressing
capabilities from the included description or overriding or adding capabilities. No matter what storage model is used,
the terminfo library returns the terminal description from the requested description, using data which is compiled
using a standalone tool (e.g., tic).

Storage model
Terminfo data is stored as a binary file, making it less simple to modify than termcap. The data can be retrieved by
the terminfo library from the files where it is stored. The data itself is organized as tables for the boolean, numeric
and string capabilities, respectively. This is the scheme devised by Mark Horton, and except for some differences
regarding the available names is used in most terminfo implementations. X/Open does not specify the format of the
compiled terminal description. In fact, it does not even mention the common tic or infocmp utilities. Because the
compiled terminfo entries do not contain metadata identifying the indices within the tables to which each capability
is assigned, they are not necessarily compatible between implementations. However, since most implementations use
the same overall table structure (including sizes of header and data items), it is possible to automatically construct
customized terminfo libraries which can read data for a given implementation. For example, ncurses can be built to
match the terminfo data for several other implementations.

Directory tree
The original (and most common) implementation of the terminfo library retrieves data from a directory hierarchy. By
using the first character of the name of the terminal description as one component of the pathname, and the name of
the terminal description as the name of the file to retrieve, the terminfo library usually outperforms searching a large
termcap file.

Hashed database
Some implementations of terminfo store the terminal description in a hashed database (e.g., something like Berkeley
DB version 1.85). These store two types of records: aliases which point to the canonical entry, and the canonical
entry itself, which contains the data for the terminal capabilities.

Limitations and extensions
The Open Group documents the limits for terminfo (minimum guaranteed values), which apply only to the source
file.[1] Two of these are of special interest:
•• 14 character maximum for terminal aliases
•• 32,767 maximum for numeric quantities
The 14-character limit addresses very old filesystems which could represent filenames no longer than that. While
those filesystems are generally obsolete, these limits were as documented from the late 1980s, and unreviewed since
then.
The 32,767 limit is for positive values in a signed two's complement 16-bit value. A terminfo entry may use negative
numbers to represent cancelled or absent values.
Unlike termcap, terminfo has both a source and compiled representation. The limits for the compiled representation
are unspecified. However, most implementations note in their documentation for tic (terminal information compiler)
that compiled entries cannot exceed 4,096 bytes in size.
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External links
• Current terminfo data (http:/ / invisible-island. net/ ncurses/ ncurses. faq. html#which_terminfo)
• Termcap/Terminfo Resources Page (http:/ / www. catb. org/ ~esr/ terminfo/ ) at Eric S. Raymond's website
• man terminfo(5) (http:/ / invisible-island. net/ ncurses/ man/ terminfo. 5. html)

Termcap
Termcap (terminal capability) is a software library and database used on Unix-like computers. It enables programs
to use display computer terminals in a device-independent manner, which greatly simplifies the process of writing
portable text mode applications. Bill Joy wrote the first termcap library in 1978[1][2] for the Berkeley Unix operating
system; it has since been ported to most Unix and Unix-like environments. Joy's design was reportedly influenced by
the design of the terminal data store in the earlier Incompatible Timesharing System.[3]

A termcap database can describe the capabilities of hundreds of different display terminals. This allows programs to
have character-based display output, independent of the type of terminal. On-screen text editors such as vi and emacs
are examples of programs that may use termcap. Other programs are listed in the Termcap category.
Examples of what the database describes:
•• how many columns wide the display is
•• what string to send to move the cursor to an arbitrary position (including how to encode the row and column

numbers)
•• how to scroll the screen up one or several lines
•• how much padding is needed for such a scrolling operation.

Data model
Termcap databases consist of one or more descriptions of terminals.

Indices
Each description must contain the canonical name of the terminal. It may also contain one or more aliases for the
name of the terminal. The canonical name or aliases are the keys by which the library searches the termcap database.

Data values
The description contains one or more capabilities, which have conventional names. The capabilities are typed:
boolean, numeric and string. The termcap library has no predetermined type for each capability name. It determines
the types of each capability by the syntax:
• string capabilities have an "=" between the capability name and its value,
• numeric capabilities have a "#" between the capability name and its value, and
• boolean capabilities have no associated value (they are always true if specified).
Applications which use termcap do expect specific types for the commonly used capabilities, and obtain the values
of capabilities from the termcap database using library calls that return successfully only when the database contents
matches the assumed type.
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Hierarchy
Termcap descriptions can be constructed by including the contents of one description in another, suppressing
capabilities from the included description or overriding or adding capabilities. No matter what storage model is used,
the termcap library constructs the terminal description from the requested description, including, suppressing or
overriding at the time of the request.

Storage model
Termcap data is stored as text, making it simple to modify. The text can be retrieved by the termcap library from
files or environment variables.

Environment variable
The TERMCAP environment variable may contain a termcap database. It is most often used to store a single
termcap description, set by a terminal emulator to provide the terminal's characteristics to the shell and dependent
programs.

Flat file
The original (and most common) implementation of the termcap library retrieves data from a flat text file. Searching
a large termcap file, e.g., 500Kb, can be slow. To aid performance, a utility such as reorder is used to put the most
frequently used entries near the beginning of the file.

Hashed database
Newer implementations of termcap store the terminal description in a hashed database (e.g., something like Berkeley
DB version 1.85). These store two types of records: aliases which point to the canonical entry, and the canonical
entry itself. The text of the termcap entry is stored literally.

Limitations and extensions
The original termcap implementation was designed to use little memory:
•• the first name is two characters, to fit in 16 bits
•• capability names are two characters
•• descriptions are limited to 1023 characters.
•• only one description can be included, and must be at the end.
Newer implementations of the termcap interface generally do not require the two-character name at the beginning of
the entry.
Capability names are still two characters in all implementations.
The tgetent function used to read the terminal description uses a buffer whose size must be large enough for the
data, and is assumed to be 1024 characters. Newer implementations of the termcap interface may relax this constraint
by allowing a null pointer in place of the fixed buffer,[4] or by hiding the data which would not fit, e.g., via the ZZ
capability in NetBSD termcap.[5] The terminfo library interface also emulates the termcap interface, and does not
actually use the fixed-size buffer.
The terminfo library's emulation of termcap allows multiple descriptions to be included without restricting the
position. A few other newer implementations of the termcap library may also provide this ability, though it is not
well documented.[6]
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MultiValue
MultiValue is a type of NoSQL and multidimensional database, typically considered synonymous with PICK, a
database originally developed as the Pick operating system.
MultiValue databases include commercial products from Rocket Software, TigerLogic, jBASE, Revelation,
Ladybridge, InterSystems, Northgate Information Solutions and other companies. These databases differ from a
relational database in that they have features that support and encourage the use of attributes which can take a list of
values, rather than all attributes being single-valued. They are often categorized with MUMPS within the category of
post-relational databases, although the data model actually pre-dates the relational model. Unlike SQL-DBMS tools,
most MultiValue databases can be accessed both with or without SQL.

History
Don Nelson designed the MultiValue data model in the early to mid-1960s. Dick Pick, a developer at TRW, worked
on the first implementation of this model for the US Army in 1965. Pick considered the software to be in the public
domain because it was written for the military. This was but the first dispute regarding MultiValue databases that
was addressed by the courts.[1]
Ken Simms wrote DataBASIC, sometimes known as S-BASIC, in the mid-70's. It was based on Dartmouth BASIC,
but had enhanced features for data management. Simms played a lot of Star Trek while developing the language, in
order to have the language function to his satisfaction.
Three of the implementations of MultiValue: PICK version R77, Microdata Reality [2] 3.x, and Prime Information
1.0, were very similar. In spite of attempts to standardize, particularly by International Spectrum and the Spectrum
Manufacturers Association, who designed a logo for all to use, there are no standards across MultiValue
implementations. Subsequently, these flavors diverged, although with some cross-over. These streams of MultiValue
database development could be classified as one stemming from PICK R83, one from Microdata Reality [2], and one
from Prime Information. Because of the differences, some implementations have provisions for supporting several
flavors of the languages. An attempt to document the similarities and differences can be found at the PRDB
Marketing groups and others in the industry over the years have classified MultiValue databases as pre-relational,
post-relational, relational, and embedded, with detractors classifying it as legacy. It could now be classified as
NoSQL. With a data model that aligns well with XML and that permits access with or without the use of SQL.
One reasonable hypothesis for this data model lasting more than 40 years, with new database implementations of the 
model even in the 21st century is that it provides database solutions in a big bang for the buck fashion. Historically,
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with industry benchmarks tied to SQL transactions, this has been a difficult hypothesis to test, although there are
considerable anecdotes of failed attempts to get the functionality of a MultiValue application into a relational
database framework.
In spite of a history of more than 40 years of implementations, starting with TRW, many in the MultiValue industry
have remained current so that various MultiValue implementations now employ object-oriented versions of Data
BASIC, support AJAX frameworks, and because no one needs to use SQL (but some can) they fit under the NoSQL
umbrella. In fact, MultiValue developers were the first to acquire nosql domain names, likely prior to other database
products classifying their offerings as NoSQL as well. MultiValue is a seasoned data model, but with so many
vendors competing in this space, it has been constantly enhanced over the years.

Data model example
In a MultiValue database system:
•• a Database is called an "Account"
•• a Table is called a "File"
•• a Column is an "Attribute" composed of "Multivalue attribute" and "Subvalue attribute" to store multiple values

in the same attribute.
Data is stored using two separate files. A "File" to store raw data and a "Dictionary" to store the format for
displaying the raw data.
For example, assume there's a file (table) called "PERSON". And in this file there is a attribute called
"eMailAddress". The eMailAddress field can store a variable number of email address values in the single record.
So the list [joe@example.com, jdb@example.net, joe_bacde@example.org] can be stored and accessed via a single
query / disk read when accessing the associated record.
To achieve the same (1-to-many) relationship within a traditional Relational Database System one would be required
to create an additional table to store the variable number of email Addresses associated to a single "PERSON"
record. However, modern Relational Database Systems do support this data model too. For example, in PostgreSQL
one can set up a column of type Array of baseType (baseType being any PostgreSQL data type).

MultiValue DataBASIC
Like the Java programming language, the typical DataBASIC compiler compiles to P-code and runs in a P-machine.
It has as many different implementations (compilers) as there are MultiValue databases.
Like PHP programming language, the DataBASIC language does all the typecasting for the programmer.

MultiValue Query Language
Known as ENGLISH, ACCESS, AQL, UniQuery, Retrieve, CMQL, and by many other names over the years,
corresponding to the different MultiValue implementations, the MultiValue query language differs from SQL in
several respects. Each query is issued against a single dictionary within the schema, which could be understood as a
virtual file or a portal to the database through which to view the data.

LIST PEOPLE LAST_NAME FIRST_NAME EMAIL_ADDRESSES WITH LAST_NAME LIKE "Van..."
The above statement would list all e-mail addresses for each person whose last name starts with "Van". A single
entry would be output for each person, with multiple lines showing the multiple e-mail addresses (without repeating
other data about the person).
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OpenInsight
OpenInsight is a database application development tool from Revelation Software. It was first released in 1992;
version 9.2 was released in 2010.[1]

OpenInsight is a windows-based development tool. It contains its own database which is a type of post-relational
database known as a MultiValue database. OpenInsight contains tools for creating database applications that can run
on Windows workstations, Windows, Linux, and Novell networks, and browser-based applications. The tools
include, but are not limited to, a Table Builder, a Database Manager, editor, debugger and programming language, a
forms designer for creating data entry forms, User Interface tools, reporting tools, and deployment tools.[2]

OpenInsight's programming language is called Basic+, and is an extension or dialect of the BASIC programming
language. OpenInsight applications can use data from Revelation Software's built-in database, or they can use data
from SQL Databases, from Rocket Software's Rocket U2 databases,[3] as well as Tiger Logic's D3 database.

Related software
•• Rocket U2
•• Reality

References
[1] Revelation Website: http:/ / www. revelation. com/ Revelation. nsf/ byTitle/ E7DB7F0ED01DF91085256DD00050F08A?OpenDocument
[2] Revelation Website: http:/ / www. revelation. com/ Revelation. nsf/ 1f484fef89cd63e1852569c900787d0e/

be0c2876a6f1056b85256dc500587dd5?OpenDocument
[3] IBM developerWorks http:/ / www. ibm. com/ developerworks/ wikis/ display/ im/ OpenInsight+ for+ U2

External links
• Revelation Software (http:/ / www. revelation. com)
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Document-oriented database
A document-oriented database is a computer program designed for storing, retrieving, and managing
document-oriented information, also known as semi-structured data. Document-oriented databases are one of the
main categories of so-called NoSQL databases and the popularity of the term "document-oriented database" (or
"document store") has grown[1] with the use of the term NoSQL itself. In contrast to relational databases and their
notions of "Relations" (or "Tables"), these systems are designed around an abstract notion of a "Document".

Documents
The central concept of a document-oriented database is the notion of a Document. While each document-oriented
database implementation differs on the details of this definition, in general, they all assume documents encapsulate
and encode data (or information) in some standard formats or encodings. Encodings in use include XML, YAML,
JSON, and BSON, as well as binary forms like PDF and Microsoft Office documents (MS Word, Excel, and so on).
Documents inside a document-oriented database are similar, in some ways, to records or rows in relational databases,
but they are less rigid. They are not required to adhere to a standard schema, nor will they have all the same sections,
slots, parts, or keys. For example, the following is a document:

  {

     FirstName: "Bob", 

     Address: "5 Oak St.", 

     Hobby: "sailing"

  }

A second document might be:

  {

    FirstName: "Jonathan", 

    Address: "15 Wanamassa Point Road", 

    Children: [

         {Name: "Michael", Age: 10}, 

         {Name: "Jennifer", Age: 8}, 

         {Name: "Samantha", Age: 5}, 

         {Name: "Elena", Age: 2}

    ]

   }

These two documents share some structural elements with one another, but each also has unique elements. Unlike a
relational database where every record contains the same fields, leaving unused fields empty; there are no empty
'fields' in either document (record) in the above example. This approach allows new information to be added to some
records without requiring that every other record in the database share the same structure.
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Keys
Documents are addressed in the database via a unique key that represents that document. This key is often a simple
string, a URI, or a path. The key can be used to retrieve the document from the database. Typically, the database
retains an index on the key to speed up document retrieval.

Retrieval
Another defining characteristic of a document-oriented database is that, beyond the simple key-document (or
key-value) lookup that can be used to retrieve a document, the database offers an API or query language that allows
the user to retrieve documents based on their content. For example, you may want a query that retrieves all the
documents with a certain field set to a certain value. The set of query APIs or query language features available, as
well as the expected performance of the queries, varies significantly from one implementation to the next.

Organization
Implementations offer a variety of ways of organizing documents, including notions of
•• Collections
•• Tags
•• Non-visible Metadata
•• Directory hierarchies
•• Buckets

Implementations

Name Publisher License Language Notes RESTful
API

ArangoDB [2] triAGENS [3] Apache 2 License C, C++ &
Javascript

A distributed multi model, high-performance
document store and graph database.

Yes [4]

BaseX BaseX Team [5] BSD License Java, XQuery Support for XML, JSON and binary formats;
client-/server based architecture; concurrent
structural and full-text searches and updates; REST
APIs.

Yes

Cassandra Apache
Software
Foundation

Apache License Java JSON over HTTP Yes

Cloudant Cloudant, Inc.
[6]

Proprietary Erlang, Java,
Scala, and C

Distributed database service based on BigCouch,
the company's open source fork of the
Apache-backed CouchDB project.

Yes

Clusterpoint Clusterpoint
Ltd. [7]

Free community license
/ Commercial[8]

C++ Schema-free, document-oriented database
management system platform with server based data
storage, full text search engine functionality,
information ranking for search relevance and
clustering.

Yes

Couchbase
Server

Couchbase, Inc. Apache License Erlang and C Distributed NoSQL Document Database. Yes [9]

CouchDB Apache
Software
Foundation

Apache License Erlang JSON over REST/HTTP with Multi-Version
Concurrency Control and limited ACID properties.
Uses map and reduce for views and queries.[10]

Yes [11]
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eXist eXist, [12] GPL XQuery, Java XML over REST/HTTP, WebDAV, Lucene
Fulltext search, validation, versioning, clustering,
triggers, URL rewriting, collections, ACLS,
XQuery Update

Yes [13]

FleetDB FleetDB [14] MIT License Clojure A JSON-based [15] schema-free database optimized
for agile development.

(unknown)

Jackrabbit Apache
Software
Foundation

Apache License Java (unknown)

Informix IBM Proprietary Various
(Compatible with
MongoDB API)

RDBMS with JSON, replication, sharding and
ACID compliance

(unknown)

Inquire Infodata
Systems, Inc.

Proprietary unknown In the mid-80's this was the dominant
document-oriented commercial database, widely
successful. The company seems to have gone out of
business in 2005.

(unknown)

Lotus Notes IBM Proprietary LotusScript, Java,
Lotus @Formula

(unknown)

MarkLogic MarkLogic
Corporation

Free Developer license
[16] or Commercial [16]

REST, Java,
XQuery, XSLT,
C++

Distributed document-oriented database with
Multi-Version Concurrency Control, integrated Full
text search and ACID-compliant transaction
semantics

Yes

MongoDB MongoDB, Inc GNU AGPL v3.0[17] C++ Document database with replication and sharding Optional
[18]

MUMPS
Database[19]

Proprietary and Affero
GPL[20]

MUMPS Commonly used in health applications. (unknown)

OrientDB Orient
Technologies
[21]

Apache License Java JSON over HTTP Yes

RavenDB Hibernating
Rhinos LTD
[22]

Proprietary and modified
Affero GPL[23]

C#, JavaScript Yes

Redis BSD License ANSI C Key-value store supporting lists and sets with
binary-safe protocol

(unknown)

RethinkDB GNU APGL for the
DBMS, Apache 2
License for the client
drivers

C++ (unknown)

Rocket U2 Rocket
Software

Proprietary UniData, UniVerse Yes (Beta)

Sqrrl
Enterprise [32]

sqrrl Proprietary Java Distributed, real-time database featuring cell-level
security and massive scalability.

Yes
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XML database implementations
Most XML databases are document-oriented databases.
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MongoDB

MongoDB

Developer(s) MongoDB Inc.

Initial release 2009

Stable release 2.4.9 / 10 January 2014

Preview release 2.5.4 / 18 November 2013

Development status Active

Written in C++

Operating system Cross-platform

Available in English

Type Document-oriented database

License GNU AGPL v3.0 (drivers: Apache license)

Website www.mongodb.org [1]

MongoDB (from "humongous") is a cross-platform document-oriented database system. Classified as a NoSQL
database, MongoDB eschews the traditional table-based relational database structure in favor of JSON-like
documents with dynamic schemas (MongoDB calls the format BSON), making the integration of data in certain
types of applications easier and faster. Released under a combination of the GNU Affero General Public License and
the Apache License, MongoDB is free and open source software.
First developed by the software company 10gen (now MongoDB Inc.) in October 2007 as a component of a planned
platform as a service product, the company shifted to an open source development model in 2009, with 10gen
offering commercial support and other services. Since then, MongoDB has been adopted as backend software by a
number of major websites and services, including Craigslist, eBay, Foursquare, SourceForge, and The New York
Times, among others. MongoDB is the most popular NoSQL database system.

History
Development of MongoDB began in 2007, when the company (then named 10gen) was building a platform as a
service similar to Windows Azure or Google App Engine.[2] In 2009, MongoDB was open sourced as a stand-alone
product[3] with an AGPL license.
From version 1.4 (March 2010), MongoDB has been considered production ready.[4]

The latest stable version, 2.4.9, was released on January 10, 2014.
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Licensing and support
MongoDB is available for free under the GNU Affero General Public License. The language drivers are available
under an Apache License. In addition, MongoDB Inc. offers commercial licenses for MongoDB.[5]

Main features
The following is a brief summary of some of the main features:[6]

Ad hoc queries
MongoDB supports search by field, range queries, regular expression searches. Queries can return specific
fields of documents and also include user-defined JavaScript functions.

Indexing
Any field in a MongoDB document can be indexed (indices in MongoDB are conceptually similar to those in
RDBMSes). Secondary indices are also available.

Replication
MongoDB provides high availability and increased throughput with replica sets. A replica set consists of two
or more copies of the data. Each replica may act in the role of primary or secondary replica at any time. The
primary replica performs all writes and reads by default. Secondary replicas maintain a copy of the data on the
primary using built-in replication. When a primary replica fails, the replica set automatically conducts an
election process to determine which secondary should become the primary. Secondaries can also perform read
operations, but the data is eventually consistent by default.

Load balancing
MongoDB scales horizontally using sharding. The user chooses a shard key, which determines how the data in
a collection will be distributed. The data is split into ranges (based on the shard key) and distributed across
multiple shards. (A shard is a master with one or more slaves.)
MongoDB can run over multiple servers, balancing the load and/or duplicating data to keep the system up and
running in case of hardware failure. Automatic configuration is easy to deploy, and new machines can be
added to a running database.

File storage
MongoDB can be used as a file system, taking advantage of load balancing and data replication features over
multiple machines for storing files.
This function, called GridFS,[7] is included with MongoDB drivers and available with no difficulty for
development languages (see "Language Support" for a list of supported languages). MongoDB exposes
functions for file manipulation and content to developers. GridFS is used, for example, in plugins for
NGINX[8] and lighttpd.[9] Instead of storing a file in a single document, GridFS divides a file into parts, or
chunks, and stores each of those chunks as a separate document.[10]

In a multi-machine MongoDB system, files can be distributed and copied multiple times between machines
transparently, thus effectively creating a load-balanced and fault-tolerant system.

Aggregation
MapReduce can be used for batch processing of data and aggregation operations. The aggregation framework
enables users to obtain the kind of results for which the SQL GROUP BY clause is used.

Server-side JavaScript execution
JavaScript can be used in queries, aggregation functions (such as MapReduce), and sent directly to the
database to be executed.

Capped collections
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MongoDB supports fixed-size collections called capped collections. This type of collection maintains insertion
order and, once the specified size has been reached, behaves like a circular queue.

Criticisms
MongoDB uses a readers-writer lock that allows concurrent read access to a database but exclusive write access to a
single write operation.[11] Before version 2.2, this lock was implemented on a per-mongod basis. Since version 2.2,
the lock has been implemented at the database level.[12] One approach to increase concurrency is to use sharding.[13]

In some situations, reads and writes will yield their locks. If MongoDB predicts a page is unlikely to be in memory,
operations will yield their lock while the pages load. The use of lock yielding expanded greatly in 2.2.[14]

Another criticism related to the limitations of MongoDB when used on 32-bit systems.[15] In some cases, this was
due to inherent memory limitations.[16] MongoDB recommends 64-bit systems and that users provide sufficient
RAM for their working set.[17] Some users encounter issues when their working set exceeds available RAM and the
system encounters page faults. MongoHQ, a provider of managed MongoDB infrastructure, recommends a scaling
checklist for large systems.[18]

Additionally, MongoDB provides very limited support for sorting on utf-8 encoded string data,[19] which poses a
substantial problem when storing non-english text. Specifically, MongoDB currently uses the memcmp [20] function
when sorting strings, which doesn't correctly handle utf-8 data under different locales.

Language support
MongoDB has official drivers for a variety of popular programming languages and development environments. Web
programming language Opa also has built-in support for MongoDB, which is tightly integrated in the language and
offers a type-safety layer on top of MongoDB. There are also a large number of unofficial or community-supported
drivers for other programming languages and frameworks.

Management and graphical front-ends

MongoDB tools
In a MongoDB installation the following commands are available:
mongo

MongoDB offers an interactive shell called mongo,[21] which lets developers view, insert, remove, and update
data in their databases, as well as get replication information, set up sharding, shut down servers, execute
JavaScript, and more.
Administrative information can also be accessed through a web interface,[22] a simple webpage that serves
information about the current server status. By default, this interface is 1000 ports above the database port
(28017).

mongostat
mongostat[23] is a command-line tool that displays a summary list of status statistics for a currently running
MongoDB instance: how many inserts, updates, removes, queries, and commands were performed, as well as
what percentage of the time the database was locked and how much memory it is using. This tool is similar to
the UNIX/Linux vmstat utility.

mongotop
mongotop[24] is a command-line tool providing a method to track the amount of time a MongoDB instance
spends reading and writing data. mongotop provides statistics on the per-collection level. By default,
mongotop returns values every second. This tool is similar to the UNIX/Linux top utility.
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mongosniff
mongosniff[25] is a command-line tool providing a low-level tracing/sniffing view into database activity by
monitoring (or "sniffing") network traffic going to and from MongoDB. mongosniff requires the Libpcap
network library and is only available for Unix-like systems. A cross-platform alternative is the open source
Wireshark packet analyzer which has full support for the MongoDB wire protocol.

mongoimport, mongoexport
mongoimport[26] is a command-line utility to import content from a JSON, CSV, or TSV export created by
mongoexport[27] or potentially other third-party data exports.

mongodump, mongorestore
mongodump[28] is a command-line utility for creating a binary export of the contents of a Mongo database;
mongorestore[29] can be used to reload a database dump.

Production deployments
Some of the prominent users of MongoDB include:[30]

• MetLife uses MongoDB for “The Wall," a customer service application providing a "360-degree view" of MetLife
customers.[31]

• Craigslist stores over 2 billion records in MongoDB.[32]

• SAP uses MongoDB in the SAP PaaS.[33]

• Forbes stores articles and companies data in MongoDB.[34]

• The New York Times uses MongoDB in its form-building application for photo submissions.[35]

• Sourceforge uses MongoDB for its back-end storage pages.[36]

• Codecademy uses MongoDB as the datastore for its online learning system.[37]

• Shutterfly uses MongoDB for its photo platform. As of 2013, the photo platform stores 18 billion photos uploaded
by Shutterfly's 7 million users.[38][39]

• The Guardian uses MongoDB for its identity system.[40]

• CERN uses MongoDB as the primary back-end for the Data Aggregation System for the Large Hadron
Collider.[41]

• Foursquare deploys MongoDB on Amazon AWS to store venues and user check-ins into venues.[42]

• eBay uses MongoDB in the search suggestion and the internal Cloud Manager State Hub.[43]
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Spatiotemporal Databases

Temporal database
A temporal database is a database with built-in support for handling data involving time, for example a temporal
data model and a temporal version of Structured Query Language (SQL).
More specifically the temporal aspects usually include valid time and transaction time. These attributes can be
combined to form bitemporal data.
• Valid time is the time period during which a fact is true with respect to the real world.
• Transaction time is the time period during which a fact stored in the database is considered to be true.
• Bitemporal data combines both Valid and Transaction Time.
It is possible to have timelines other than Valid Time and Transaction Time, such as Decision Time, in the database.
In that case the database is called a multitemporal database as opposed to a bitemporal database. However, this
approach introduces additional complexities such as dealing with the validity of (foreign) keys.
Temporal databases are in contrast to current databases, which store only facts which are believed to be true at the
current time.

Features
Temporal databases support managing and accessing temporal data by providing one or more of the following
features:
•• A time period datatype, including the ability to represent time periods with no end (infinity or forever)
•• The ability to define valid and transaction time period attributes and bitemporal relations
•• System-maintained transaction time
• Temporal primary keys, including non-overlapping period constraints
• Temporal constraints, including non-overlapping uniqueness and referential integrity
•• Update and deletion of temporal records with automatic splitting and coalescing of time periods
•• Temporal queries at current time, time points in the past or future, or over durations
• Predicates for querying time periods, often based on Allen’s interval relations

History
With the development of SQL and its attendant use in real-life applications, database users realized that when they
added date columns to key fields, some issues arose. For example, if a table has a primary key and some attributes,
adding a date to the primary key to track historical changes can lead to creation of more rows than intended. Deletes
must also be handled differently when rows are tracked in this way. In 1992, this issue was recognized but standard
database theory was not yet up to resolving this issue, and neither was the then-newly-formalized SQL-92 standard.
Richard Snodgrass proposed in 1992 that temporal extensions to SQL be developed by the temporal database 
community. In response to this proposal, a committee was formed to design extensions to the 1992 edition of the 
SQL standard (ANSI X3.135.-1992 and ISO/IEC 9075:1992); those extensions, known as TSQL2, were developed 
during 1993 by this committee.[1] In late 1993, Snodgrass presented this work to the group responsible for the 
American National Standard for Database Language SQL, ANSI Technical Committee X3H2 (now known as 
NCITS H2). The preliminary language specification appeared in the March 1994 ACM SIGMOD Record. Based on 
responses to that specification, changes were made to the language, and the definitive version of the TSQL2
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Language Specification was published in September, 1994
An attempt was made to incorporate parts of TSQL2 into the new SQL standard SQL:1999, called SQL3. Parts of
TSQL2 were included in a new substandard of SQL3, ISO/IEC 9075-7, called SQL/Temporal. The TSQL2 approach
was heavily criticized by Chris Date and Hugh Darwen.[2] The ISO project responsible for temporal support was
canceled near the end of 2001.
As of December 2011, ISO/IEC 9075, Database Language SQL:2011 Part 2: SQL/Foundation included clauses in
table definitions to define "application-time period tables" (valid time tables), "system-versioned tables" (transaction
time tables) and "system-versioned application-time period tables" (bitemporal tables). A substantive difference
between the TSQL2 proposal and what was adopted in SQL:2011 is that there are no hidden columns in the
SQL:2011 treatment, nor does it have a new data type for intervals; instead two date or timestamp columns can be
bound together using a PERIOD FOR declaration. Another difference is replacement of the controversial (prefix)
statement modifiers from TSQL2 with a set of temporal predicates.

Example
For illustration, consider the following short biography of a fictional man, John Doe:

John Doe was born on April 3, 1975 in the Kids Hospital of Medicine County, as son of Jack Doe and Jane
Doe who lived in Smallville. Jack Doe proudly registered the birth of his first-born on April 4, 1975 at the
Smallville City Hall. John grew up as a joyful boy, turned out to be a brilliant student and graduated with
honors in 1993. After graduation he went to live on his own in Bigtown. Although he moved out on August
26, 1994, he forgot to register the change of address officially. It was only at the turn of the seasons that his
mother reminded him that he had to register, which he did a few days later on December 27, 1994. Although
John had a promising future, his story ends tragically. John Doe was accidentally hit by a truck on April 1,
2001. The coroner reported his date of death on the very same day.

Using a current database
To store the life of John Doe in a current (non-temporal) database we use a table Person (Name, Address). (In order
to simplify Name is defined as the primary key of Person.)
John's father officially reported his birth on April 4, 1975. On this date a Smallville official inserted the following
entry in the database: Person(John Doe, Smallville). Note that the date itself is not stored in the
database.
After graduation John moves out, but forgets to register his new address. John's entry in the database is not changed
until December 27, 1994, when he finally reports it. A Bigtown official updates his address in the database. The
Person table now contains Person(John Doe, Bigtown). Note that the information of John living in
Smallville has been overwritten, so it is no longer possible to retrieve that information from the database. An official
accessing the database on December 28, 1994 would be told that John lives in Bigtown. More technically: if a
database administrator ran the query SELECT ADDRESS FROM PERSON WHERE NAME='John Doe' on
December 26, 1994, the result would be Smallville. Running the same query 2 days later would result in
Bigtown.
Until his death the database would state that he lived in Bigtown. On April 1, 2001 the coroner deletes the John Doe
entry from the database. After this, running the above query would return no result at all.

http://en.wikipedia.org/w/index.php?title=Chris_Date
http://en.wikipedia.org/w/index.php?title=Hugh_Darwen
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Date Real world event Database Action What the database shows

April 3, 1975 John is born Nothing There is no person called
John Doe

April 4, 1975 John's father officially reports John's birth Inserted:Person(John Doe,
Smallville)

John Doe lives in Smallville

August 26, 1994 After graduation, John moves to Bigtown, but forgets to
register his new address

Nothing John Doe lives in Smallville

December 26,
1994

Nothing Nothing John Doe lives in Smallville

December 27,
1994

John registers his new address Updated:Person(John Doe,
Bigtown)

John Doe lives in Bigtown

April 1, 2001 John dies Deleted:Person(John Doe) There is no person called
John Doe

Using Valid time
Valid time is the time for which a fact is true in the real world. A valid time period may be in the past, span the
current time, or occur in the future.
For the example above, to record valid time the Person table has two fields added, Valid-From and Valid-To. These
specify the period when a person's address is valid in the real world. On April 4, 1975 John's father registered his
son's birth. An official then inserts a new entry into the database stating that John lives in Smallville from April 3.
Note that although the data was inserted on the 4th, the database states that the information is valid since the 3rd. The
official does not yet know if or when John will move to another place, so the Valid-To field is set to infinity (∞). The
entry in the database is:

Person(John Doe, Smallville, 3-Apr-1975, ∞).

On December 27, 1994 John reports his new address in Bigtown where he has been living since August 26, 1994. A
new database entry is made to record this fact:

Person(John Doe, Bigtown, 26-Aug-1994, ∞).

The original entry Person (John Doe, Smallville, 3-Apr-1975, ∞) is not deleted, but has the
Valid-To attribute updated to reflect that it is now known that John stopped living in Smallville on August 26, 1994.
The database now contains two entries for John Doe

Person(John Doe, Smallville, 3-Apr-1975, 26-Aug-1994).

Person(John Doe, Bigtown, 26-Aug-1994, ∞).

When John dies his current entry in the database is updated stating that John does not live in Bigtown any longer.
The database now looks like this

Person(John Doe, Smallville, 3-Apr-1975, 26-Aug-1994).

Person(John Doe, Bigtown, 26-Aug-1994, 1-Apr-2001).

http://en.wikipedia.org/w/index.php?title=Infinity
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Using Transaction time
Transaction time records the time period during which a database entry is accepted as correct. This enables queries
that show the state of the database at a given time. Transaction time periods can only occur in the past or up to the
current time. In a transaction time table, records are never deleted. Only new records can be inserted, and existing
ones updated by setting their transaction end time to show that they are no longer current.
To enable transaction time in the example above, two more fields are added to the Person table: Transaction-From
and Transaction-To. Transaction-From is the time a transaction was made, and Transaction-To is the time that the
transaction was superseded (which may be infinity if it has not yet been superseded). This makes the table into a
bitemporal table.
What happens if the person's address as stored in the database is incorrect? Suppose an official accidentally entered
the wrong address or date? Or, suppose the person lied about their address for some reason. Upon discovery of the
error, the officials update the database to correct the information recorded.
For example, from 1-Jun-1995 to 3-Sep-2000 John Doe moved to Beachy. But to avoid paying Beachy's exorbitant
residence tax, he never reported it to the authorities. Later during a tax investigation it is discovered on 2-Feb-2001
that he was in fact in Beachy during those dates. To record this fact the existing entry about John living in Bigtown
must be split into two separate records, and a new record inserted recording his residence in Beachy. The database
would then appear as follows:

Person(John Doe, Smallville, 3-Apr-1975, 26-Aug-1994).

Person(John Doe, Bigtown, 26-Aug-1994, 1-Jun-1995).

Person(John Doe, Beachy, 1-Jun-1995, 3-Sep-2000).

Person(John Doe, Bigtown, 3-Sep-2000, 1-Apr-2001).

However, this leaves no record that the database ever claimed that he lived in Bigtown during 1-Jun-1995 to
3-Sep-2000. This might be important to know for auditing reasons, or to use as evidence in the official's tax
investigation. Transaction time allows capturing this changing knowledge in the database, since entries are never
directly modified or deleted. Instead, each entry records when it was entered and when it was superseded (or
logically deleted). The database contents then look like this:

Person(John Doe, Smallville, 3-Apr-1975,  ∞,           4-Apr-1975,  27-Dec-1994).
Person(John Doe, Smallville, 3-Apr-1975,  26-Aug-1994, 27-Dec-1994, ∞          ).
Person(John Doe, Bigtown,    26-Aug-1994, ∞,           27-Dec-1994, 2-Feb-2001 ).
Person(John Doe, Bigtown,    26-Aug-1994, 1-Jun-1995,  2-Feb-2001,  ∞          ).
Person(John Doe, Beachy,     1-Jun-1995,  3-Sep-2000,  2-Feb-2001,  ∞          ).
Person(John Doe, Bigtown,    3-Sep-2000,  ∞,           2-Feb-2001,  1-Apr-2001 ).
Person(John Doe, Bigtown,    3-Sep-2000,  1-Apr-2001,  1-Apr-2001,  ∞          ).

The database records not only what happened in the real world, but also what was officially recorded at different
times.

Bitemporal relations
A bitemporal relation contains both valid and transaction time. This provides both historical and rollback
information. Historical information (e.g.: "Where did John live in 1992?") is provided by the valid time. Rollback
(e.g.: "In 1992, where did the database believe John lived?") is provided by the transaction time. The answers to
these example questions may not be the same - the database may have been altered since 1992, causing the queries to
produce different results.
The valid time and transaction time do not have to be the same for a single fact. For example, consider a temporal
database storing data about the 18th century. The valid time of these facts is somewhere between 1701 and 1800.
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The transaction time records when the facts are inserted into the database (for example, January 21, 1998).

Schema Evolution
A challenging issue is the support of temporal queries in a transaction time database under evolving schema. In order
to achieve perfect archival quality it is of key importance to store the data under the schema version under which
they firstly appeared. However even the most simple temporal query rewriting the history of an attribute value would
be required to be manually rewritten under each of the schema versions, potentially hundreds as in the case of
MediaWiki [1] This process would be particularly taxing for users. A proposed solution is to provide automatic
query rewriting, although this is not part of SQL or similar standards.

Implementations in databases
The following implementations provide temporal features in a relational database management system (RDBMS).
• Oracle Workspace Manager [3] is a feature of Oracle Database which enables application developers and DBAs to

manage current, proposed and historical versions of data in the same database.
• TimeDB [4] is a free temporal relational DBMS by TimeConsult. It runs as a frontend to Oracle that accepts

TSQL2 statements and generates SQL92 statements.
• PostgreSQL [5] has an open-source contributed package that can be installed in the database to manage temporal

data. The function reference is here [6].
• Teradata version 13.10 [7] and Teradata version 14 has temporal features based on TSQL2[8] built into the

database.
• Anchor Modeling [9] emulates temporal features and automates the implementation in databases that lack support.
• IBM DB2 version 10 added a feature called "time travel query"[] which is based on the temporal capabilities of

the SQL:2011 standard.[]
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• C.J. Date, Hugh Darwen, Nikos Lorentzos (2002). Temporal Data & the Relational Model, First Edition (The
Morgan Kaufmann Series in Data Management Systems); Morgan Kaufmann; 1st edition; 422 pages. ISBN
1-55860-855-9.

• Joe Celko (2005). Joe Celko's SQL for Smarties: Advanced SQL Programming (The Morgan Kaufmann Series in
Data Management); Morgan Kaufmann; 3rd edition; 808 pages. ISBN 0-12-369379-9.—Chapters 4 and 29 in
particular discuss temporal issues.

• Snodgrass, Richard T. (1999). Developing Time-Oriented Database Applications in SQL (http:/ / www. cs.
arizona. edu/ people/ rts/ tdbbook. pdf)  PDF (4.77 MiB) (Morgan Kaufmann Series in Data Management
Systems); Morgan Kaufmann; 504 pages; ISBN 1-55860-436-7
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Further reading
• Bitemporal Database Basics (http:/ / www. xosoftware. co. uk/ Articles/ BitemporalDatabaseBasics/ )

External links
• TimeCenter (http:/ / www. cs. arizona. edu/ projects/ timecenter)
• TimeConsult (http:/ / www. timeconsult. com)
• Temporal Relations in RDF (http:/ / blogs. sun. com/ roller/ page/ bblfish/ 20060320)
• Temporal Scope for RDF Triples (http:/ / www. jenitennison. com/ blog/ node/ 101)
• com.ervacon.bitemporal (https:/ / svn. ervacon. com/ public/ projects/ bitemporal/ trunk/ readme. txt) Simple

bitemporal framework in Java
• DAOFusion (http:/ / opensource. anasoft. com/ daofusion-site/ reference/ bitemporal-pattern. html) open source

project with temporal data support
• Developing Time-Oriented Database Applications in SQL (http:/ / www. cs. arizona. edu/ people/ rts/ tdbbook.

pdf) by Richard Snodgrass
• IBM DB2 10 for z/OS (http:/ / publib. boulder. ibm. com/ infocenter/ dzichelp/ v2r2/ index. jsp?topic=/ com. ibm.

db2z10. doc/ db2z_10_prodhome. htm)
• Time and Time Again series of articles by Randy Weis and Tom Johnston (http:/ / www. inbaseinc. com/

dm-series. htm)
• Temporal Patterns (http:/ / martinfowler. com/ eaaDev/ timeNarrative. html) by Martin Fowler

http://www.xosoftware.co.uk/Articles/BitemporalDatabaseBasics/
http://www.cs.arizona.edu/projects/timecenter
http://www.timeconsult.com
http://blogs.sun.com/roller/page/bblfish/20060320
http://www.jenitennison.com/blog/node/101
https://svn.ervacon.com/public/projects/bitemporal/trunk/readme.txt
http://opensource.anasoft.com/daofusion-site/reference/bitemporal-pattern.html
http://www.cs.arizona.edu/people/rts/tdbbook.pdf
http://www.cs.arizona.edu/people/rts/tdbbook.pdf
http://publib.boulder.ibm.com/infocenter/dzichelp/v2r2/index.jsp?topic=/com.ibm.db2z10.doc/db2z_10_prodhome.htm
http://publib.boulder.ibm.com/infocenter/dzichelp/v2r2/index.jsp?topic=/com.ibm.db2z10.doc/db2z_10_prodhome.htm
http://www.inbaseinc.com/dm-series.htm
http://www.inbaseinc.com/dm-series.htm
http://martinfowler.com/eaaDev/timeNarrative.html


RRDtool 1415

RRDtool

RRDtool

Original author(s) Tobi Oetiker

Stable release 1.4.8 / May 23, 2013

Written in C

License GNU General Public License

Website oss.oetiker.ch/rrdtool/ [1]

RRDtool has a graph function, which presents
data from an RRD in a customizable graphical

format

RRDtool (acronym for round-robin database tool) aims to handle
time-series data like network bandwidth, temperatures, CPU load, etc.
The data are stored in a round-robin database (circular buffer), thus the
system storage footprint remains constant over time.

It also includes tools to extract RRD data in a graphical format, for
which it was originally intended.

Bindings exist for Perl, Python, Ruby, Tcl, PHP and Lua. And there is
an independent full Java implementation, rrd4j.

General data storage

RRDtool assumes time-variable data in intervals of a certain length.
This interval, usually named step, is specified upon creation of an
RRD file and cannot be changed afterwards. Because data may not always be available at just the right time,
RRDtool will automatically interpolate any submitted data to fit its internal time-steps.

The value for a specific step, that has been interpolated, is named a primary data point (PDP). Multiple PDPs may be
consolidated according to a consolidation function (CF) to form a consolidated data point (CDP). Typical
consolidation functions are average, minimum, maximum.
After the data have been consolidated, the resulting CDP is stored in a round-robin archive (RRA). A round-robin
archive stores a fixed number of CDPs and specifies how many PDPs should be consolidated into one CDP and
which CF to use. The total time covered by an RRA can be calculated as follows:

 time covered = (#CDPs stored) * (#PDPs per CDP) * steps

After this time the archive will "wrap around": the next insertion will overwrite the oldest entry. This behavior is
sometimes referred to as "round-robin" and is the reason for the program's name.
To cover several timespans and/or use several consolidation functions, an RRD file may contain multiple RRAs. The
data retrieval function of RRDtool automatically selects the archive with the highest resolution that still covers the
requested timespan. This mechanism is also used by RRDtool's graphing subsystem.
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Release history

Colour Meaning

Red Release no longer supported

Green Release still supported

Blue Future release

RRDTool is sponsored since 1.2, each release comes with a list of sponsors.
The following table contains the release history of RRDtool, showing its major releases.

Version
number

Date Links Notable changes

1.0 July 16,
1999

Full release notes [2],
Announce [3]

First release. Basically MRTG "done right".

1.1 April 25,
2005

Full release notes [4],
Announce [5]

libart; output EPS, PDF & SVG; VDEF; trends; percentiles; updatev; Holt-Winters
Forecasting; COMPUTE; .rrd format change.

1.3 June 11,
2008

Full release notes [6],
Announce [7]

Safer & faster file access; cairo/pango; anti-aliasing; TEXTALIGN; dashed lines; new
HWPREDICT; libxml; i18n; XML dump;

1.4 October 27,
2009

Full release notes [8],
Announce [9]

Caching daemon; VDEF PERCENTNAN; CDEF PREDICT & PREDICTSIGMA; libDBI;
graph legends positioning; Lua bindings; 3D border width; and more ...

Other tools that use RRDtool as a DBMS and/or graphing subsystem
•• BackupPC
•• Cacti
•• Cherokee
•• collectd
• Ganglia – system monitor clusters and grids
•• Lighttpd
•• Monitorix
•• MRTG
•• Munin
•• N2rrd
•• Nagios
•• Nmon
• NMIS[10]

•• ntop
•• Observium
•• OpenNMS
•• ServersCheck
• SNM [11] - System and Network Monitor
•• Zenoss
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External links
• Official website [12]

• RRDtool screenshot gallery [13]

• RRDtool tutorial [14]

• RRDtool frontends [15]
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Spatial database
A spatial database is a database that is optimized to store and query data that represents objects defined in a
geometric space. Most spatial databases allow representing simple geometric objects such as points, lines and
polygons. Some spatial databases handle more complex structures such as 3D objects, topological coverages, linear
networks, and TINs. While typical databases are designed to manage various numeric and character types of data,
additional functionality needs to be added for databases to process spatial data types efficiently. These are typically
called geometry or feature. The Open Geospatial Consortium created the Simple Features specification and sets
standards for adding spatial functionality to database systems.[1]

Features of spatial databases
Database systems use indexes to quickly look up values and the way that most databases index data is not optimal
for spatial queries. Instead, spatial databases use a spatial index to speed up database operations.
In addition to typical SQL queries such as SELECT statements, spatial databases can perform a wide variety of
spatial operations. The following operations and many more are specified by the Open Geospatial Consortium
standard:
•• Spatial Measurements: Computes line length, polygon area, the distance between geometries, etc.
•• Spatial Functions: Modify existing features to create new ones, for example by providing a buffer around them,

intersecting features, etc.
• Spatial Predicates: Allows true/false queries about spatial relationships between geometries. Examples include

"do two polygons overlap" or 'is there a residence located within a mile of the area we are planning to build the
landfill?' (see DE-9IM)

•• Geometry Constructors: Creates new geometries, usually by specifying the vertices (points or nodes) which
define the shape.
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•• Observer Functions: Queries which return specific information about a feature such as the location of the center
of a circle

Some databases support only simplified or modified sets of these operations, especially in cases of NoSQL systems
like MongoDB and CouchDB.

Spatial index
Spatial indices are used by spatial databases (databases which store information related to objects in space) to
optimize spatial queries. Conventional index types do not efficiently handle spatial queries such as how far two
points differ, or whether points fall within a spatial area of interest. Common spatial index methods include:
•• Grid (spatial index)
•• Z-order (curve)
•• Quadtree
•• Octree
•• UB-tree
• R-tree: Typically the preferred method for indexing spatial data.[citation needed] Objects (shapes, lines and points)

are grouped using the minimum bounding rectangle (MBR). Objects are added to an MBR within the index that
will lead to the smallest increase in its size.

•• R+ tree
•• R* tree
•• Hilbert R-tree
•• X-tree
•• kd-tree
• m-tree - an m-tree index can be used for the efficient resolution of similarity queries on complex objects as

compared using an arbitrary metric.

Spatial database systems
• All OpenGIS Specifications compliant products[2]

• Open source spatial databases and APIs, some of which are OpenGIS compliant[3]

• Boeing's Spatial Query Server spatially enables Sybase ASE.
• Smallworld VMDS, the native GE Smallworld GIS database
• SpatiaLite extends Sqlite with spatial datatypes, functions, and utilities.
• IBM DB2 Spatial Extender can be used to enable any edition of DB2, including the free DB2 Express-C, with

support for spatial types
• Oracle Spatial
• Microsoft SQL Server has support for spatial types since version 2008
• PostgreSQL DBMS (database management system) uses the spatial extension PostGIS to implement the

standardized datatype geometry and corresponding functions.
• Linter SQL Server supports spatial types and spatial functions according to the OpenGIS specifications.
• MySQL DBMS implements the datatype geometry plus some spatial functions that have been implemented

according to the OpenGIS specifications.[4] However, in MySQL version 5.5 and earlier, functions that test spatial
relationships are limited to working with minimum bounding rectangles rather than the actual geometries.
MySQL versions earlier than 5.0.16 only supported spatial data in MyISAM tables. As of MySQL 5.0.16,
InnoDB, NDB, BDB, and ARCHIVE also support spatial features.

• Neo4j - Graph database that can build 1D and 2D indexes as Btree, Quadtree and Hilbert curve directly in the
graph
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• AllegroGraph - a Graph database provides a novel mechanism for efficient storage and retrieval of
two-dimensional geospatial coordinates for Resource Description Framework data. It includes an extension
syntax for SPARQL queries

• MongoDB and RavenDB [5] support geospatial indexes in 2D
• Esri has a number of both single-user and multiuser geodatabases.
• SpaceBase [6] is a real-time spatial database.[7]

• CouchDB a document based database system that can be spatially enabled by a plugin called Geocouch
• CartoDB [8] is a cloud based geospatial database on top of PostgreSQL with PostGIS.
• StormDB [9] is an upcoming cloud based database on top of PostgreSQL with geospatial capabilities.
• SpatialDB [10] by MineRP is the world's first open standards (OGC) spatial database with spatial type extensions

for the Mining Industry.[11]

• H2 supports geometry types[12] and spatial indices[13] as of version 1.3.173 (2013-07-28). An extension called
H2GIS [14] available on Maven Central gives full OGC Simple Features support.

References
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[3] Open Source GIS website (http:/ / opensourcegis. org/ )
[4] http:/ / dev. mysql. com/ doc/ refman/ 5. 5/ en/ gis-introduction. html
[5] http:/ / ravendb. net
[6] http:/ / paralleluniverse. co
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[11] SpatialDB product page on the MineRP website (http:/ / www. minerpsolutions. com/ en/ software/ enterprise/ spatialDB)
[12] H2 geometry type documentation (http:/ / www. h2database. com/ html/ datatypes. html#geometry_type)
[13] H2 create spatial index documentation (http:/ / www. h2database. com/ html/ grammar. html#create_index)
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Further reading
• Spatial Databases: A Tour (http:/ / www. spatial. cs. umn. edu/ Book/ ), Shashi Shekhar and Sanjay Chawla,

Prentice Hall, 2003 (ISBN 0-13-017480-7)
• ESRI Press (http:/ / gis. esri. com/ esripress/ ). ESRI Press titles include Modeling Our World: The ESRI Guide

to Geodatabase Design, and Designing Geodatabases: Case Studies in GIS Data Modeling , 2005 Ben
Franklin Award (http:/ / www. pma-online. org/ benfrank2005_winnerfinalist. cfm) winner, PMA, The
Independent Book Publishers Association.

• Spatial Databases - With Application to GIS (http:/ / mkp. com/ books/ data-management) Philippe Rigaux,
Michel Scholl and Agnes Voisard. Morgan-Kauffman Publishers. 2002 (ISBN 1-55860-588-6)
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http://en.wikipedia.org/w/index.php?title=Simple_Features
http://www.opengeospatial.org
http://www.opengeospatial.org/resources/?page=products
http://opensourcegis.org/
http://dev.mysql.com/doc/refman/5.5/en/gis-introduction.html
http://ravendb.net
http://paralleluniverse.co
http://paralleluniverse.co/spacebase
http://cartodb.com/
http://www.stormdb.com
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http://www.minerpsolutions.com/en/software/enterprise/spatialDB
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External links
• An introduction to PostgreSQL PostGIS (http:/ / www. mapbender. org/ presentations/

Spatial_Data_Management_Arnulf_Christl/ html/ )
• PostgreSQL PostGIS as components in a Service Oriented Architecture (http:/ / www. gisdevelopment. net/

magazine/ years/ 2006/ jan/ 18_1. htm) SOA
• A Trigger Based Security Alarming Scheme for Moving Objects on Road Networks (http:/ / www. springerlink.

com/ content/ vn7446g28924jv5v/ ) Sajimon Abraham, P. Sojan Lal, Published by Springer Berlin /
Heidelberg-2008.

Spatial query
A spatial query is a special type of database query supported by geodatabases and spatial databases. The queries
differ from SQL queries in several important ways. Two of the most important are that they allow for the use of
geometry data types such as points, lines and polygons and that these queries consider the spatial relationship
between these geometries.

Types of queries
The function names for queries differ across geodatabases. The following list contains commonly used functions
built into PostGIS, a free geodatabase which is a PostgreSQL extension (the term 'geometry' refers to a point, line,
box or other two or three dimensional shape):
Function prototype: functionName (parameter(s)) : return type

•• Distance(geometry, geometry) : number
•• Equals(geometry, geometry) : boolean
•• Disjoint(geometry, geometry) : boolean
•• Intersects(geometry, geometry) : boolean
•• Touches(geometry, geometry) : boolean
•• Crosses(geometry, geometry) : boolean
•• Overlaps(geometry, geometry) : boolean
•• Contains(geometry, geometry) : boolean
•• Length(geometry) : number
•• Area(geometry) : number
• Centroid(geometry) : geometry

http://www.mapbender.org/presentations/Spatial_Data_Management_Arnulf_Christl/html/
http://www.mapbender.org/presentations/Spatial_Data_Management_Arnulf_Christl/html/
http://www.gisdevelopment.net/magazine/years/2006/jan/18_1.htm
http://www.gisdevelopment.net/magazine/years/2006/jan/18_1.htm
http://en.wikipedia.org/w/index.php?title=Service-oriented_architecture
http://www.springerlink.com/content/vn7446g28924jv5v/
http://www.springerlink.com/content/vn7446g28924jv5v/
http://en.wikipedia.org/w/index.php?title=Geodatabase
http://en.wikipedia.org/w/index.php?title=PostGIS
http://en.wikipedia.org/w/index.php?title=Centroid
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Spatiotemporal database
A spatiotemporal database is a database that manages both space and time information. Common examples
include:
•• Tracking of moving objects, which typically can occupy only a single position at a given time.
•• A database of wireless communication networks, which may exist only for a short timespan within a geographic

region.
•• An index of species in a given geographic region, where over time additional species may be introduced or

existing species migrate or die out.
•• Historical tracking of plate tectonic activity.
At first glance, spatiotemporal databases are an extension of spatial databases. A spatiotemporal database embodies
spatial, temporal, and spatiotemporal database concepts, and captures spatial and temporal aspects of data and deals
with
• geometry changing over time[1] and/or
• location of objects moving over invariant geometry (known variously as moving objects databases or real-time

locating systems)
However, although there exist numerous relational databases with spatial extensions, the spatiotemporal databases
are not based on the relational model for practical reasons, chiefly among them that the data is multi-dimensional and
capturing complex structures and behaviours. As of 2008, there are no RDBMS products with spatiotemporal
extensions. There are some products such as the open-source TerraLib which use a middleware approach storing
their data in a relational database. Unlike in the pure spatial domain, there are however no official or de facto
standards for spatio-temporal data models and their querying. In general, the theory of this area is also less
well-developed. Another approach is the constraint database system such as MPLQ (Management of Linear
Programming Queries).[2]

Organizations
• http:/ / vldb. org (Very Large Databases)
• http:/ / www. dexa. org (Database and Expert Systems Applications)

References
[1] Data Models and Query Languages of Spatio-Temporal Information (http:/ / webcache. googleusercontent. com/
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[2] http:/ / www. cse. unl. edu/ ~revesz/ MLPQ/ mlpq. htm
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Object-based spatial database
An object-based spatial database is a spatial database that stores the location as objects. The object-based spatial
model treats the world as surface littered with recognizable objects (e.g. cities, rivers), which exist independent of
their locations.
Objects can be simple as polygons and lines, or be more complex to represent cities.
While a field-based data model sees the world as a continuous surface over which features (e.g. elevation) vary,
using an object-based spatial database, it is easier to store additional attributes with the objects, such as direction,
speed, etc. Using these attributes can make it easier to answer queries like "find all tanks whose speed is 10 km and
oriented to north". Or "find all enemy tanks in a certain region".
Storing attributes with objects can provide better result presentation and improved manipulation capabilities in a
more efficient way. In a field-based data model, this information is usually stored at different layers and it is harder
to extract different information from various layers. This data model can be applied above the ER as in GERM
model and GISER.
S.Shekhar introduces direction as a spatial object and presents a solution to object-direction-based queries.

Data model representation
The most common representations for the data model follow.

PostGIS
An open-source software program that adds support for geographic objects to the PostgreSQL object-relational
database. PostGIS follows the Simple Features for SQL specification from the Open Geospatial Consortium.

OMT-G
Provides a UML representation for geographic applications, it can represent the concept of field, object and provides
a way to differentiate between spatial relation and simple association.

GraphDB
Represents a framework of objects as classes that are partitioned into three kinds of classes: simple classes, link
classes, and path classes. Objects of a simple class are on the one hand just like objects in other models. They have
an object type and an object identity and can have attributes whose values are either of a data type (e.g. integer,
string) or of an object type (that is, an attribute may contain a reference to another object). So the structure of an
object is basically that of a tuple or record. On the other hand, objects of a simple class are nodes of the database
graph – the whole database can also be viewed as a single graph. Objects of a link class are like objects of a simple
class but additionally contain two distinguished references to source and target objects (belonging to simple classes),
which makes them edges of the database graph. Finally, an object of a path class is like an object of a simple class,
but contains additionally a list of references to node and edge objects which form a path over the database graph.

GEIS
Represent a data model to store geographic information on top of EER model, GEIS define the input data model and
provide the following for data model Geometry. In the GISER model, geometry is an entity that is related to a spatial
object by the relationship determines shape of. Additional entities represent the primitives such as points, lines, and
polygons as proposed in related models. Topology. Topology is a property belonging to a spatial object and that
property remains unaltered even when the object deforms. An example is a road network. The two nodes in the

http://en.wikipedia.org/w/index.php?title=Polygon
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network thus remain connected even if the path between the nodes is changed by road construction. In order to
represent the topology, the basic primitives such as networks (i.e., graphs) and partitions are provided. Additional
primitives can be added on lines of the Worboy model, This system support representation for stored data.

Oracle spatial
Oracle spatial is a component of enterprise Oracle 10g and provides support to stores object such as road on top of
the current implentend construction but it used network data model to store geographic data as nodes and links (a
graph representation) with each node or links it has a set of attributes. For example a route object can be added to the
database.

GRASS GIS
It supports raster and some set of vector representation.
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Tuple-versioning
Tuple-versioning (also called point-in-time) is a mechanism used in a relational database management system to
store past states of a relation. Normally, only the current state is captured.
Using tuple-versioning techniques, typically two values for time are stored along with each tuple: a start time and an
end time. These two values indicate the validity of the rest of the values in the tuple.
Typically when tuple-versioning techniques are used, the current tuple has a valid start time, but a null value for end
time. Therefore, it is easy and efficient to obtain the current values for all tuples by querying for the null end time.
A single query that searches for tuples with start time less than, and end time greater than, a given time (where null
end time is treated as a value greater than the given time) will give as a result the valid tuples at the given time.
For example, if a person's job changes from Engineer to Manager, there would be two tuples in an Employee table,
one with the value Engineer for job and the other with the value Manager for job. The end time for the Engineer
tuple would be equal to the start time for the Manager tuple.
The pattern known as log trigger uses this technique to automatically store historical information of a table in a
database.

References
• Comparison of Access Methods for Time-Evolving Data [1], by Betty Salzberg and Vassilis J. Tsotras, ACM

Computing Surveys, Vol. 31, No. 2, June 1999.
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Valid time
Valid time (VT), a concept originated by Richard T. Snodgrass and his doctoral student, is used in temporal
databases.[1] It denotes the time period during which a database fact was, is, or will be valid in the modeled reality.
As of December 2011, ISO/IEC 9075, Database Language SQL:2011 Part 2: SQL/Foundation included clauses in
table definitions to define "application-time period tables" (that is, valid-time tables).
In a database table valid time is often represented by two extra table-columns StartVT and EndVT. The time interval
is closed at its lower bound and open at its upper bound.
Example:

Date What happened in the real world Database Action What the database shows

April 3, 1975 John is born Nothing There is no person called
John Doe

April 4, 1975 John's father officially reports John's birth Inserted:Person(John Doe,
Smallville)

John Doe lives in Smallville

August 26, 1994 After graduation, John moves to Bigtown, but forgets to
register his new address

Nothing John Doe lives in Smallville

December 26,
1994

Nothing Nothing John Doe lives in Smallville

December 27,
1994

John registers his new address Updated:Person(John Doe,
Bigtown)

John Doe lives in Bigtown

April 1, 2001 John dies Deleted:Person(John Doe) There is no person called
John Doe

Valid time is the time for which a fact is true in the real world. In the example above, the Person table gets two extra
fields, Valid-From and Valid-To, specifying when a person's address was valid in the real world. On April 4, 1975
John's father proudly registered his son's birth. An official will then insert a new entry to the database stating that
John lives in Smallville from April, 3rd. Notice that although the data was inserted on the 4th, the database states that
the information is valid since the 3rd. The official does not yet know if or when John will ever move to a better place
so in the database the Valid-To is filled with infinity (∞). Resulting in this entry in the database:

Person(John Doe, Smallville, 3-Apr-1975, ∞).

December 27, 1994 John reports his new address in Bigtown where he has been living since August 26, 1994. The
Bigtown official does not change the address of the current entry of John Doe in the database. He adds a new one:

Person (John Doe, Big Town, 26-Aug-1994, ∞).

The original entry Person (John Doe, Smallville, 3-Apr-1975, ∞) is then updated (not removed!). Since it is now
known that John stopped living in Smallville on August 26, 1994 the Valid-To entry can be filled in. The database
now contains two entries for John Doe

Person(John Doe, Smallville, 3-Apr-1975, 26-Aug-1994).

Person(John Doe, Bigtown, 26-Aug-1994, ∞).

When John dies the database is once more updated. The current entry will be updated stating that John does not live
in the Bigtown any longer. No new entry is being added because officials never report heaven as a new address. The
database now looks like this

Person(John Doe, Smallville, 3-Apr-1975, 26-Aug-1994).

http://en.wikipedia.org/w/index.php?title=Richard_T._Snodgrass
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Person(John Doe, Bigtown, 26-Aug-1994, 1-Apr-2001).

References
[1] Richard T. Snodgrass and Ilsoo Ahn, "Temporal Databases," IEEE Computer 19(9), September, 1986, pp. 35–42.

Transaction time
Transaction time (TT), a concept originated by Richard T. Snodgrass and his doctoral student, is used in temporal
databases. It denotes the time period during which a fact stored in the database is considered to be true; example. As
of December 2011, ISO/IEC 9075, Database Language SQL:2011 Part 2: SQL/Foundation included clauses in table
definitions to define "system-versioned tables" (that is, transaction-time tables).
In a database table transaction time is often represented by two extra table-columns StartTT and EndTT. The time
interval is closed at its lower bound and open at its upper bound.
When the ending transaction time is unknown, it may be considered as "Until Closed". Academic researchers and
some RDBMS have represented "Until Closed" with the largest timestamp supported or the keyword "forever". This
convention is not technically precise.

References

Geospatial metadata
Geospatial metadata (also geographic metadata, or simply metadata when used in a geographic context) is a type
of metadata that is applicable to objects that have an explicit or implicit geographic extent, in other words, are
associated with some position on the surface of the Globe. Such objects may be stored in a geographic information
system (GIS) or may simply be documents, datasets, images or other objects, services, or related items that exist in
some other native environment but whose features may be appropriate to describe in a (geographic) metadata
catalogue (may also be known as a data directory, data inventory, etc.).

Definition
ISO 19115 "Geographic Information - Metadata"[1] from ISO/TC 211, the current "best practice" standard for
geospatial metadata, does not in fact provide a definition of geospatial (or geographic) metadata; however, uses the
following wording in its "scope" section:
"This International Standard provides information about the identification, the extent, the quality, the spatial and
temporal schema, spatial reference, and distribution of digital geographic data."
A little further, it is stated: "Though this International Standard is applicable to digital data, its principles can be
extended to many other forms of geographic data such as maps, charts, and textual documents as well as
non-geographic data."
The U.S. FGDC (Federal Geographic Data Committee) describes (geospatial) metadata as follows:
"A metadata record is a file of information, usually presented as an XML document, which captures the basic 
characteristics of a data or information resource. It represents the who, what, when, where, why and how of the 
resource. Geospatial metadata are used to document geographic digital resources such as Geographic Information 
System (GIS) files, geospatial databases, and earth imagery. A geospatial metadata record includes core library 
catalog elements such as Title, Abstract, and Publication Data; geographic elements such as Geographic Extent and
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Projection Information; and database elements such as Attribute Label Definitions and Attribute Domain Values."[2]

History
The growing appreciation of the value of geospatial metadata through the 1980s and 1990s led to the development of
a number of initiatives to collect metadata according to a variety of formats either within agencies, communities of
practice, or countries/groups of countries. For example, NASA's "DIF" metadata format was developed during an
Earth Science and Applications Data Systems Workshop in 1987,[3] and formally approved for adoption in 1988.
Similarly, the U.S. FGDC developed its geospatial metadata standard over the period 1992-1994.[4] The Spatial
Information Council of Australia and New Zealand (ANZLIC), a combined body representing spatial data interests
in Australia and New Zealand, released version 1 of its "metadata guidelines" in 1996.[5] ISO/TC 211 undertook the
task of harmonizing the range of formal and de facto standards over the approximate period 1999-2002, resulting in
the release of ISO 19115 "Geographic Information - Metadata" in 2003. As of 2011[6] individual countries,
communities of practice, agencies, etc. have started re-casting their previously-used metadata standards as "profiles"
or recommended subsets of ISO 19115, optionally with the inclusion of additional metadata elements as formal
extensions to the ISO standard. The growth in popularity of Internet technologies and data formats, such as
Extensible Markup Language (XML), during the 1990s led to the development of mechanisms for exchanging
geographic metadata on the Web. In 2004, the Open Geospatial Consortium released the current version (3.1) of
Geography Markup Language (GML), an XML grammar for expressing geospatial features and corresponding
metadata. With the growth of the Semantic Web in the 2000s, the geospatial community has begun to develop
ontologies for representing semantic geospatial metadata. Some examples include the Hydrology and Administrative
ontologies [7] developed by the Ordnance Survey in the United Kingdom.

ISO 19115: Geographic information - Metadata
ISO 19115 is a standard of the International Organization for Standardization (ISO).[8] The standard is part of the
ISO geographic information suite of standards (19100 series). ISO 19115 and its parts defines how to describe
geographical information and associated services, including contents, spatial-temporal purchases, data quality, access
and rights to use.
The objective of this International Standard is to provide a clear procedure for the description of digital geographic
datasets so that users will be able to determine whether the data in a holding will be of use to them and how to access
the data. By establishing a common set of metadata terminology, definitions and extension procedures, this standard
will promote the proper use and effective retrieval of geographic data.

ISO 19139 Geographic information Metadata XML schema implementation
ISO 19139[9] provides the XML implementation schema for ISO 19115 specifying the metadata record format and
may be used to describe, validate, and exchange geospatial metadata prepared in XML.[10]

The standard is part of the ISO geographic information suite of standards (19100 series), and provides a spatial
metadata XML (spatial metadata eXtensible Mark-up Language (smXML)) encoding, an XML schema
implementation derived from ISO 19115, Geographic information – Metadata. The metadata includes information
about the identification, constraint, extent, quality, spatial and temporal reference, distribution, lineage, and
maintenance of the digital geographic dataset.
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Metadata directories
Also known as metadata catalogues or data directories.
(need discussion of, and subsections on GCMD, FGDC metadata gateway, ASDD, European and Canadian
initiatives, etc. etc.)
• GCMD [11] - Global Change Master Directory's goal is to enable users to locate and obtain access to Earth science

data sets and services relevant to global change and Earth science research. The GCMD database holds more than
20,000 descriptions of Earth science data sets and services covering all aspects of Earth and environmental
sciences.

• ECHO [12] - The EOS Clearing House (ECHO) is a spatial and temporal metadata registry, service registry, and
order broker. It allows users to more efficiently search and access data and services through the Reverb Client [13]

or Application Programmer Interfaces (APIs). ECHO stores metadata from a variety of science disciplines and
domains, totalling over 3400 Earth science data sets and over 118 million granule records.

• GoGeo [14] - GoGeo is a service run by EDINA (University of Edinburgh) and is supported by Jisc. GoGeo allows
users to conduct geographically targeted searches to discover geospatial datasets. GoGeo searches many data
portals from the HE and FE community and beyond. GoGeo also allows users to create standards compliant
metadata through its Geodoc metadata editor.

Geospatial metadata tools
There are many commercial GIS or geospatial products that support metadata viewing and editing on GIS resources.
For example, ESRI's ArcGIS Desktop, SOCET GXP, Autodesk's AutoCAD Map 3D 2008 and Intergraph's
GeoMedia support geospatial metadata extensively.
GeoNetwork opensource [15] is a comprehensive Free and Open Source Software solution to manage and publish
geospatial metadata and services based on international metadata and catalog standards. The software is part of the
Open Source Geospatial Foundation's software stack.
GeoCat Bridge [16] allows to edit, validate and directly publish metadata from ArcGIS Desktop to GeoNetwork [15]

(and generic CSW catalogs) and publishes data as map services on GeoServer [17]. Several metadata profiles are
supported.
CATMDEdit [18] terraCatalog ArcCatalog ArcGIS Server Portal GeoNetwork opensource [15] IME [19] M3CAT
MetaD [20] MetaGenie [21] Parcs Canada Metadata Editor Mapit/CADit NOKIS Editor
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[13] http:/ / reverb. earthdata. nasa. gov/ echo
[14] http:/ / www. gogeo. ac. uk/ gogeo/
[15] http:/ / geonetwork-opensource. org
[16] http:/ / geocat. net/ bridge
[17] http:/ / geoserver. org
[18] http:/ / catmdedit. sourceforge. net/
[19] http:/ / www. conterra. de/ en/ products/ sdi/ terracatalog/ index. shtm
[20] http:/ / www. intelec. ca/ html/ en/ technologies/ m3cat. html
[21] http:/ / www. gigateway. org. uk/ metadata/ metagenie. html

ANZLIC Metadata Profile Version 1.0 (viewed 17 Sept. 2007) (http:/ / www. anzlic. org. au/ get/ 2440920572. PDF)

External links
• FGDC metadata page (http:/ / www. fgdc. gov/ metadata)
• Global Change Master Directory(GCMD) (http:/ / gcmd. nasa. gov/ )
• Geospatial Exploitation of Motion Imagery (http:/ / wiki. milcord. com/ wiki/

Geospatial_Exploitation_of_Motion_Imagery) is a geospatially aware and integrated Intelligent Video
Surveillance (IVS) software system targeted at real-time and forensic video analytic and mining applications that
require low-resolution detection, tracking, and classification of moving objects (people and vehicles) in outdoor,
wide-area scenes.

• ISO 19115:2003 Geographic information -- Metadata (http:/ / www. iso. org/ iso/ en/ CatalogueDetailPage.
CatalogueDetail?CSNUMBER=26020)

• Geographic information -- Metadata -- XML schema implementation (http:/ / www. iso. org/ iso/ iso_catalogue/
catalogue_tc/ catalogue_detail. htm?csnumber=32557)

• EarthDataModels design for Metadata (http:/ / www. earthdatamodels. org/ designs/ metadata_BGS. html) is a
logical data model and physical implementation of a Spatial Metadata Database, based on ISO19115 and is
INSPIRE compliant.
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Geographical database
A geographical database is a database of geographic data, such as countries, administrative divisions, cities, and
related information. Such databases can be useful for websites that wish to identify the locations of their visitors for
customization purposes.

External links
• GeoNames [1]

• Gazetiki [2]

• GeoDataSource [3]

References
[1] http:/ / geonames. org
[2] http:/ / georama-project. labs. exalead. com/ gazetiki. htm
[3] http:/ / geodatasource. com

Time series database
A time series database server (TSDS) is a software system that is optimized for handling time series data, arrays of
numbers indexed by time (a datetime or a datetime range). In some fields these time series are called profiles, curves,
or traces. A time series of stock prices might be called a price curve. A time series of energy consumption might be
called a load profile. A log of temperature values over time might be called a temperature trace. Despite the disparate
names, many of the same mathematical operations, queries, or database transactions are useful for analysing all of
them. And the implementation of a database that can correctly, reliably, and efficiently implement these operations
must be specialized for time-series data. Despite this specialized treatment, TSDSs are nonetheless subject to
Brewer's Theorem[1] which states that CAP (Consistency, Availability, Partitionability) is a spectrum of capabilities
and not a single achievable requirement, at least for large transaction bandwidth and large data sets.[2]

TSDSs are databases that are optimized for time series data. Software with complex logic or business rules and high
transaction volume for time series data are not practical with the alternative to TSDS, relational database
management systems. Flat file databases are not a viable option either, if the data and transaction volume reaches a
maximum threshold determined by the capacity of individual servers (processing power and storage capacity).
Queries for historical data, replete with time ranges and roll ups and arbitrary time zone conversions are difficult in a
relational database. Compositions of those rules are even more difficult. This is a problem compounded by the free
nature of relational systems themselves. Many relational systems are often not modelled correctly with respect to
time series data. TSDS on the other hand impose a model and this allows them to provide more features for doing so.
Ideally, these repositories are often natively implemented using specialized database algorithms. However, it is
possible to store time series as binary large objects (BLOBs) in a relational database or by using a VLDB approach
coupled with a pure star schema. Efficiency is often improved if time is treated as a discrete quantity rather than as a
continuous mathematical dimension. Database joins across multiple time series data sets is only practical when the
time tag associated with each data entry spans the same set of discrete times for all data sets across which the join is
performed.[3]
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Overview
The TSDS allows users to create, enumerate, update and destroy various time series and organize them in some
fashion. These series may be organized hierarchically and optionally have companion metadata available with them.
The server often supports a number of basic calculations that work on a series as a whole, such as multiplying,
adding, or otherwise combining various time series into a new time series. They can also filter on arbitrary patterns
defined by the day of the week, low value filters, high value filters, or even have the values of one series filter
another. Some TSDSs also build in a wealth of statistical functions.
For example, consider the following hypothetical "time series" or "profile" expression:

select nymex/gold_price * nymex/gold_volume

To analyze this, the TSDS would join the two series nymex/gold_price and nymex/gold_volume based on the
overlapping areas of time for each, multiply the values where they intersect, and then output a single composite time
series.
Obviously, more complex expressions are allowed. TSDSs often allow users to manage a repository of filters or
masks that specify in some way a pattern based on the day of a week and a set of holidays. In this way, one can
readily assemble time series data. Assuming such a filter exists, one might hypothetically write

select onpeak( cellphoneusage )

which would extract out the time series of cellphoneusage that only intersects that of 'onpeak'. Some systems might
generalize the filter to be a time series itself.
This syntactical simplicity drives the appeal of the TSDS. For example, a simple utility bill might be implemented
using a query such as:

select max( onpeak( powerusagekw ) ) * demand_charge;

select sum( onpeak( powerusagekwh ) ) * energy_charge;

TSDS also generally have conversions to and from specific time zones implemented at the server level.

Example
A workable implementation of a time series database can be easily deployed in a conventional SQL-based relational
database provided that the database software supports both binary large objects (BLOBs) and user-defined functions.
SQL statements that operate on one or more time series quantities on the same row of a table or join can easily be
written, as the user-defined time series functions operate comfortably inside of a SELECT statement. However, time
series functionality such as a SUM function operating in the context of a GROUP BY clause cannot be easily
achieved.
Specialized database systems designed for TSDS are often dubbed NoSQL, because of their break from SQL, the
language of relational database management system queries. Some example database software packages optimized
for dealing with large volumes of time series data include:
•• Apache Accumulo
•• Apache Cassandra
•• CouchDB
•• Couchbase Server
•• FAME
• HBase (Hadoop)
• InfluxDB [4]
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•• IBM Informix
• OpenTSDB [5]

• SiteWhere [6]

•• Riak
•• Redis
• tsdb[7]

• TempoDB [8]

• Treasure Data [9]

References
[1] http:/ / www. cs. berkeley. edu/ ~brewer/ cs262b-2004/ PODC-keynote. pdf
[2] http:/ / citeseerx. ist. psu. edu/ viewdoc/ download?doi=10. 1. 1. 20. 1495& rep=rep1& type=pdf
[3] http:/ / www. julianbrowne. com/ article/ viewer/ brewers-cap-theorem
[4] http:/ / influxdb. org/
[5] http:/ / www. opentsdb. net/
[6] http:/ / www. sitewhere. org/
[7] tsdb: A Compressed Database for Time Series (http:/ / link. springer. com/ chapter/ 10. 1007/ 978-3-642-28534-9_16) Luca Deri, Simone

Mainardi, Francesco Fusco: Proceedings of the 4th International Workshop on Traffic Monitoring and Analysis (TMA), Wien, 2012
[8] http:/ / tempo-db. com/
[9] http:/ / www. treasure-data. com/

Operational historian
Operational Historian refers to a database software application that logs or historizes time-based process data.
Historian software is used to record trends and historical information about industrial processes for future reference.
It captures plant management information about production status, performance monitoring, quality assurance,
tracking and genealogy, and product delivery with enhanced data capture, data compression, and data presentation
capabilities.
Operational Historians are like Enterprise Historians but differ in that they are used by engineers on the plant floor
rather than by business processes. They are typically cheaper, lighter weight, and easier to use and reconfigure than
enterprise historians. Having an operational historian enables "at the source" analysis of the historical data that is not
typically possible with enterprise historians.
Typically, these applications offer two layers of data access: through a dedicated SDK (sometimes in two different
flavours: full administration API and high-speed read/write API), as well as user front-end tools (for instance,
administration panels, engineering consoles or portal-like web clients).
Due to the fact that these applications are designed to fulfil specific operation time requirements, their marketing
materials often indicate that these are real-time database systems.[1] However, since such performance measurements
are often executed for atomic operations (especially write operations), not necessarily whole transactions, not all of
the operational historians must be in fact real-time databases.
Usual challenges the operational historians must address are as follows:
•• data collection from real-time external systems,
•• storage and archiving of very large volumes of data,
• tag organisation (typically time series, where a single sample contains the information about the time stamp, the

value and the sample quality),
•• basic data limit monitoring (alarms) and user prompts (messages),
•• performance of read/write operations.
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Data Access
As opposed to enterprise historians, the data access layer in the operational historians is designed to offer
sophisticated data fetching modes without complex information analysis facilities. The following settings are
typically available for data access operations:
•• Data scope (single point, history based on time range, history based on sample count),
•• Request modes (raw data, last-known value, aggregation, interpolation),
•• Sampling (single point, all points without sampling, all points with interval sampling),
•• Data omission (based on the sample quality, based on the sample value, based on the count).
Even though the operational historians are rarely relational database management systems, they often offer
SQL-based interface to query the database. In most of such implementations, the dialect does not follow SQL
standard in order to provide syntax for specifying data access operations parameters.

Implementations
Such systems are available from e.g.:
• Aspen Technology InfoPlus.21
• Automsoft rapidHistorian
•• Canary Enterprise Historian
•• Capstone Technology dataPARC
• Datacenter Dynamysk [2]

•• GE Proficy Historian
•• Honeywell PHD
• Inductive Automation Ignition SCADA
• Inductive Automation FactorySQL (depricated January 2010)
•• Instep eDNA
•• m:pro IT Consult
• Yokogawa Exaquantum Historian[3]

•• National Instruments LabView DSC Citadel
• OSIsoft - PI
•• Parsec Automation - HISTORITrak
•• Polyhedra DBMS
•• Prediktor OPC Historian
• Wonderware Historian [4]

•• DotSystems PulsarTSDB
•• OpenTSDB
• Iconics Hyper Historian [5]
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External links
• AutomationWorld.com (http:/ / www. automationworld. com/ primers-3388)
• Automsoft rapidHistorian (http:/ / www. automsoft. com/ solutions/ rapidhistorian)
• Nimbits Temporal Database Server (http:/ / www. nimbits. com)
• Honeywell PHD (http:/ / hpsweb. honeywell. com/ Cultures/ en-US/ Products/ BusinessApplications/

InformationManagement/ UniformancePHD/ default. htm)
• Capstone Technology (http:/ / www. capstonetechnology. com)
• m:pro IT Consult (http:/ / www. mpro-it. com)
• DotSystems PulsarTSDB (http:/ / www. dotsystems. pl/ products/ pulsartsdbsm. html)
• OpenTSDB (http:/ / opentsdb. net/ )
• Wonderware Production Information Management Solutions (http:/ / software. invensys. com/ products/

wonderware/ production-information-management)
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Special Databases

Real-time database
A real-time database is a database system which uses real-time processing to handle workloads whose state is
constantly changing.[1] This differs from traditional databases containing persistent data, mostly unaffected by time.
For example, a stock market changes very rapidly and is dynamic. The graphs of the different markets appear to be
very unstable and yet a database has to keep track of current values for all of the markets of the New York Stock
Exchange.[2] Real-time processing means that a transaction is processed fast enough for the result to come back and
be acted on right away.[3] Real-time databases are useful for accounting, banking, law, medical records, multi-media,
process control, reservation systems, and scientific data analysis.[4]

Overview
Real-time databases are traditional databases that use an extension to give the additional power to yield reliable
responses. They use timing constraints that represent a certain range of values for which the data are valid. This
range is called temporal validity. A conventional database cannot work under these circumstances because the
inconsistencies between the real world objects and the data that represents them are too severe for simple
modifications. An effective system needs to be able to handle time-sensitive queries, return only temporally valid
data, and support priority scheduling. To enter the data in the records, often a sensor or an input device monitors the
state of the physical system and updates the database with new information to reflect the physical system more
accurately. [5] When designing a real-time database system, one should consider how to represent valid time, how
facts are associated with real-time system. Also, consider how to represent attribute values in the database so that
process transactions and data consistency have no violations.
When designing a system, it is important to consider what the system should do when deadlines are not met. For
example, an air-traffic control system constantly monitors hundreds of aircraft and makes decisions about incoming
flight paths and determines the order in which aircraft should land based on data such as fuel, altitude, and speed. If
any of this information is late, the result could be devastating. To address issues of obsolete data, the timestamp can
support transactions by providing clear time references.

Preserving data consistency
Although the real-time database system may seem like a simple system, problems arise during overload when two or
more database transactions require access to the same portion of the database. A transaction is usually the result of
an execution of a program that accesses or changes the contents of a database. [6] A transaction is different from a
stream because a stream only allows read-only operations, and transactions can do both read and write operations.
This means in a stream, multiple users can read from the same piece of data, but they cannot both modify it. [7] A
database must let only one transaction operate at a time to preserve data consistency. For example, if two students
demand to take the remaining spot for a section of a class and they hit submit at the same time, only one student
should be able to register for it. [8]

Real-time databases can process these requests utilizing scheduling algorithms for concurrency control, prioritizing
both students’ requests in some way. Throughout this article, we assume that the system has a single processor, a
disk based database, and a main memory pool.[9]
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In real-time databases, deadlines are formed and different kinds of systems respond differently to data that does not
meet its deadline. In a real-time system, each transaction uses a timestamp to schedule the transactions. [10] A
priority mapper unit assigns a level of importance to each transaction upon its arrival in the database system that is
dependent on how the system views times and other priorities. The timestamp method on relies on the arrival time in
the system. Researchers indicate that for most studies, transactions are sporadic with unpredictable arrival times. For
example, the system gives an earlier request deadline to a higher priority and a later deadline to a lower priority.[11]

Below is a comparison of different scheduling algorithms.
Earliest Deadline

PT = DT — The value of a transaction is not important. An example is a group of people calling to order a
product.

Highest Value
PT = 1/VT — The deadline is not important. Some transactions should get to CPU based on criticalness, not
fairness. This is an example of least slack that can wait the least amount of time. If the telephone switchboards
were overloaded, people who call 911 should get priority.[12]

Value inflated deadline
PT = DT/VT — Gives equal weight to deadline and values based on scheduling. An example is registering for
classes where the student selects a block of classes that he wishes to take and presses submit. In this scenario,
higher priorities often take up precedence. A school registration system probably uses this technique when the
server receives two registration transactions. If one student had 22 credits and the other had 100 credits, the
person with 100 credits would take priority (Value based scheduling).

Timing constraints and deadlines
A system that correctly perceives the serialization and timing constraints associated with transactions with soft or
firm deadlines, takes advantage of absolute consistency.[13] Another way of making sure that data is absolute is using
relative constraints. Relative constraints ensure transactions enter into the system at the same time as the rest of the
group that the data transaction is associated with. Using the mechanisms of absolute and relative constraints greatly
ensures the accuracy of data.
An additional way of dealing with conflict resolution in a real-time database system besides deadlines is a wait
policy method. This process helps ensure the latest information in time critical systems. The policy avoids conflict
by asking all non-requesting blocks to wait until the most essential block of data is processed.[14] While studies in
labs have found that data-deadline based policies do not improve performance significantly, the forced wait policy
can improve performance by 50 percent.[15] The forced wait policy may involve waiting for higher priority
transactions to process in order to prevent deadlock. Another example of when data can be delayed is when a block
of data is about to expire. The forced wait policy delays processing until the data is updated using new input data.
The latter method helps increase the accuracy of the system and can cut down on the number of necessary processes
that are aborted. [16] Generally relying on wait policies is a not optimal.[17]

It is necessary to discuss the formation of deadlines. Deadlines are the constraints for soon-to-be replaced data
accessed by the transaction. Deadlines can be either observant or predictive.[18] In an observant deadline system, all
unfinished transactions are examined and the processor determines whether any had met its deadline.[19] Problems
arise in this method because of variations caused by seek time variations, buffer management and page faults (An
Overview of Real-Time Database Systems). A more stable way of organizing deadlines is the predictive method. It
builds a candidate schedule and determines if a transaction would miss its deadline under the schedule.[20]

The type of response to a missed deadline depends on whether the deadline is hard, soft, or firm. Hard deadlines 
require that each data packet reach its destination before the packet has expired and if not, the process could be lost, 
causing a possible problem. Problems like these are not very common because omnipotence of the system is required
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before assigning deadlines to determine worst case. This is very hard to do and if something unexpected happens to
the system such as a minute hardware glitch, it could throw the data off. For soft or firm deadlines, missing a
deadline can lead to a degraded performance but not a catastrophe.[21] A soft deadline meets as many deadlines as
possible. However, no guarantee exists that the system can meet all deadlines. Should a transaction miss its deadline,
the system has more flexibility and the transaction may increase in importance. Below is a description of these
responses:
Hard deadline: If not meeting deadlines creates problems, a hard deadline is best. It is periodic, meaning that it enters
the database on a regular rhythmic pattern. An example is data gathered by a sensor. These are often used in life
critical systems.[22]

Firm deadline: Firm deadlines appear to be similar to hard deadlines yet they differ from hard deadlines because firm
deadlines measure how important it is to complete the transaction at some point after the transaction arrives.
Sometimes completing a transaction after its deadline has expired may be harmful or not helpful, and both the firm
and hard deadlines consider this. An example of a firm deadline is an autopilot system.[23]

Soft deadline: If meeting time constrains is desirable but missing deadlines do not cause serious damage, a soft
deadline may be best. It operates on an aperiodic or irregular schedule. In fact, the arrival of each time for each task
is unknown. An example is an operator switchboard for a telephone.[24]

Hard deadline processes abort transactions that have passed the deadline, improving the system by cleaning out
clutter that needs to be processed. Processes can clear out not only the transactions with expired deadlines but also
transactions with the longest deadlines, assuming that once they reach the processor they would be obsolete. This
means other transactions should be of higher priority. In addition, a system can remove the least critical transactions.
When I was pre-selecting classes on during a high traffic period, a field in the database can become so busy with
registration requests that it was unavailable for a while and the result of my transaction was a display of the SQL
query sent and a message that said that the data is currently unavailable. This error is caused by the checker, a
mechanism that checks the condition of the rules, and the rule that occurred before it. [25]

The goal of scheduling periods and deadlines is to update transactions guaranteed to complete before their deadline
in such a way that the workload is minimal. With large real-time databases, buffering functions can help improve
performance tremendously. A buffer is part of the database that is stored in main memory to reduce transaction
response time. In order to reduce disk input and output transactions, a certain number of buffers should be allocated.
[26] Sometimes multiversions are stored in buffers when the data block the transaction needs is currently in use.
Later, the database has the data appended to it. Different strategies allocate buffers and must balance between taking
an excessive amount of memory and having everything in one buffer that it has to search for. The goal is to eliminate
search time and distribute the resources between buffer frames in order to access data quickly. A buffer manager is
capable of allocating more memory, if necessary, to improve response time. The buffer manager can even determine
whether a transaction that it has should advance. Buffering can improve speed in real-time systems.[27]

Examples
Following is a list of real time database applications and architecture schemes produced and used by both 
universities and corporations. [28] 
Eaglespeed-RTDB 
Clustra 
Timesten 
Empress 
eXtremeDB 
SolidDB 
RODAIN (Real-Time Object-Oriented Database Architecture for Intelligent Networks) 
M2RTSS
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RT-CARAT 
REACH (Real-time Active and Heterogeneous Mediator System Project) 
STRIP (Stanford Real-time Information Processor)

Future database systems
Traditional databases are persistent but are incapable of dealing with dynamic data that constantly changes.
Therefore, another system is needed. Real-time databases may be modified to improve accuracy and efficiency and
to avoid conflict, by providing deadlines and wait periods to insure temporal consistency. Real-time database
systems offer a way of monitoring a physical system and representing it in data streams to a database. A data stream,
like memory, fades over time. In order to guarantee that the freshest and most accurate information is recorded there
are a number of ways of checking transactions to make sure they are executed in the proper order. An online auction
house provides an example of a rapidly changing database.
Now database systems are faster than they were in the past. In the future, we can look forward to even faster
database systems. Although we have faster systems now, an effort to reduce misses and tardy times will still be
beneficial. The ability to process results in a timely and predictable manner will always be more important than fast
processing. Fast processing that is misapplied is not helpful for real-time database systems. Transactions that run
faster still sometimes block in such a way that they have to be aborted and restarted. In fact, faster processing hurts
some real-time applications because increased speed brings more complexity and more of a chance for problems
caused by a variance of speed. Faster processing makes it harder to determine which deadlines have been met
successfully. [29] With future database systems running even faster than ever, there is a need to do more studies so
we can continue to have efficient systems. [30]

The amount of research studying real-time database systems will increase because of commercial applications such
as web based auction houses like e-bay. More developing countries are expanding their phone systems, and the
number of people with cell phones in the United States as well as other places in the world continues to grow. Also
likely to spur real-time research is the exponentially increasing speed of the microprocessor. This also enables new
technologies such as web-video conferencing and instant messenger conversations in sound and high-resolution
video, which are reliant on real-time database systems. Studies of temporal consistency result in new protocols and
timing constraints with the goal of handling real-time transactions more effectively.[31]
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In-memory database
An in-memory database (IMDB; also main memory database system or MMDB or memory resident database)
is a database management system that primarily relies on main memory for computer data storage. It is contrasted
with database management systems that employ a disk storage mechanism. Main memory databases are faster than
disk-optimized databases since the internal optimization algorithms are simpler and execute fewer CPU instructions.
Accessing data in memory eliminates seek time when querying the data, which provides faster and more predictable
performance than disk.
In applications where response time is critical, such as telecommunications network equipment and mobile
advertising networks, main memory databases are often used. IMDBs have gained a lot of traction, especially in the
data analytics space, starting mid-2000s mainly due to cheaper RAM.
With the introduction of NVDIMM technology, in-memory databases will now be able to run at full speed and
maintain data in the event of power failure.[1][2][3]

Storage memory
Another variation is to have large amounts of nonvolatile memory in the server. For example Flash memory chips as
addressable memory rather than structured as disk arrays. A database in this form of memory combines very fast
access speed with persistence over reboots and power losses.[4]

Products

Name Developer License Description/Notes

ActiveSpaces TIBCO Software Proprietary with
developer download

For Java/.Net./C, distributed, hybrid, event enabled, NewSQL

ALTIBASE
HDB

Altibase
Corporation

Proprietary "Hybrid DBMS" that combines an in-memory database with a conventional
disk-resident database

BigMemory Terracotta, Inc.
(Software AG)

Proprietary (free
editions)

Datablitz
(formerly Dali)

Bell Labs
(Alcatel-Lucent)

Proprietary Dali prototype was developed for in-house Bell Labs needs

DB2 BLU IBM Proprietary IBM DB2 for Linux, UNIX and Windows supports Dynamic In-memory
(in-memory columnar processing) Parallel Vector Processing, Actionable
Compression, and Data Skipping technologies, collectively called IBM BLU
Acceleration by IBM. Released in June 2013.

Ehcache Terracotta, Inc.
(Software AG)

Open source
(Apache License)

For Java, distributed

EXASolution EXASOL Proprietary Relational (SQL over ODBC, JDBC, or ADO.NET), multi-dimensional (MDX over
ODBO or XMLA); EXASOL leads the well-respected international TPC-H
benchmark,[5] since 2008, in the datavolume-based categories 100GB, 300GB,
1TB, 3TB, and 10TB; EXASolution architecture: shared-nothing, column-store,
in-memory database

eXtremeDB McObject Proprietary Cross-platform, including Linux, Windows, RTOS and server platforms. Interfaces
include type-safe, native C/C++; native Java & .NET; SQL/ODBC/JDBC.
Specialized editions for clustering, high availability, 64-bit support, hybrid
(in-memory and persistent) storage, and more. eXtremeDB Financial Edition
implements columnar data handling, vector-based statistical function library,
integrated performance monitoring.
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H2 (DBMS) H2 Mozilla Public
License or Eclipse
Public License

For Java

Hazelcast Hazelcast Team Open source
(Apache License 2.0)

For Java, NoSQL, distributed

Kognitio
Analytical
Platform

Kognitio, Limited Proprietary Development of an in-memory database, specialized for analytical workloads was
started at White Cross Systems, Limited in 1988. The first beta release of that
system was in 1989. It was based on the INMOS Transputer. The first full
production release was offered in 1992. White Cross merged in 2005 with Kognitio,
Limited in the United Kingdom and is currently marketing version 8 of the same
code base as the "Kognitio Analytical Platform".

MemSQL MemSQL, Inc. Proprietary SQL relational

Microsoft
COM+ IMDB

Microsoft
Corporation

Proprietary Defunct

Microsoft SQL
Server

Microsoft Proprietary SQL Server 2012 contains an in-memory technology called xVelocity column store
indexes targeted for data warehouse workload. The recently announced SQL Server
2014 will contain a in-memory technology with the code name Hekaton targeted for
OLTP type workloads.

Oracle
Coherence

Oracle Corporation Proprietary with
developer download

For Java, relational, distributed

Oracle
Exalytics

Oracle Corporation Proprietary Appliance

Polyhedra ENEA AB
(previously
Perihelion Software)

Proprietary, with a
free to use edition
(Polyhedra Lite)

Relational (SQL, ODBC, JDBC) in-memory database system originally developed
for use in SCADA and embedded systems, but used in a variety of other
applications including financial systems. Supports data durability via snapshots and
journal logging, and high availability via a hot-standby. First release was in 1993;
8.7 released in March 2013. Polyhedra Lite was released under a free-to-use license
in 2012.

SAP HANA SAP AG Proprietary SAP HANA, short for 'High Performance Analytic Appliance' is an in-memory,
column-oriented, relational database management system written in C, C++

solidDB IBM Proprietary Relational

SQLFire VMware Proprietary Relational, distributed, NewSQL

TimesTen Oracle Corporation Proprietary Standalone database or in-memory cache for Oracle Database

UnQLite
Embedded
Database

Symisc Systems BSD, SPL UnQLite has support for in-memory databases as well on-disk databases using the
same API with pluggable run-time interchangeable storage engines (B+tree, Hash,
etc.)

VoltDB VoltDB Inc. Open source (GPL) /
Proprietary

Relational; implements H-Store design

WebDNA WebDNA Software
Corporation

Freeware Robust hybrid in-memory database system and scripting language designed for the
World Wide Web. Resilience is provided by both in-memory and on-disk tables in a
single database.

Xeround Xeround Inc. Proprietary/Not for
sale, service only

Cloud database

Many DBMS support in-memory-only storage engines, including:
•• MySQL
•• Adaptive Server Enterprise
•• Raima
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Probabilistic database
Most real databases contain data whose correctness is uncertain. In order to work with such data, there is a need to
quantify the integrity of the data. This is achieved by using probabilistic databases.
A probabilistic database is an uncertain database in which the possible worlds have associated probabilities.
Probabilistic database management systems are currently an active area of research. "While there are currently no
commercial probabilistic database systems, several research prototypes exist..."[1]

Probabilistic databases distinguish between the logical data model and the physical representation of the data much
like relational databases do in the ANSI-SPARC Architecture. In probabilistic databases this is even more crucial
since such databases have to represent very large numbers of possible worlds, often exponential in the size of one
world (a classical database), succinctly.[2][3]

Terminology
In a probabilistic database, each data item - relation, tuple and value that an attribute can take - is associated with a
probability ∈ (0,1], with 0 representing that the data is certainly incorrect, and 1 representing that it is certainly
correct.

Possible Worlds
A probabilistic database could exist in multiple states. For example, if we are uncertain about the existence of a tuple
in the database, then the database could be in two different states with respect to that tuple - the first state contains
the tuple, while the second one does not. Similarly, if an attribute can take one of the values x, y or z, then the
database can be in three different states with respect to that attribute.
Each of these states is called a possible world.
Consider the following database:
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An Incomplete Database

A B

a1 b1

a2 b2

a3 {b3,b3′,b3′′}

(Here {b3,b3′,b3′′} denotes that the attribute can take any of the values b3,b3′ or b3′′)

• Let us assume that we are uncertain about the first tuple, certain about the second tuple and uncertain about the
value of attribute B in the third tuple.

Then the actual state of the database may or may not contain the first tuple (depending on whether it is correct or
not). Similarly, the value of the attribute B may be b3,b3′ or b3′′.
Consequently, the possible worlds corresponding to the database are as follows:

World 1

A B

a1 b1

a2 b2

a3 b3

World 2

A B

a1 b1

a2 b2

a3 b3′

World 3

A B

a1 b1

a2 b2

a3 b3′′
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World 4

A B

a2 b2

a3 b3

World 5

A B

a2 b2

a3 b3′

World 6

A B

a2 b2

a3 b3′′

Types of Uncertainties
There are essentially two kinds of uncertainties that could exist in a probabilistic database, as described in the table
below:

Types of Uncertainties

Tuple-level uncertainty Attribute-level uncertainty

Here, we are not sure if a tuple is correct or not, that is, whether it
should exist in the database or not.

Here, we are not sure about the values that an attribute of a tuple can
take, that is, it could take one of the several possible values.

Corresponding to each uncertain tuple, there are two possible worlds:
one which includes the tuple while the other which does not.

Corresponding to each uncertain attribute which can take one of the
values a1,...,an, there are n possible worlds.

Tuple-level uncertainty can be seen as a boolean random variable
associated with each uncertain tuple.

Attribute-level uncertainty can be seen as a random variable associated
with each uncertain attribute which can take values a1,...,an.

By assigning values to random variables associated with the data items, we can represent different possible worlds.
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• The Orion (http:/ / orion. cs. purdue. edu/ ) project at Purdue University
• The Trio (http:/ / infolab. stanford. edu/ trio/ ) project at Stanford University
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Deductive database
A Deductive database is a database system that can make deductions (i.e., conclude additional facts) based on rules
and facts stored in the (deductive) database. Datalog is the language typically used to specify facts, rules and queries
in deductive databases. Deductive databases have grown out of the desire to combine logic programming with
relational databases to construct systems that support a powerful formalism and are still fast and able to deal with
very large datasets. Deductive databases are more expressive than relational databases but less expressive than logic
programming systems. In recent years, deductive databases such as Datalog have found new application in data
integration, information extraction, networking, program analysis, security, and cloud computing.[1]

Deductive databases and logic programming
Deductive databases reuse a large number of concepts from logic programming; rules and facts specified in the
deductive database language Datalog look very similar to those in Prolog. However important differences between
deductive databases and logic programming:
•• Order sensitivity and procedurality: In Prolog, program execution depends on the order of rules in the program

and on the order of parts of rules; these properties are used by programmers to build efficient programs. In
database languages (like SQL or Datalog), however, program execution is independent of the order of rules and
facts.

• Special predicates: In Prolog, programmers can directly influence the procedural evaluation of the program with
special predicates such as the cut, this has no correspondence in deductive databases.

• Function symbols: Logic Programming languages allow function symbols to build up complex symbols. This is
not allowed in deductive databases.

• Tuple-oriented processing: Deductive databases use set-oriented processing while logic programming languages
concentrate on one tuple at a time.
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Deductive language
A deductive language is a computer programming language in which the program is a collection of predicates
('facts') and rules that connect them. Such a language is used to create knowledge based systems or expert systems
which can deduce answers to problems set them by applying the rules to the facts they have been given. An example
of a deductive language is Prolog, or it's database-query cousin, Datalog.

Mobile database
--mobile Devices database Management commonly called as Mobile Database' is either a stationary database that
can be connected to by a mobile computing device - such as smart phones or PDAs - over a mobile network, or a
database which is actually carried by the mobile device. This could be a list of contacts, price information, distance
travelled, or any other information.[1]

Many applications require the ability to download information from an information repository and operate on this
information even when out of range or disconnected. An example of this is your contacts and calendar on the phone.
In this scenario, a user would require access to update information from files in the home directories on a server or
customer records from a database. This type of access and work load generated by such users is different from the
traditional workloads seen in client–server systems of today.[citation needed]

Mobile databases are not just update of company contacts and calendars, but used in a number of industries.

Considerations
• Mobile users must be able to work without a network connection due to poor or even non-existent connections. A

cache could be maintained to hold recently accessed data and transactions so that they are not lost due to
connection failure. Users might not require access to truly live data, only recently modified data, and uploading of
changing might be deferred until reconnected.

• Bandwidth must be conserved (a common requirement on wireless networks that charge per megabyte or data
transferred).

•• Mobile computing devices tend to have slower CPUs and limited battery life.
• Users with multiple devices (e.g. smartphone and tablet) need to synchronize their devices to a centralized data

store. This may require application-specific automation features.[2]

This is in database theory known as "replication", and good mobile database system should provide tools for
automatic replication that takes into account that others may have modified the same data as you while you were
away, and not just the last update is kept, but also supports "merge" of variants.
• Users may change location geographically and on the network. Usually dealing with this is left to the operating

system, which is responsible for maintaining the wireless network connection.

Products
Commercially available mobile databases include those shown on this comparison chart.
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Name Developer Type Description

SQL Anywhere Sybase iAnywhere Relational Embedded/portable database, can synchronize with stationary database

DB2
Everyplace

IBM Relational Portable, can synchronize with stationary database

IBM Mobile
Database

IBM Relational Portable/embedded small-footprint version of solidDB server

SQL Server
Compact

Microsoft Relational Small-footprint embedded/portable database for Microsoft Windows mobile
devices and desktops, supports synchronization with Microsoft SQL Server

SQL Server
Express

Microsoft Relational Embedded database, free download

Oracle
Database Lite

Oracle Corporation Portable, can synchronize with stationary database

SQLite D. Richard Hipp C programming
library

Public domain

SQLBase Gupta Technologies LLC of
Redwood Shores, California

Sparksee 5
mobile [3]

Sparsity Technologies [4] Graph database Small-footprint embedded/portable database for Android, iOS and BB10. It
allows traversals of nodes, minimum distance computations, community
search, etc.

SQL Anywhere hasWikipedia:Manual of Style/Dates and numbers#Chronological items about 68% of the mobile
database market.[citation needed]
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Well Known Databases

Standard data model
A standard data model or industry standard data model (ISDM) is a data model that is widely applied in some
industry, and shared amongst competitors to some degree. They are often defined by standards bodies, database
vendors or operating system vendors.
When in use, they enable easier and faster information sharing because heterogeneous organizations have a standard
vocabulary and pre-negotiated semantics, format, and quality standards for exchanged data. The standardization has
an impact on software architecture as solutions that vary from the standard may cause data sharing issues and
problems if data is out of compliance with the standard.
The more effective standard models have developed in the banking, insurance, pharmaceutical and automotive
industries, to reflect the stringent standards applied to customer information gathering, customer privacy, consumer
safety, or just in time manufacturing.
Typically these use the popular relational model of database management, but some use the hierarchical model,
especially those used in manufacturing or mandated by governments, e.g., the DIN codes specified by Germany.
While the format of the standard may have implementation trade-offs, the underlying goal of these standards is to
make sharing of data easier.
The most complex data models known are in military use, and consortia such as NATO tend to require strict
standards of their members' equipment and supply databases. However, they typically do not share these with
non-NATO competitors, and so calling these 'standard' in the same sense as commercial software is probably not
very appropriate.
An emerging area of standard data model is in the identity card arena, where a vast number of security engineering
solutions for public spaces, e.g., airports, other public transport, hospitals, are expected soon to rely on a standard
data model for identifying the card holder/user of the facility. This may contain biometric information or other data
that would be standardized across an entire trade bloc, e.g., the European Union or the North American Free Trade
Agreement (NAFTA). This raises many privacy and carceral state concerns. These are discussed more deeply in an
article on standard user models.

Example Standard Data Models
• ISO 10303 CAE Data Exchange Standard - includes its own data modelling language, EXPRESS
• ISO 15926 Process Plants including Oil and Gas facilities Life-Cycle data
• IDEAS Group Foundation Ontology agreed by defence departments of Australia, Canada, France, Sweden, UK

and USA

External links
• Professional Petroleum Data Management Association Lite Data Model [1]

• Energistics Energy Standards Resource Center [2]

• Pipeline Open Data Standard [3]
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Suppliers and Parts database
The Suppliers and Parts database is an example relational database that is referred to extensively in the
literature[citation needed] and described in detail in C. J. Date's "Introduction" 8ed. It is a simple database comprising
three tables: Supplier, Part and Shipment, and is often used as a minimal exemplar of the interrelationships found in
a database.
1. The Supplier relation[1] holds information about suppliers. The SID attribute identifies the supplier, while the

other attributes each hold one piece of information about the supplier.
2.2. The Part relation holds information about parts. Likewise, the PID attribute identifies the part, while the other

attributes hold information about the part.
3.3. The Shipment relation holds information about shipments. The SID and PID attributes identify the supplier of the

shipment and the part shipped, respectively. The remaining attribute indicates how many parts where shipped.
• Referential constraints known as Foreign keys ensure that these attributes can only hold values that are also

found in the corresponding attributes in the Supplier and Parts relations.
•• It is assumed that only one shipment exists for each supplier/part pairing, which isn't realistic for real world

scenarios. This is intentionally oversimplified for pedagogical purposes, as is the entire database.

SQL
The following SQL schema is one possible expression of the Suppliers-and-Parts database.

CREATE TABLE Supplier (

  SID     int          primary key,

  SName   varchar(10)  NOT NULL,

  Status  int          NOT NULL,

  City    varchar(10)  NOT NULL

)

CREATE TABLE Part (

  PID     int          primary key,

  PName   varchar(10)  NOT NULL,

  Color   int          NOT NULL,

  Weight  real         NOT NULL,

  City    varchar(10)  NOT NULL

)

CREATE TABLE Shipment (

  SID     int          NOT NULL FOREIGN KEY REFERENCES Supplier(SID),

  PID     int          NOT NULL FOREIGN KEY REFERENCES Part(PID),

  Qty     int          NOT NULL,

  PRIMARY KEY (SID, PID)

)
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Notes:
1. The ID attributes are simple integers, but they could be (among other things) UUIDs or a system-defined

identifier type that holds system-generated values.
2.2. The choice of VARCHAR(10) is arbitrary and would be too small for real-world use.
3. The application of the NOT NULL constraint to all attributes is a design decision based on the view that NULLs

are to be avoided. It is not, strictly speaking, a requirement of the schema.

References
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Internet Movie Database

Internet Movie Database (IMDb)

Web address imdb.com [1]

Commercial? Yes

Type of site Online database for movies, television, and video games

Registration Registration is optional for members to participate in discussions, comments, ratings, and voting.

Available language(s) English

Owner Amazon.com

Created by Col Needham (CEO)

Launched October 17, 1990

Alexa rank  44 (March 2014[2])

Current status Active

Internet Movie Database (abbreviated IMDb) is an online database of information related to films, television
programs and video games, taking in actors, production crew, fictional characters, biographies, plot summaries and
trivia. Actors and crew can post their own résumé and upload photos of themselves for a yearly fee. U.S. users can
also view over 6,000 movies and television shows from CBS, Sony and various independent film makers.
Launched in 1990 by professional computer programmer Col Needham, the company was incorporated in the UK as
Internet Movie Database Ltd in 1996, with revenue generated through advertising, licensing and partnerships. In
1998, it became a subsidiary of Amazon.com, who were then able to use it as an advertising resource for selling
DVDs and videotapes.
As of February 27, 2014, IMDb had 2,798,497 titles (includes episodes) and 5,749,077 personalities in its database,
as well as 51 million registered users [citation needed] and is an Alexa Top 50 site.
The site enables any user to submit new material and request edits to existing entries. Although all data is checked
before going live, the system has been open to abuse, and occasional errors are acknowledged. Users are also invited
to rate any film on a scale of 1 to 10, and the totals are converted into a weighted mean-rating that is displayed
beside each title, with online filters employed to deter ballot-stuffing. The site also features Message Boards, which
stimulate regular debates among authenticated users.

History

History before website
IMDb originated with a Usenet posting by British film fan and professional computer programmer Col Needham 
entitled "Those Eyes", about actresses with beautiful eyes. Others with similar interests soon responded with 
additions or different lists of their own. Needham subsequently started a (male) "Actors List", while Dave Knight 
began a "Directors List", and Andy Krieg took over "THE LIST" from Hank Driskill, which would later be renamed 
the "Actress List". Both lists had been restricted to people who were alive and working, but soon retired people were
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added so Needham started what was then (but did not remain) a separate "Dead Actors/Actresses List". The goal of
the participants now was to make the lists as inclusive as possible. By late 1990, the lists included almost 10,000
movies and television series correlated with actors and actresses appearing therein. On October 17, 1990, Needham
developed and posted a collection of Unix shell scripts which could be used to search the four lists, and thus the
database that would become the IMDb was born. At the time, it was known as the "rec.arts.movies movie database",
but by 1993 had been moved out of the Usenet group as an independent website underwritten and controlled by
Needham and personal followers. Other website users were invited to contribute data which they may have collected
and verified, on a volunteer basis, which greatly increased the amount and types of data to be stored. Entire new
sections were added. As the site grew hugely, full production crews, uncredited performers and other demographic
data were added. Needham's group allowed some advertising to support ongoing operations of the site, including the
hiring of full-time paid data managers. All the primary staff came (and still come) from the burgeoning computer
industry and/or training schools and did not have extensive expertise in the visual media.[citation needed] In 1998,
unable to secure sufficient funding from limited advertising, contributions and unable to raise support from the visual
media industries or academia, Needham sold the IMDb to Amazon.com, on condition that its operation would
remain in the hands of Needham and his small cadre of managers, who soon were able to move into full-time paid
staff positions.

On the web
The database had been expanded to include additional categories of filmmakers and other demographic material, as
well as trivia, biographies, and plot summaries. The movie ratings had been properly integrated with the list data and
a centralized email interface for querying the database had been created by Alan Jay. Later in the
yearWikipedia:Manual of Style/Dates and numbers#Chronological items it moved onto the World Wide Web (a
network in its infancy at that time) under the name of Cardiff Internet Movie Database. The database resided on the
servers of the computer science department of Cardiff University in Wales. Rob Hartill was the original web
interface author. In 1994 the email interface was revised to accept the submission of all information meaning that
people no longer had to email the specific list maintainer with their updates. However, the structure remained that
information received on a single film was divided among multiple section managers, the sections being defined and
determined by categories of film personnel and the individual filmographies contained therein. Over the next few
years, the database was run on a network of mirrors across the world with donated bandwidth.[citation needed]

The website is Perl-based.[3] As of May 2011, the site has been filtered in China for more than one year, although
many users address it through proxy server or by VPN.
On October 17, 2010, IMDb launched original video (www.imdb.com/20) in celebration of its 20th anniversary.

As an independent company
In 1996 IMDb was incorporated in the United Kingdom, becoming the Internet Movie Database Ltd. Founder Col
Needham became the primary owner as well as the figurehead. General revenue for site operations was generated
through advertising, licensing and partnerships.

As Amazon.com subsidiary
In 1998, Jeff Bezos, founder, owner and CEO of Amazon.com, struck a deal with Col Needham and other principal
shareholders to buy IMDb outright and attach it to Amazon as a subsidiary, private company. This gave IMDb the
ability to pay the shareholders salaries for their work, while Amazon.com would be able to use the IMDb as an
advertising resource for selling DVDs and videotapes.
IMDb continued to expand its functionality. On January 15, 2002, it added a subscription service known as
IMDbPro, aimed at entertainment professionals. IMDbPro was announced and launched at the 2002 Sundance Film
Festival. It provides a variety of services including film production and box office details, as well as a company
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directory.
As an additional incentive for users, as of 2003, users identified as one of "the top 100 contributors" of hard data
received complimentary free access to IMDbPro for the following calendar year; for 2006 this was increased to the
top 150 contributors, and for 2010 to the top 250. In 2008 IMDb launched their first official foreign language version
with the German IMDb.de. Also in 2008, IMDb acquired two other companies, Withoutabox and Box Office Mojo.

Television episodes
On January 26, 2006, "Full Episode Support" came online, allowing the database to support separate cast and crew
listings for each episode of every television series. This was described by Col Needham as "the largest change we've
ever made to our data model",[citation needed] and increased the number of titles in the database from 485,000 to nearly
755,000.[citation needed]

Characters' filmography
On October 2, 2007,[citation needed] the characters' filmography was added. Character entries are created from
character listings in the main filmography database, and as such do not need any additional verification by IMDb
staff. They have already been verified when they are added to the main filmography.

Instant viewing
On September 15, 2008, a feature was added that enables instant viewing of over 6,000 movies and television shows
from CBS, Sony and a number of independent film makers, with direct links from their profiles. Due to licensing
restrictions, this feature is only available to viewers in the United States.

Content and format

Data provided by subjects
In 2006, IMDb introduced its "Résumé subscription service", where actors and crew can post their own résumé and
upload photos of themselves[4] for a yearly fee.[5] The base annual charge for including a photo with an account was
$39.95 until 2010, when it was increased to $54.95. IMDb résumé pages are kept on a sub-page of the regular entry
about that person, with a regular entry automatically created for each résumé subscriber who does not already have
one.[6]

As of 2012, Resume Services is now included as part of an IMDbPro subscription, and is no longer offered as a
separate subscription service.

Copyright, vandalism, and error issues
All volunteers who contribute content to the database technically retain copyright on their contributions but the 
compilation of the content becomes the exclusive property of IMDb with the full right to copy, modify, and 
sublicense it and they are verified before posting.[7] Credit is not given on specific title or filmography pages to the 
contributor(s) who have provided information. Conversely, a credited text entry, such as a plot summary, may be 
"corrected" for content, grammar, sentence structure, perceived omission or error, by other contributors without 
having to add their names as co-authors. Due to the process of having the submitted data or text reviewed by a 
section manager, IMDb is different from database projects like Wikipedia, Discogs, or OpenStreetMap in that 
contributors cannot add, delete, or modify the data or text on impulse, and the manipulation of data is controlled by 
IMDb technology and salaried staff.[8] Nevertheless, although it is generally assumed to be reliable,[9] IMDb has 
been subject to deliberate additions of false information, as acknowledged by a spokesperson in 2012: "We make it 
easy for users and professionals to update much of our content, which is why we have an 'edit page.' The data that is
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submitted goes through a series of consistency checks before it goes live. Given the sheer volume of the information,
occasional mistakes are inevitable, and, when reported, they are promptly fixed. We always welcome corrections."
The Java Movie Database (JMDB) is reportedly creating an IMDb_Error.log file that lists all the errors found while
processing the IMDb plain text files. A Wiki alternative to IMDb is Open Media Database [10] whose content is also
contributed by users but licensed under CC-by and the GFDL. Since 2007, IMDb has been experimenting with
wiki-programmed sections for complete film synopses, parental guides, and FAQs about titles as determined by (and
answered by) individual contributors.

Data format and access
IMDb does not provide an API for automated queries. However most of the data can be downloaded as compressed
plain text files and the information can be extracted using the command-line interface tools provided. Beside that
there is the Java-based graphical user interface (GUI) application available which is able to process the compressed
plain text files and allow to search and display the information. This GUI application supports different languages
but the movie related data is of course English as made available by IMDb. A Python package called IMDbPY can
also be used to process the compressed plain text files into a number of different SQL databases, enabling easier
access to the entire dataset for searching or data mining.

Film titles
The IMDb has sites in English as well as versions translated completely or in part into other languages (Finnish,
French, German, Hungarian, Italian, Polish, Portuguese and Romanian). The non-English language sites display film
titles in the specified language. While originally the IMDb's English-language sites displayed titles according to their
original country-of-origin language, in 2010 the IMDb began allowing individual users in the UK and USA to
choose primary title display by either the original-language titles, or the US or UK release title (normally, in
English).

Ancillary features

User ratings of films
As one adjunct to data, the IMDb offers a rating scale that allows users to rate films on a scale of one to ten. The
rating system is recognized as being severely flawed for several reasons.
IMDb indicates that submitted ratings are filtered and weighted in various ways in order to produce a weighted mean
that is displayed for each film, series, and so on. It states that filters are used to avoid ballot stuffing; the method is
not described in detail to avoid attempts to circumvent it. In fact, it sometimes produces an extreme difference
between the weighted average and the arithmetic mean. For example, Jonas Brothers: The 3D Concert Experience is
considered to be the worst film with a weighted average of 2.1 as of 2014, but has a rather ordinary arithmetic mean
of 3.9.[11][12]

Film rankings (IMDb Top 250)

The IMDb Top 250[13] is intended to be a listing of the top 'rated' 250 films, based on ratings by the registered users 
of the website using the methods described. Only non-documentary theatrical releases running at least forty-five 
minutes with over 25,000 ratings are considered; all other products are ineligible. Also, the 'top 250' rating is based 
on only the ratings of "regular voters". The exact number of votes a registered user would have to make to be 
considered to be a user who votes regularly has been kept secret. IMDb has stated that to maintain the effectiveness 
of the top 250 list they "deliberately do not disclose the criteria used for a person to be counted as a regular 
voter".[14] In addition to other weightings, the top 250 films are also based on a weighted rating formula referred to 
in actuarial science as a credibility formula.[15] This label arises because a statistic is taken to be more credible the
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greater the number of individual pieces of information; in this case from eligible users who submit ratings. IMDb
uses the following formula to calculate the weighted rating:

where:
= weighted rating
= average for the movie as a number from 0 to 10 (mean) = (Rating)

= number of votes for the movie = (votes)
= minimum votes required to be listed in the Top 250 (currently 25,000)
= the mean vote across the whole report (currently 7.0)

The in this formula is equivalent to a Bayesian posterior mean (See Bayesian statistics).
The IMDb also has a Bottom 100 feature which is assembled through a similar process although only 1500 votes
must be received to qualify for the list.
The top 250 list comprises a wide range of films, including major releases, cult films, independent films, critically
acclaimed films, silent films and non-English language films.

Fan activity
One of the most used features of the Internet Movie Database is the message boards that coincide with every title
(excepting, as of 2013, TV episodes[16]) and name entry, along with over 140 main boards. This section is one of the
more recent features of IMDb, having its beginnings in 2001. In order to post on the message boards a user needs to
"authenticate" their account via cell phone, credit card, or by having been a recent customer of the parent company
Amazon.com. Message boards have expanded in recent years. The Soapbox started in 1999 is a general message
board meant for debates on any subject. The Politics board started in 2007 is a message board to discuss politics,
news events and current affairs as well as history and economics. Both these message boards have become the most
popular message boards in IMDb, more popular on a long term basis than any individual movie message board.

Litigation
In 2011, in the case of Hoang v. Amazon.com, IMDb was sued by an anonymous actress for more than US$1 million
due to IMDb revealing her age (40, at the time). The actress claimed that revealing her age could cause her to lose
acting opportunities. Judge Marsha J. Pechman, a U.S. district judge in Seattle, dismissed the lawsuit, saying the
actress had no grounds to proceed with an anonymous complaint. She re-filed and so revealed that the complainant is
a Huong Hoang of Texas, who uses the stage name Junie Hoang. In 2013, Pechman dismissed all causes of action
except for a breach of contract claim against IMDb; a jury then sided with IMDb on that claim.
Also in 2011, in the case of United Video Properties Inc., et al. v. Amazon.Com Inc. et al., IMDb and Amazon were
sued by Rovi Corporation and others for patent infringement over their various program listing offerings. The patent
claims were ultimately construed in a way favorable to IMDb and Rovi/United Video Properties lost the case, though
it is currently on appeal.
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Notes
[1] http:/ / www. imdb. com/
[2] http:/ / en. wikipedia. org/ w/ index. php?title=Internet_Movie_Database& action=edit
[3] What software/hardware are you using to run the site? (http:/ / www. imdb. com/ help/ show_leaf?techinfo) imdb.com
[4] Lycos Europe and IMDb sign sales agreement for 9 European markets (https:/ / web. archive. org/ web/ 20061023141910/ http:/ / www.

lycos-europe. com/ Index-Eng/ G-English-Files/ PR-20060710-IMDb. html). Lycos Europe press release, July 10, 2006.
[5] IMDb Resume FAQ: Can I subscribe only for one month or one year? (http:/ / resume. imdb. com/ help/ show_leaf?resumenotrecurring).

Retrieved January 22, 2008.
[6] IMDb Resume FAQ: Is there any difference between a regular IMDb name page and an IMDb name page created via IMDb Resume? (http:/ /

resume. imdb. com/ help/ show_leaf?resumenamepagediff). Retrieved January 22, 2008.
[7] IMDb Copyright and Conditions of Use (http:/ / www. imdb. com/ help/ show_article?conditions). imdb.com
[8] The Plain Text Data Files (http:/ / www. imdb. com/ interfaces#plain) IMDb – Alternate Interfaces
[9][9] It may be assumed to be generally reliable but the IMDb does not claim that it is 100% accurate.
[10] http:/ / www. omdb. org
[11] IMDb Charts: IMDb Bottom 100 (http:/ / www. imdb. com/ chart/ bottom?tt1229827). imdb.com
[12] Jonas Brothers: The 3D Concert Experience (2009) – User ratings (http:/ / www. imdb. com/ title/ tt1229827/ ratings). imdb.com
[13] http:/ / www. imdb. com/ chart/ top
[14] The user votes average on film X is 9.4, so it should appear in your top 250 films listing, yet it doesn't. Why? (http:/ / www. imdb. com/

help/ search?domain=helpdesk_faq& index=1& file=notintop250)
[15] mirror (http:/ / isfaserveur. univ-lyon1. fr/ ~norberg/ links/ papers/ CRED-eas. pdf)
[16][16] Each TV episode uses the same message board for the whole series
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External links
• Official website (http:/ / www. imdb. com/ )
• Official Android app (http:/ / apinik. com/ apps/ com. imdb. mobile/ ?lang=en)
• Official IOS app (https:/ / itunes. apple. com/ en/ app/ imdb-movies-tv/ id342792525?mt=8)
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YAGO (ontology)

YAGO

Developer(s) Max-Planck-Institute Saarbrücken

Initial release 2008

Stable release YAGO2s / 16 October 2012

Type Semantic Web, Linked Data

License Creative Commons CC-BY 3.0

Website www.mpi-inf.mpg.de/yago-naga/yago/ [1]

YAGO is a knowledge base developed at the Max Planck Institute for Computer Science in Saarbrücken. It is
automatically extracted from Wikipedia and other sources.
As of 2012, YAGO2s has knowledge of more than 10 million entities and contains more than 120 million facts about
these entities. The information in YAGO is extracted from Wikipedia (e.g., categories, redirects, infoboxes),
WordNet (e.g., synsets. hyponymy) and GeoNames.[2] The accuracy of YAGO was manually evaluated to be above
95% on a sample of facts. To integrate it to the linked data cloud, YAGO has been linked to the DBpedia ontology
and to the SUMO ontology.
YAGO2s is provided in Turtle and tsv formats. Dumps of the whole database are available, as well as thematic and
specialized dumps. It can also be queried through various online browsers [3] and through a SPARQL endpoint
hosted by OpenLink Software. YAGO has been used in the Watson artificial intelligence system.[4]

References
[1] http:/ / www. mpi-inf. mpg. de/ yago-naga/ yago/
[2] Fabian M. Suchanek, Gjergji Kasneci and Gerhard Weikum. "Yago - A Core of Semantic Knowledge". 16th international World Wide Web

conference (WWW 2007) (http:/ / suchanek. name/ work/ publications/ www2007. pdf)
[3] http:/ / www. mpi-inf. mpg. de/ yago-naga/ yago/ demo. html
[4][4] David Ferrucci, Eric Brown, Jennifer Chu-Carroll, James Fan, David Gondek, Aditya A. Kalyanpur, Adam Lally, J. William Murdock, Eric

Nyberg, John Prager, Nico Schlaefer, Chris Welty. Building Watson: An Overview of the DeepQA Project. AI Magazine 31(3): 59-79 (2010)

External links
• YAGO Homepage (http:/ / www. mpi-inf. mpg. de/ yago-naga/ yago)
• Text-based browser (https:/ / d5gate. ag5. mpi-sb. mpg. de/ webyagospo/ Browser)
• SVG-based browser (https:/ / d5gate. ag5. mpi-sb. mpg. de/ webyagospo/ SvgBrowser)
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World Wide Molecular Matrix
The World Wide Molecular Matrix (WWMM) is an electronic repository for unpublished chemical data. First
proposed in 2002 by Peter Murray-Rust and his colleagues in the chemistry department at the University of
Cambridge in the United Kingdom, WWMM provides a free, easily searchable database for information about
thousands of complicated molecules, data that would otherwise remain inaccessible to scientists.
Murray-Rust, a chemical informatics specialist, has estimated that 80% of the results produced by chemists around
the world is never published in scientific journals. Most of this data is not ground-breaking, yet it could conceivably
be of use to scientists doing related projects—if they could access it. The WWMM was proposed as a solution to this
problem. It would house the results of experiments on over 100,000 molecules in physical chemistry, organic
chemistry, biochemistry and medicinal chemistry.
In other scientific fields, the need for a similar depository to house inaccessible information could be more acute. In
a presentation at the "CERN Workshop on Innovations in Scholarly Communications (OAI4)", Murray-Rust said
that chemistry actually leads other fields in published data. He estimated that as much as 99% of the data in some
scientific fields never reaches publication.[citation needed]

Although scientific in nature, the WWMM is part of the broader open archives and open source movements, pushes
to make more and more information freely available to any user via the Internet or World Wide Web. In his CERN
presentation, Murray-Rust stated that the WWMM was a "response to the expense of [scientific] journals," and he
asked the rhetorical question, "Can we win the war to make data open, or will it be absorbed into the publishing and
pseudo-publishing world?" Murray-Rust and his colleagues are also responsible for the development of the Chemical
Mark-up Language (CML), a variant of XML intended for chemists.

External links
• The home page of Dr. Peter Murray-Rust at the University of Cambridge [1]

• The Cambridge Center for molecular informatics [2]

• An outline of the WWMM [3]

• CERN Workshop on Innovations in Scholarly Communication (OAI4) [4]Wikipedia:Verifiability
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Voter database
A voter database is a database containing information on voters for the purpose of assisting a political party or an
individual politician, in their Get out the vote (GOTV) efforts and other areas of the campaign.
In most countries, the election agency makes the electoral roll available to all campaigns soon after the election
campaign has begun. Campaigns can then merge this information with the other data they have collected on voters
over the years to create their database. Often basic information such as phone numbers and postal codes are not
included on the voters list, and the campaign will have to procure this data as well.
The United States has no state or federal election agency, and thus no central lists. In 2002, the United States
Congress passed the Help America Vote Act (HAVA). HAVA required that each state compile an official state voter
database by January 2006. Most states complied with HAVA by gathering the voter files available from each
individual county. States decided what information to include, what restrictions to place on the use of their voter
database, and how much the database would cost. In the United States, several companies have merged state voter
information with commercially obtained data to create comprehensive voter databases that include a plethora of
personal details on each voter. These companies often provide United States Voter Files to statutorily permitted or
otherwise non-restricted users.

Uses
The voter database is central to many parts of a campaign:
• Fundraising: The database can determine who should receive fundraising direct mail or telephone calls. These

letters and calls can be tailored to reflect the issues and concerns of each potential donor. Past donor history,
support for related advocacy groups, magazine subscriptions, and consumer behaviour can all be used to find
likely donors and maximize the returns of any fundraising efforts.

• Recruitment: As with fundraising, databases, especially those with detailed past election behaviour, are essential
to recruiting volunteers and also finding locations for lawn signs.

•• Issue tracking: A campaign can track how a certain issues are perceived across geographic and demographic lines
and can show how to adjust the campaign's message for different audiences. By databasing all incoming
telephone calls and e-mails as well as entering petitions and supporter lists from advocacy groups and NGOs
(Non-Government Organizations) one can closely track how issues are followed by the electorate.

• Get out the vote: One of the most important parts of a modern campaign is the campaign to ensure one's own
supporters go to the polls on election day, and databases are central to this. A successful voter identification
campaign requires connecting with a significant portion of the electorate and recording how they are going to vote
in a database. On election day this information needs to be given out with accurate contact information for each
voter so that they can be pulled to the polls.

Voter information
Personal data frequently included in a voter database:
•• Name
•• Physical address
•• Mailing address
•• Phone number
•• Party membership or affiliation
•• Voting history (including federal, sub-national, primary, municipal, or special election voting history)
•• Absentee or military voter designations
•• Source of voter registration, i.e., DMV/MVA, Public Assistance Office, etc.
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•• Ethnicity or emerges race hypothesis
•• Gender
•• Birth date or age range
Data that may be added via commercial routes:
•• "Extreme voters" status (voters who vote very frequently)
•• Homeownership
•• Hunting or fishing license holders
•• Boat owners
•• Concealed Weapon Permit Holders
•• Occupation such as physical therapist, teacher, etc.
•• Charitable or political contributions
•• Magazine subscription status

Voter database management software
The use of voter databases has been established in political campaigns from local school board to national elections:

In the United States
In the 2004 presidential election in the United States, the Republican Party used the Voter Vault platform and the
Democratic Party used DataMart. Currently, the Republicans use GOP Data Center and the Democrats use
Votebuilder from the Voter Activation Network (VAN). There are non partisan firms that offer registered voter data
in the United Sates too: eMerges.com [1] and Labels and Lists [2].

In the United Kingdom
In 2005, the British Conservative Party used the Voter Vault software to assist them in the 2005 General Election.
Currently,Wikipedia:Manual of Style/Dates and numbers#Chronological items the British Conservative Party uses
MERLIN (Managing Elector Relationships through Local Information Networks) which is a national database
accessible by every local Conservative Association in the country. This was commissioned in 2005,[3] and went live
in 2008.[4]

Britain's Labour Party has used a variety of voter databases through the past two decades. Its most recent incarnation
is the Labour Contact Creator system, an online tool accessible from anywhere with an internet connection. Party
members and activists are provided with a username and password and voter contact details, preferences, interests,
past voting behaviour, and demographic/socio-economic information are available. The system allows voters to be
selected on the basis of a MOSAIC grouping, which attempts to determine the sort of interests and activities a voter
or a household might display. Maps of where key voters live and information can be cross-referenced so users can
find where target voters live, how often they are contacted, how they prefer to be contacted, and what responses have
been provided upon making contact.
The Contact Creator system is also linked with the Labour Party's other new media tools, Print Creator and Email
Creator. Print Creator allows key voters identified through Contact Creator to be targeted with direct mails and
leaflets about Labour Party activity. Email Creator allows the user to collect a list of email addresses on the Contact
Creator system, e-mail thousands of voters, and monitor the response rate from targets.
The Labour Party also operates 'Membersnet', which allows party members to update their registration details,
inform other members and Party HQ of rival campaign activities, create events and invite others to attend, email
members, create blogs, and share best practice campaign material.
The Labour Party introduced a new system to Membersnet and Contact Creator in 2013,[5] focusing on a new 
user-friendly interface, which allows Party Members anywhere in the UK to contact target voters and identify their
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voting preferences. They will then be able to enter the information gained directly into the Contact Creator system.
In late 2011 Liberal Democrats began to adopt the use of a variant of NGP VAN's Voter Activation Network (VAN)
software named "Connect".[6] This firm also supplies "Votebuilder" and VAN to the Democrats in the USA and to
the Liberal Party of Canada as "Liberal List".

In Canada
In Canada, the Conservative Party of Canada uses the in-house developed C-VOTE database, and used to use
Constituent Information Management System (CIMS) [7], originally developed by the same company which
produced Trackright, which the Progressive Conservative Party of Ontario, uses to manage voter information. It is
similar to the Voter Vault software. The New Democratic Party uses their own custom database system called NDP
Vote. The Liberal Party has recently introduced "Liberalist [8]" based on the US's Democrats' Voter Activation
Network (VAN) Previously the Liberals used a system called ManagElect[9][10] .

Availability
The availability of voter files sometimes creates a need for voter list management software as opposed to, for
example, using Excel spreadsheets. Political campaigns generally have three options:
• Write-their-own software: A political campaign may choose to build their own database management system to

handle their voter registration files. This may be accomplished in a spreadsheet program like Microsoft Excel.
This method can be time-consuming and require a certain level of technology know-how, but may be the only
option for certain campaigns.

•• Desktop-based software: A variety of companies provide voter list management software for a desktop or laptop
computer. Generally, this type of software is distributed on a per-computer basis and can therefore be expensive
for larger campaigns. However, desktop-based software is easier to use than create-your-own and can provide
many integrated, helpful solutions for political campaigns such as walking list generation, computer-based phone
banking, and more.

• Internet-based software: Many companies provide online voter list management software. Internet-based software
has many of the same benefits of desktop-based software, and has the additional advantage of being accessible
from any computer (Windows, Mac, or Linux) with an Internet connection. Internet-based software helps
campaigns eliminate the need for large campaign offices with central computer and phone banks.
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External links
• Official site of the Liberalist voting database of the Canadian Liberal party. (http:/ / liberalist. ca)
• Official site of the Constituent Information Management System of the Conservative Party of Canada. (http:/ /

cpccims. ca)

VIOLIN vaccine database
The Vaccine Investigation and OnLine Information Network (VIOLIN) is the largest web-based vaccine
database and analysis system. VIOLIN currently contains over 2,700 vaccines or vaccine candidates for over 170
pathogens. The vaccine information in the database is collected by manual curation from over 1,600 peer-reviewed
papers. Different from most existing vaccine databases, VIOLIN focuses on vaccine research data. Different types of
information is curated, including vaccine name, license status, antigens used, vaccine adjuvants, vaccine vectors,
vaccination procedure, host immune response, challenge procedure, vaccine efficacy, adverse events, etc. All
vaccine information in the VIOLIN vaccine database is supported by quoted references. The data generated by a
curator is published only after a careful review and approval by a vaccine domain expert.
In addition, VIOLIN includes many vaccine analysis programs. For example, VIOLIN includes Vaxign (http:/ /
www. violinet. org/ vaxign), the first web-based vaccine design program based on the strategy of reverse
vaccinology. Vaxign has been tested in different pathogen models, including uropathogenic E. coli and Brucella spp.
VIOLIN also maintains the official web page for the development of community-based Vaccine Ontology (VO)
(http:/ / www. violinet. org/ vaccineontology). VO is a formal biomedical ontology in the domain of vaccine and
vaccination. VO is targeted for vaccine data standardization and integration, and supporting automated reasoning.
VO has been shown to enhance vaccine literature mining.
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Census of Governments
The Census of Governments is a census performed by the United States Census Bureau. It is mandated by 13
U.S.C. § 161 [1]. The Census of Governments occurs twice-per-decade, in years ending with 2 and 7. The survey
identifies the scope of American government at the federal, state, and municipal level by measuring public finance,
public employment, classifies municipal government structures and activities, and identifies municipal authorities
and Special-purpose districts. The Census of Governments in its current form started in year 1957.

References
[1] http:/ / www. law. cornell. edu/ uscode/ 13/ 161. html

External links
• Census of Governments (http:/ / www. census. gov/ govs/ cog/ ) at United States Census Bureau

Management information base
A management information base (MIB) is a database used for managing the entities in a communications network.
Most often associated with the Simple Network Management Protocol (SNMP), the term is also used more
generically in contexts such as in OSI/ISO Network management model. While intended to refer to the complete
collection of management information available on an entity, it is often used to refer to a particular subset, more
correctly referred to as MIB-module.
Objects in the MIB are defined using a subset of Abstract Syntax Notation One (ASN.1) called "Structure of
Management Information Version 2 (SMIv2)" RFC 2578.The software that performs the parsing is a MIB compiler.
The database is hierarchical (tree-structured) and each entry is addressed through an object identifier (OID). Internet
documentation RFCs discuss MIBs, notably RFC 1155, "Structure and Identification of Management Information for
TCP/IP based internets", and its two companions, RFC 1213, "Management Information Base for Network
Management of TCP/IP-based internets", and RFC 1157, "A Simple Network Management Protocol".

Abstract Syntax Notation One (ASN.1)
In telecommunications and computer networking, Abstract Syntax Notation One (ASN.1) is a standard and flexible
notation that describes data structures for representing, encoding, transmitting, and decoding data. It provides a set of
formal rules for describing the structure of objects that are independent of machine-specific encoding techniques and
is a precise, formal notation that removes ambiguities.
ASN.1 is a joint ISO and ITU-T standard, originally defined in 1984 as part of CCITT X.409:1984. ASN.1 moved to
its own standard, X.208, in 1988 due to wide applicability. The substantially revised 1995 version is covered by the
X.680 series.
An adapted subset of ASN.1, Structure of Management Information (SMI), is specified in SNMP to define sets of
related MIB objects; these sets are termed MIB modules.
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MIB hierarchy
The MIB hierarchy can be depicted as a tree with a nameless root, the levels of which are assigned by different
organizations. The top-level MIB OIDs belong to different standards organizations, while lower-level object IDs are
allocated by associated organizations. This model permits management across all layers of the OSI reference model,
extending into applications such as databases, email, and the Java reference model, as MIBs can be defined for all
such area-specific information and operations.
A managed object (sometimes called a MIB object, an object, or a MIB) is one of any number of specific
characteristics of a managed device. Managed objects are made up of one or more object instances (identified by
their OIDs), which are essentially variables.
Two types of managed objects exist:
•• Scalar objects define a single object instance.
•• Tabular objects define multiple related object instances that are grouped in MIB tables.
An example of a managed object is atInput, which is a scalar object that contains a single object instance, the
integer value that indicates the total number of input AppleTalk packets on a router interface.
An object identifier (or object ID or OID) uniquely identifies a managed object in the MIB hierarchy.

SNMPv1 and SMI-specific data types
The first version of the SMI (SMIv1) specifies the use of a number of SMI-specific data types, which are divided
into two categories:
•• Simple data types
•• Application-wide data types

Simple data types

Three simple data types are defined in the SNMPv1 SMI:
• The integer data type is a signed integer in the range of −231 to 231−1.
•• Octet strings are ordered sequences of 0 to 65,535 octets.
•• Object IDs come from the set of all object identifiers allocated according to the rules specified in ASN.1.

Application-wide data types

The following application-wide data types exist in the SNMPv1 SMI:
• Network addresses represent addresses from a particular protocol family. SMIv1 supports only 32-bit (IPv4)

addresses (SMIv2 uses Octet Strings to represent addresses generically, and thus are usable in SMIv1 too. SMIv1
had an explicit IPv4 address datatype.)

• Counters are non-negative integers that increase until they reach a maximum value and then roll over to zero.
SNMPv1 specifies a counter size of 32 bits.

• Gauges are non-negative integers that can increase or decrease between specified minimum and maximum values.
Whenever the system property represented by the gauge is outside of that range, the value of the gauge itself will
vary no further than the respective maximum or minimum, as specified in RFC 2578.

• Time ticks represent time since some event, measured in hundredths of a second.
• Opaques represent an arbitrary encoding that is used to pass arbitrary information strings that do not conform to

the strict data typing used by the SMI.
• Integers represent signed integer-valued information. This data type redefines the integer data type, which has

arbitrary precision in ASN.1 but bounded precision in the SMI.
• Unsigned integers represent unsigned integer-valued information, which is useful when values are always 

non-negative. This data type redefines the integer data type, which has arbitrary precision in ASN.1 but bounded
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precision in the SMI.

SNMPv1 MIB tables
The SNMPv1 SMI defines highly structured tables that are used to group the instances of a tabular object (that is, an
object that contains multiple variables). Tables are composed of zero or more rows, which are indexed in a way that
allows SNMP to retrieve or alter an entire row with a single Get, GetNext, or Set command.

SMIv2 and structure of management information
The second version of the SMI (SMIv2) is described in RFC 2578 and RFC 2579. It enhances and adds to the
SMIv1-specific data types, such as including bit strings, network addresses, and counters. Bit strings are defined
only in SMIv2 and comprise zero or more named bits that specify a value. Network addresses represent an address
from a particular protocol family. Counters are non-negative integers that increase until they reach a maximum value
and then return to zero. In SMIv1, a 32-bit counter size is specified. In SMIv2, 32-bit and 64-bit counters are
defined.
SMIv2 also specifies information modules, which specify a group of related definitions. Three types of SMI
information modules exist: MIB modules, compliance statements, and capability statements.
•• MIB modules contain definitions of interrelated managed objects.
•• Compliance statements provide a systematic way to describe a group of managed objects that must be

implemented for conformance to a standard.
•• Capability statements are used to indicate the precise level of support that an agent claims with respect to a MIB

group. An NMS can adjust its behavior toward agents according to the capabilities statements associated with
each agent.

Updating MIB Modules
MIB modules are occasionally updated to add new functionality, remove ambiguities and to fix defects. These
changes are made in conformance to section 10 of RFC 2578 and section 5 of RFC 2579. An example of a MIB
module that has been updated many times is the important set of objects that was originally defined in RFC 1213,
also known as "MIB-II". This MIB module has since been split up and can be found in MIB modules such as RFC
4293 "Management Information Base for the Internet Protocol (IP)", RFC 4022 "Management Information Base for
the Transmission Control Protocol (TCP)", RFC 4113 "Management Information Base for the User Datagram
Protocol (UDP)", RFC 2863 "The Interfaces Group MIB" and RFC 3418 "Management Information Base (MIB) for
the Simple Network Management Protocol (SNMP)".

MIBs index
There are a large number of MIBs defined by both standards organizations like the IETF, private enterprises and
other entities.

IETF maintained
There are 318 RFCs in the first 5000 RFCs from the IETF that contain MIBs. This list is merely a fraction of the
MIBs that have been written:
• SNMP - SMI: RFC 1155 — Defines the Structure of Management Information (SMI)
• MIB-I: RFC 1156 — Historically used with CMOT, not to be used with SNMP
• SNMPv2-SMI: RFC 2578 — Structure of Management Information Version 2 (SMIv2)
• MIB-II: RFC 1213 — Management Information Base for Network Management of TCP/IP-based internets
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• SNMPv2-MIB: RFC 3418 — Management Information Base (MIB) for the Simple Network Management
Protocol (SNMP)

• TCP-MIB: RFC 4022 — Management Information Base for the Transmission Control Protocol (TCP)
• UDP-MIB: RFC 4113 — Management Information Base for the User Datagram Protocol (UDP)
• IP-MIB: RFC 4293 — Management Information Base for the Internet Protocol (IP)
• IF-MIB: RFC 2863 — The Interfaces Group MIB
• ENTITY-MIB: RFC 4133 — Entity MIB (Version 3)
• ENTITY-STATE-MIB: RFC 4268 — Entity State MIB
• ALARM-MIB: RFC 3877 — Alarm Management Information Base (MIB)
•• Fibre Channel

• FC-MGMT-MIB: RFC 4044 Fibre Channel Management MIB
• FIBRE-CHANNEL-FE-MIB: RFC 2837 Definitions of Managed Objects for the Fabric Element in Fibre

Channel Standard
• HPR-IP-MIB: RFC 2584 — Definitions of Managed Objects for APPN/HPR in IP Networks

IEEE maintained
The IETF and IEEE have agreed to move MIBs relating to IEEE work (for example Ethernet and bridging) to their
respective IEEE workgroup. This is in process and a few items are complete.
•• Network bridge

•• IEEE 802.1ap-2008 consolidated the IEEE and IETF RFCs related to bridging networks into eight related
MIBs.

References

External links
• ByteSphere's MIB Database (http:/ / www. oidview. com/ mibs/ ), a free online MIB repository for thousands of

SNMP MIBs.
• MIBSearch (http:/ / www. mibsearch. com/ ), a free search engine for SNMP MIB files.
• SimpleWeb MIBs (http:/ / www. simpleweb. org/ ietf/ mibs/ )
• MIB index (http:/ / www. icir. org/ fenner/ mibs/ mib-index. html), ICIR.
• MIB Compilers and Loading MIBs (http:/ / www. cisco. com/ en/ US/ tech/ tk648/ tk362/

technologies_tech_note09186a00800b4cee. shtml), Cisco.
• ipMonitor's SNMP Center (http:/ / support. ipmonitor. com/ snmp_center. aspx)
• MIB Depot (http:/ / www. mibdepot. com/ ) — extensive list of MIBs
• PEN (Private Enterprise Number) registry (http:/ / www. iana. org/ assignments/ enterprise-numbers)
• PEN request authority (http:/ / pen. iana. org/ pen/ PenApplication. page)
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MIB Browsers
• SnmpB: A graphical open source MIB browser (http:/ / sourceforge. net/ projects/ snmpb/ ) for Windows,

MacOSX and Linux.
• mbrowse: A graphical SNMP MIB browser for Linux (http:/ / sourceforge. net/ projects/ mbrowse/ ), based upon

GTK+ and Net-SNMP.
• BlackOwl MIB Browser: A graphical MIB browser for Windows and Linux (http:/ / sourceforge. net/ projects/

blackowl/ ) which can extract MIBs from RFCs and display graphs.
• SMI-Mib Browser: A graphical MIB browser (http:/ / sourceforge. net/ projects/ mibview/ ) — as of 2010-05-18,

this project is no longer under active development.
• MBJ: A graphical MIB browser, written in Java (http:/ / sourceforge. net/ projects/ mbj/ )
• JMibBrowser: A graphical MIB browser, written in Java (http:/ / sourceforge. net/ projects/ jmibbrowser/ ). It can

send SNMP requests and dynamically load MIB data.
• qtmib: An open source graphical MIB browser (http:/ / qtmib. sourceforge. net/ ) written in C++. It is build as a

front-end for Net-SNMP.
• NetDecision MIB Browser: A graphical MIB browser, written in C++ (http:/ / www. netmechanica. com/

products/ ?prod_id=1009). It can send SNMP requests and dynamically load MIB files.

Planetary Data System
The Planetary Data System (PDS) is a distributed data system that NASA uses to archive data collected by Solar
System robotic missions and ground-based support data associated with those missions. PDS is managed by NASA
Headquarters' Planetary Sciences Division. The PDS is an active archive that makes available well documented, peer
reviewed data to the research community. The archive and data within are held to high quality standards established
by the PDS. The PDS is divided into a number of science discipline "nodes" which are individually curated by
planetary scientists. The Solar System Exploration Data Services Office at the Goddard Space Flight Center handles
PDS Project Management.

PDS archiving philosophy
The main objective of the PDS is to maintain a planetary data archive that will withstand the test of time such that
future generations of scientists can access, understand and use preexisting planetary data. The PDS tries to ensure
compatibility of the archive by adhering to strict standards of storage media, archiving formats, and required
documentation.

Storage media
One critical component of the PDS archive is the storage media. The data must be stored effectively and efficiently
with no degradation of the data over the archive's lifespan. Therefore, the physical media must have large capacity
and must remain readable over many years. PDS is migrating toward electronic storage as its "standard" media.

Archiving formats
The format of the data is also important. In general, transparent, non-proprietary formats are best. When a 
proprietary format is submitted to the archive (such as a Microsoft Word document) an accompanying plain text file 
is also required. It is assumed that the scientists of the future will at least be able to make sense of regular ASCII 
bytes even if the proprietary software and support ceases to exist. PDS allows figures and illustrations to be included 
in the archive as individual images. PDS adheres to many other standards including, but not limited to, special 
directory and file naming conventions and label requirements. Each file in the PDS archive is accompanied by a
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searchable label (attached or detached) that describes the file content.

Archiving documents
The archive must be complete and be able to stand alone. There is no guarantee that the people who originally
worked with and submitted the data to the archive will be available in the future to field questions regarding the data,
its calibration or the mission. Therefore, the archive must include good descriptive documentation of how the
spacecraft and its instruments worked, how the data were collected and calibrated, and what the data mean. The
quality of the documentation is examined during a mission independent PDS peer review.

Nodes
The PDS [1] is composed of 8 nodes, 6 science discipline nodes and 2 support nodes. In addition, there are several
subnodes and data nodes whose exact status tends to change over time.

Science Discipline Nodes
• Atmospheres Node [2] - handles non-imaging atmospheric data (New Mexico State University)
• Geosciences Node [3] - handles data of the surfaces and interiors of terrestrial planetary bodies (Washington

University)
• Imaging Node [4] - archives many of the larger planetary image data collections (Astrogeology Research Program

of the United States Geological Survey, and Jet Propulsion Laboratory)
• Planetary Plasma Interaction (PPI) Node [5] - handles data consisting of the interaction between the solar wind

and planetary winds with planetary magnetospheres, ionospheres and surfaces (University of California, Los
Angeles)

• Planetary Rings Node [6] - handles planetary ring system data (SETI Institute)
• Small Bodies Node (SBN) [7] - handles asteroid, comet and planetary dust data (University of Maryland, College

Park)
• Comet Subnode (University of Maryland, College Park)
• Asteroid/Interplanetary Dust Subnode (Planetary Science Institute)

Support Nodes
• Engineering Node [8] - provides systems engineering support to the PDS (Jet Propulsion Laboratory)
• Navigation and Ancillary Information Facility (NAIF) Node [9] - maintains the SPICE information system (Jet

Propulsion Laboratory)

External links
• Official NASA PDS site [10]

References
[1] http:/ / pds. jpl. nasa. gov
[2] http:/ / pds-atmospheres. nmsu. edu/
[3] http:/ / pds-geosciences. wustl. edu/
[4] http:/ / img. pds. nasa. gov/
[5] http:/ / pds-ppi. igpp. ucla. edu
[6] http:/ / pds-rings. seti. org/
[7] http:/ / pds-smallbodies. astro. umd. edu/
[8] http:/ / pds-engnode. jpl. nasa. gov/
[9] http:/ / naif. jpl. nasa. gov/ naif/
[10] http:/ / pds. nasa. gov/
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http://pds-atmospheres.nmsu.edu/
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Parameter Value Language 1469

Parameter Value Language
In computer programming, Parameter Value Language (PVL) is a markup language similar to XML. It is
commonly employed for entries in the Planetary Database System used by NASA to store mission data, among other
uses.

External links
• Specification [1]

References
[1] http:/ / www. iso. org/ iso/ iso_catalogue/ catalogue_ics/ catalogue_detail_ics. htm?csnumber=26095

National Data Repository
A National Data Repository (NDR) is a data bank that seeks to preserve and promote a country’s natural resources
data, particularly data related to the petroleum exploration and production (E&P) sector.
A National Data Repository is normally established by an entity that governs, controls and supports the exchange,
capture, transference and distribution of E&P information, with the final target to provide the State with the tools and
information to assure the growth, govern-ability, control, independence and sovereignty of the industry.
The two fundamental reasons for a country to establish an NDR are to preserve data generated inside the country by
the industry, and to promote investments in the country by utilizing data to reduce the exploration, production, and
transportation business risks.
Countries take different approaches towards preserving and promoting their natural resources data. The approach
varies according to a country’s natural resources policies, level of openness, and its attitude towards foreign
investment.

Data types
NDRs store a vast array of data related to a country’s natural resources. This includes wells, well log data, well
reports, core samples, seismic surveys, post-stack seismic, field data/tapes, seismic (acquisition/processing) reports,
production data, geological maps and reports, license data and geological models.

Funding models
Some NDRs are financed entirely by a country’s government. Others are industry-funded. Still some are hybrid
systems, funded in part by industry and government. NDRs typically charge fees for data requests and for data
loading. The cost differs significantly between countries. In some cases an annual membership is charged to oil
companies to store and access the data in the NDR.

http://en.wikipedia.org/w/index.php?title=Markup_language
http://en.wikipedia.org/w/index.php?title=Planetary_Database_System
http://en.wikipedia.org/w/index.php?title=NASA
http://www.iso.org/iso/iso_catalogue/catalogue_ics/catalogue_detail_ics.htm?csnumber=26095
http://www.iso.org/iso/iso_catalogue/catalogue_ics/catalogue_detail_ics.htm?csnumber=26095
http://en.wikipedia.org/w/index.php?title=Exploration_and_production
http://en.wikipedia.org/w/index.php?title=Well_logging
http://en.wikipedia.org/w/index.php?title=Core_sample
http://en.wikipedia.org/w/index.php?title=Seismic
http://en.wikipedia.org/w/index.php?title=Seismic_inversion%23Post-stack_seismic_resolution_inversion
http://en.wikipedia.org/w/index.php?title=Oil_production
http://en.wikipedia.org/w/index.php?title=Geological_map
http://en.wikipedia.org/w/index.php?title=Geologic_modeling
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Standards body
Energistics is the global energy standards resource center for the upstream oil and gas industry.
Energistics National Data Repository Work Group: The standards body is Energistics.[1]

Energistics-standards-directory
Global regulators of upstream oil and natural gas information, including seismic, drilling, production and reservoir
data, formed the National Data Repository (NDR) Work Group in 2008 to collaborate on the development of data
management standards and to assist emerging nations with hydrocarbon reserves to better collect, maintain and
deliver oil and gas data to the public and to the industry.
Ten countries, led by the Netherlands, Norway and the United Kingdom, formed NDR to share best practices and to
formalize the development and deployment of data management standards for regulatory agencies. The other
countries involved in the NDR Work Group’s formation are Australia, Canada, India, Kenya, New Zealand, South
Africa and the United States.
Annual NDR Conference: Approximately every 18 months Energistics organizes a National Data Repository
Conference. The purpose is to provide government and regulatory agencies from around the world an opportunity to
attend a series of workshops dedicated to developing data exchange standards, improving communications with the
oil and gas industry and learning data management techniques for natural resources information.[2]

NDRs around the world

Click here to open this map in Google Maps [3]

http://en.wikipedia.org/w/index.php?title=Energistics
http://en.wikipedia.org/w/index.php?title=Netherlands
http://en.wikipedia.org/w/index.php?title=Norway
http://en.wikipedia.org/w/index.php?title=United_Kingdom
http://en.wikipedia.org/w/index.php?title=Australia
http://en.wikipedia.org/w/index.php?title=Canada
http://en.wikipedia.org/w/index.php?title=India
http://en.wikipedia.org/w/index.php?title=Kenya
http://en.wikipedia.org/w/index.php?title=New_Zealand
http://en.wikipedia.org/w/index.php?title=South_Africa
http://en.wikipedia.org/w/index.php?title=South_Africa
http://en.wikipedia.org/w/index.php?title=United_States
http://en.wikipedia.org/w/index.php?title=File:NDRs_around_the_world_2011-11.jpg
http://maps.google.com/maps/ms?ie=UTF&msa=0&msid=116086457121594113105.0004962de0b54da84ae44
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Country Name Agency Scope Status Purposes Data types/volumes Standards used Funding Website

  Algeria BDN ALNAFT Onshore

and

Offshore

Algeria

Ongoing

project -

agency

created by

new law in

2005

Custodian of all

E&P data of the

country

Cultural, Seismic,

Wells, Logs,

Production, Facilities,

Economical and

Fiscality,

Interpretation, Physical

assets index

SEGY, UKOOA, LAS,

DLIS

Government

funding/Agency

revenue

  Colombia EPIS Agencia

Nacional de

Hidrocarburos

(ANH)

Onshore

and

offshore

Colombia

Created

originally for

Ecopetrol and

transferred to

ANH when it

was

established in

2003. New

system

launched

December

2009

Promote and

preserve all the

technical E&P

information

assets of the

country

wells, surveys,

licenses, seismic

sections, well reports,

maps

REST Web services Government

funding
http:/ / www.
epis. com. co

  Canada CNSOPB Nova Scotia

Offshore

Petroleum

Board –

Geoscience

Research

Centre- Digital

Data

Management

Centre (DMC)

Offshore

Nova

Scotia,

Canada

Operational

since 2007

To provide an

effective &

efficient system

for the

management of

digital petroleum

data, assist

explorers in

easily obtaining

access to large

volumes of data

via the web, Data

Preservation and

Data Distribution

Wells, well log curves,

well reports, cores and

samples, field

data/tapes, seismic

(acquisition/processing)

reports, production

data, interpretative

maps and reports

LAS, DLIS, SEGY Funded 50/50

by the Federal

and Provincial

Governments

with some

funds from

industry

through cost

recovery

http:/ / www.
cnsopb. ns. ca/
[4]

  Australia PIMS Geoscience

Australia

Active Various online

and web based

systems exist for

E &P,

geosciences

Wells, well log curves,

well reports, cores and

samples, field

data/tapes, seismic

(acquisition/processing)

reports, production

data, interpretative

maps and reports

[5] [6] [7]
https:/ / vdr.
ga. gov. au/

  Western

Australia

WAPIMS Government of

Western

Australia

Active WAPIMS is a

petroleum,

geothermal and

minerals

exploration

database

Contains data on titles,

wells, geophysical

surveys and other

petroleum exploration

and production data

submitted to DMP by

the petroleum industry.

http:/ / dmp.
wa. gov. au [8]

  New South

Wales

Government of

New South

Wales

Active Various online

geoscience

databases to

assist New South

Wales including

DIGS

[9] [10]

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Algeria.svg
http://en.wikipedia.org/w/index.php?title=Algeria
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Colombia.svg
http://en.wikipedia.org/w/index.php?title=Colombia
http://www.epis.com.co
http://www.epis.com.co
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Canada.svg
http://en.wikipedia.org/w/index.php?title=Canada
http://www.cnsopb.ns.ca/
http://www.cnsopb.ns.ca/
http://ww1.cnsopbdmc.ca/dp/controller/PLEASE_LOGIN_PAGE
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Australia.svg
http://en.wikipedia.org/w/index.php?title=Australia
http://en.wikipedia.org/wiki/Geoscience_Australia
http://dbforms.ga.gov.au/pls/www/npm.pims_web.search
http://dbforms.ga.gov.au/www/npm.well.search
https://vdr.ga.gov.au/
https://vdr.ga.gov.au/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Western_Australia.svg
http://en.wikipedia.org/w/index.php?title=Western_Australia
http://en.wikipedia.org/w/index.php?title=Western_Australia
http://dmp.wa.gov.au
http://dmp.wa.gov.au
https://wapims.doir.wa.gov.au/dp/index.jsp
http://en.wikipedia.org/w/index.php?title=File:Flag_of_New_South_Wales.svg
http://en.wikipedia.org/w/index.php?title=New_South_Wales
http://en.wikipedia.org/w/index.php?title=New_South_Wales
http://www.dpi.nsw.gov.au/minerals
http://digsopen.minerals.nsw.gov.au/
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  Northern

Territory

Government of

Northern

Territory

Active Various online

geoscience

databases to

assist Northern

Territories

Wells, well log curves,

well reports, cores and

samples, field

data/tapes, seismic

(acquisition/processing)

reports, production

data, interpretative

maps and reports

[11] [12] [13]
[14]

  Queensland Government of

Queensland

Active Various online

geoscience

databases to

assist

Queensland

including

Q-DEX

Wells, well log curves,

well reports, cores and

samples, field

data/tapes, seismic

(acquisition/processing)

reports, production

data, interpretative

maps and reports

[15] [16] [17]

  South

Australia

PIRSA Government of

South Australia

Active Various online

geoscience

databases to

assist South

Australia such as

PEP-SA

Wells, well log curves,

well reports, cores and

samples, field

data/tapes, seismic

(acquisition/processing)

reports, production

data, interpretative

maps and reports

[18] [19] [20]

  Tasmania Various online

geoscience

databases to

assist Tasmania

Active [21] [22]   ChinaCNPC Chinese

National

Petroleum

Corporation

Various

oil

companies

in China

with

CNPC the

largest

and parent

of

Petrochina

http:/
/
www.
cnpc.
com.
cn/
en/
[23]
http:/
/
www.
cnooc.
com.
cn/
[24]

  Russia Sakhalin, DIGC

RDC

Various oil

companies in

Russia the

largest being

Rosneft

which is state

owned

http:/ / www.
rosneft. com
http:/ / www.
lukoil. com
http:/ / www.
tnk-bp. com/
en/ http:/ /
www.
surgutneftegas.
ru/ http:/ /
www.
gazprom-neft.
com/ [25]

http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Northern_Territory.svg
http://en.wikipedia.org/w/index.php?title=Northern_Territory
http://en.wikipedia.org/w/index.php?title=Northern_Territory
http://www.nt.gov.au/d/Minerals_Energy/index.cfm?header=Petroleum
http://apps.minerals.nt.gov.au/irmspet/
http://www.ga.gov.au/oracle/npd/
http://apps.minerals.nt.gov.au/strike/CLIENT/display/GeoSamba.asphttp://www.dpi.nsw.gov.au/minerals
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Queensland.svg
http://en.wikipedia.org/w/index.php?title=Queensland
http://www.dme.qld.gov.au/mines/about_us.cfm
http://www.dme.qld.gov.au/mines/petroleum_gas.cfm
http://www.dme.qld.gov.au/mines/interactive_resource_data.cfm
http://en.wikipedia.org/w/index.php?title=File:Flag_of_South_Australia.svg
http://en.wikipedia.org/w/index.php?title=South_Australia
http://en.wikipedia.org/w/index.php?title=South_Australia
http://www.pir.sa.gov.au/petroleum
http://www.pir.sa.gov.au/petroleum/access_to_data/well_completion_reports
http://www.pir.sa.gov.au/petroleum/access_to_data/peps-sa_database
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Tasmania.svg
http://en.wikipedia.org/w/index.php?title=Tasmania
http://www.mrt.tas.gov.au/portal/page?_pageid=35,1&_dad=portal&_schema=PORTAL
http://www.mrt.tas.gov.au/portal/page?_pageid=35,856405&_dad=portal&_schema=PORTAL|-
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_People%27s_Republic_of_China.svg
http://en.wikipedia.org/w/index.php?title=China
http://www.cnpc.com.cn/en/
http://www.cnpc.com.cn/en/
http://www.cnpc.com.cn/en/
http://www.cnpc.com.cn/en/
http://www.cnpc.com.cn/en/
http://www.cnpc.com.cn/en/
http://www.cnpc.com.cn/en/
http://www.petrochina.com.cn/ptr/
http://www.cnooc.com.cn/
http://www.cnooc.com.cn/
http://www.cnooc.com.cn/
http://www.cnooc.com.cn/
http://www.cnooc.com.cn/
http://www.cnooc.com.cn/
http://english.sinopec.com/index.shtml
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Russia.svg
http://en.wikipedia.org/w/index.php?title=Russia
http://www.rosneft.com
http://www.rosneft.com
http://www.lukoil.com
http://www.lukoil.com
http://www.tnk-bp.com/en/
http://www.tnk-bp.com/en/
http://www.tnk-bp.com/en/
http://www.surgutneftegas.ru/
http://www.surgutneftegas.ru/
http://www.surgutneftegas.ru/
http://www.surgutneftegas.ru/
http://www.gazprom-neft.com/
http://www.gazprom-neft.com/
http://www.gazprom-neft.com/
http://www.gazprom-neft.com/
http://www.tatneft.ru/wps/wcm/connect/tatneft/portal_rus/homepage/
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  Indonesia Indonesia's

National

Data

Centre

(NDC) for

petroleum,

energy and

minerals

data

Agency for

Research and

Development in

the Ministry of

Energy and

Mineral

Resources of

the Republic of

Indonesia

Onshore &

Offshore

In 1997

Indonesia

established

Migas Data

Management

(MDM)

operated by

PT. Patra

Nusa Data

(PND)

PND manages

and promotes

petroleum

investment

opportunities by

compiling and

value adding

available

petroleum data

and information.

http:/ / www.
patranusa.
com/

  New

Zealand

New

Zealand

Online

Exploration

Database

New Zealand

Petroleum &

Minerals,

Ministry of

Business

Innovation &

Employment

New

Zealand

onshore

and

offshore

out to the

outer

continental

shelf.

Opened to

public in

April 2007.

Data

preservation,

Investment

facilitation, aid

in monitoring

regulatory

compliance,

maximise the

return to the

nation by

informing public

policy and

business strategy.

Wells, well log curves,

petroleum reports

(includes wells and

surveys), mineral

reports, coal reports,

cores and samples,

seismic surveys,

post-stack seismic,

field data/tapes,

seismic

acquisition/processing

reports, geophysical

and geochemical data

acquired in mineral

and coal exploration

(incorporated as

enclosures to reports),

VSP (incorporated as

enclosures to reports),

Seismic survey

observer logs. GIS data

and projects (minerals

and coal). Estimated

total NDR Size: 2.5

TB loaded, 3.0 TB

staged for loading, 40

TB field data offline.

Closely follow

Australian digital

reporting standards. No

naming standards for

wells and surveys.

50%

Government

funding, 50%

third party

permit (license)

fees paid by

exploration

companies.

https:/ / data.
nzpam. govt.
nz

  Jordan NRA Jordan Natural

Resources

Authority

(NRA)

Onshore Active Online data room

allows users to

browse and

select large data

set quickly in a

controlled and

secure

environment

Reserves land records,

field data, maps,

engineering, seismic

data, geological studies

and well files.

http:/ / www.
nra. gov. jo/

  Angola Sonangol Offshore

Angola

Active Promotion,

Organisation &

Management of

all Exploration &

Production

(E&P) Data of

Angola

Wells, surveys,

licenses, seismic

sections, well reports,

maps

Norad/OfD and

NPD assistance
http:/ / www.
sonangol. co.
ao

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Indonesia.svg
http://en.wikipedia.org/w/index.php?title=Indonesia
http://www.patranusa.com/
http://www.patranusa.com/
http://www.patranusa.com/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_New_Zealand.svg
http://en.wikipedia.org/w/index.php?title=New_Zealand
http://en.wikipedia.org/w/index.php?title=New_Zealand
https://data.nzpam.govt.nz
https://data.nzpam.govt.nz
https://data.nzpam.govt.nz
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Jordan.svg
http://en.wikipedia.org/w/index.php?title=Jordan
http://www.nra.gov.jo/
http://www.nra.gov.jo/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Angola.svg
http://en.wikipedia.org/w/index.php?title=Angola
http://www.sonangol.co.ao
http://www.sonangol.co.ao
http://www.sonangol.co.ao
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  France BEPH French

Territory

Interactive maps

of French

territory of oil

data are available

to Internet users

which includes:

Permits for

petroleum

exploration,

seismic

exploration, oil

drilling (data,

documents

available)

Wells, Surveys,

Licenses, Seismic

Sections, Well

Reports, Maps

http:/ / www.
beph. net/

  São Tomé

and Príncipe

ANP-STP National

Petroleum

Agency of São

Tomé &

Principe

(ANP-STP)

Offshore Norad/OfD and

NPD assistance
http:/ / www.
anp-stp. gov.
st/ pt/

  Tanzania TPDC Tanzania

Petroleum

Development

Corp

Began in the

early 1990s

with

Norwegian

assistance

An E & P data

archive centre

Geophysical survey

data, Geological

studies, Well drilling

and completion

reports, Cores and drill

steam data

Norad/OfD and

NPD assistance
http:/ / www.
tpdc-tz. com

  Oman OGDR Department of

Petroleum

Concession,

Ministry of Oil

and Gas

Department

of Petroleum

Concession is

running an

effort to

establish

Oman

Oil&Gas

Data

Repository

(OGDR)

project.

[26]

  Netherlands DINO The Geological

Survey of the

Netherlands, a

division of

TNO

The

Netherlands

including

offshore

waters

Started in

2004.

Currently

BRO is being

planned to

succeed

DINO.

To archive

subsurface data

of the

Netherlands in

one repository

and provide easy

access to the data

to encourage

multiple use of

data.

WMS web services.

DINO uses own

naming conventions

100%

Government

funding

[27]

http://en.wikipedia.org/w/index.php?title=File:Flag_of_France.svg
http://en.wikipedia.org/w/index.php?title=France
http://www.beph.net/
http://www.beph.net/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Sao_Tome_and_Principe.svg
http://en.wikipedia.org/w/index.php?title=S%C3%A3o_Tom%C3%A9_and_Pr%C3%ADncipe
http://en.wikipedia.org/w/index.php?title=S%C3%A3o_Tom%C3%A9_and_Pr%C3%ADncipe
http://www.anp-stp.gov.st/pt/
http://www.anp-stp.gov.st/pt/
http://www.anp-stp.gov.st/pt/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Tanzania.svg
http://en.wikipedia.org/w/index.php?title=Tanzania
http://www.tpdc-tz.com
http://www.tpdc-tz.com
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Oman.svg
http://en.wikipedia.org/w/index.php?title=Oman
http://www.mog.gov.om/tabid/54/Default.aspx
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Netherlands.svg
http://en.wikipedia.org/w/index.php?title=Netherlands
http://en.wikipedia.org/w/index.php?title=Netherlands_Organisation_for_Applied_Scientific_Research
http://www.nlog.nl/en/home/NLOGPortal.html
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  India DGH Directorate

General of

Hydrocarbons

(DGH)

Active -

scheduled

operation by

April 2015

Establishing

national data

archival,

improving data

quality and

access for quality

exploration

covering large

area under

exploration and

providing basis

for long term

energy policy

formulation as

well as support

OALP

Wells, Well Logs,

Cores, Scanned core

images, Seismic,

Reports, production,

Technical Reports

Government of

India
[28]

  Sri Lanka PRDS Ministry of

Petroleum and

Petroleum

Resources

Development

Active since

2009

The PRDS

developed a

website to

disseminate

petroleum data

and information

to public and to

investors to assist

promotion of

offshore areas to

attract investors

for petroleum

exploration

Wells, surveys,

licenses, seismic

sections, well reports,

maps. Data historic

and current, archived

on different media

(paper, mylar,

magnetic tape)

[29]

  Argentina ENARSA Energia

Argentina SA

Established in

2006
http:/ / www.
enarsa. com. ar
[30]

  Peru PeruPetro Active http:/ / www.
perupetro.
com. pe

  Kazakhstan Ministry of

Energy and

Mineral

Resources of

the Republic of

Kazakhstan

(MEMR)

Active http:/ / www.
petrodata. kz

  Pakistan PPEPDR Directorate

General

Petroleum

Concessions

(DGPC)

Active since

2001

Repository contains

more than 10 terabytes

of secure

petrotechnical data

http:/ / www.
ppepdr. net/

http://en.wikipedia.org/w/index.php?title=File:Flag_of_India.svg
http://en.wikipedia.org/w/index.php?title=India
http://www.dghindia.org/DataManagement.aspx#
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Sri_Lanka.svg
http://en.wikipedia.org/w/index.php?title=Sri_Lanka
http://www.prds-srilanka.com/data/onlineData.faces
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Argentina.svg
http://en.wikipedia.org/w/index.php?title=Argentina
http://www.enarsa.com.ar
http://www.enarsa.com.ar
http://energia.mecon.gov.ar/upstream/US_Pterminados.asp
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Peru.svg
http://en.wikipedia.org/w/index.php?title=Peru
http://www.perupetro.com.pe
http://www.perupetro.com.pe
http://www.perupetro.com.pe
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Kazakhstan.svg
http://en.wikipedia.org/w/index.php?title=Kazakhstan
http://www.petrodata.kz
http://www.petrodata.kz
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Pakistan.svg
http://en.wikipedia.org/w/index.php?title=Pakistan
http://www.ppepdr.net/
http://www.ppepdr.net/
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  Nigeria Department

of

Petroleum

Resources

Active since

December

2003.

Preserve,

maintain the

integrity and

promote the

National E&P

data assets with

improved

quality,

efficiency and

accessibility in

the most rapid,

secure and

reliable manner

International and

PetroBank data

management standards

Funded by

Establishment

Costs - one-off

funding by

Government

and Running

Costs -

Subscription &

Transaction

Fees by

Operators

http:/ / ndr.
dprnigeria.
com/

  Turkey PetroBank

MDS

Turkish

Petroleum

Corporation

(TPAO). It is

NOC of

Turkey.

36˚-42˚

northern

parallel and

the 26-45˚

eastern

meridian.

Operational

since 2007

Data assets

preservation,

easy access to

assets, assets

access

controlling and

auditing,

consolidation of

assets, national

archive, central

management of

all assets,

standardization

of assets

according to

international

standards and

naming

conventions,

working with the

most convenient

assets.

Wells, Well log

curves, well reports,

cores and samples,

seismic surveys,

post-stack seismic,

field data/tapes and

seismic

acquisition/processing

reports.

International and

PetroBank data

management standards

Funded fully

by the Turkish

Petroleum

Corporation.

Service usage

is free of

charge.

http:/ / www.
tpao. gov. tr

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Nigeria.svg
http://en.wikipedia.org/w/index.php?title=Nigeria
http://ndr.dprnigeria.com/
http://ndr.dprnigeria.com/
http://ndr.dprnigeria.com/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Turkey.svg
http://en.wikipedia.org/w/index.php?title=Turkey
http://www.tpao.gov.tr
http://www.tpao.gov.tr
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  Norway DISKOS-

Norwegian

National

Data

Repository

Norwegian

Petroleum

Directorate

(NPD) and

DISKOS Group

of oil

companies

Norwegian

continental

shelf

Started in

1995

To ensure

compliance with

NPD reporting

regulations for

digital E&P data.

To reduce data

redundancy. To

ensure that data

is made generally

available to the

oil and gas

industry and to

society as a

whole Long term

preservation of

data.

Wells, Well Log

Curves, Seismic

Surveys, field,

pre-stack & post-stack

seismic, seismic

reports, production

data (monthly

allocated).Size of NDR

estimated at 310

Terabytes.

SEG-D for seismic

field data, SEG-Y for

pre-stack and

post-stack seismic data

(currently only limited

amounts of field and

pre-stack data) All

relevant well data

standards such as LIS,

DLIS, LAS, SPLA,

SCAL etc. PDF and

TIF are also used.

Costs are

shared equally

between all

participating oil

companies (58)

in the Diskos

consortium,

including the

NPD. In

addition

reporting

companies pay

to submit and

download data.

All Norwegian

universities

have free

access to public

data in Diskos.

Non-oil

companies can

apply for

Associated

Membership,

there are

currently 15

such members.

http:/ / www.
diskos. com
http:/ / www.
npd. no

  United

Kingdom

CDA CDA Common

Data Access

Ltd

UK

Offshore

Waters

Well

DataStore

went live in

1995. DEAL

started

operations in

2000. The

Seismic

datastore

went live in

2009.

Estimated

NDR size: 6

Terabytes

Save costs for

licenses,Improve

access to

data,Comply

with regulations

Well log curves, Well

reports, Post-stack

seismic, Seismic

reports, VSP, deviation

and test data.

Estimated NDR size: 6

Terabytes

CDA has adopted

DECC’s naming

standards for wells and

surveys and continues

to work closely with

DECC and industry to

identify a range of

standards (see the CDA

and DECC websites for

more on this)

Owned by the

UK oil and gas

industry

[31] [32] [33]
http:/ / www.
cdal. com [34]

  United

Kingdom

UKOGL UK Onshore

Geophysical

Library

UK

onshore

In operation

since 1994.

Managed and

operated by

Lynx

Information

Systems Ltd

on behalf of

UKOGL.

Custodian of all

UK onshore

seismic data

Seismic, well tops,

logs, cultural. Current

archive size approx

6TB

SEGY, UKOOA, LAS,

DLIS

Self-funded

through data

sales

http:/ / www.
ukogl. org. uk
[35]

  Brazil ANP Agência

Nacional do

Petróleo (ANP)

BDEP

formed in

May 2000

Stores seismic, well

log, post stack and

pre-stack seismic data

and potential field

data(Grav/Mag)

ANP standards in place Funded by

Members
http:/ / www.
bdep. gov. br

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Norway.svg
http://en.wikipedia.org/w/index.php?title=Norway
http://www.diskos.com
http://www.diskos.com
http://www.npd.no
http://www.npd.no
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_United_Kingdom.svg
http://en.wikipedia.org/w/index.php?title=United_Kingdom
http://en.wikipedia.org/w/index.php?title=United_Kingdom
https://www.cdadatastore.com/dp/jsp/PleaseLogin.jsp
https://www.ukdeal.co.uk/dp/jsp/PleaseLoginDeal.jsp
https://www.og.decc.gov.uk/regulation/pons/index.htm
http://www.cdal.com
http://www.cdal.com
https://www.ukdeal.co.uk/dp/pages/deal/CDA%20Seismic%20DataStore%20Price%20List.pdf
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_United_Kingdom.svg
http://en.wikipedia.org/w/index.php?title=United_Kingdom
http://en.wikipedia.org/w/index.php?title=United_Kingdom
http://www.ukogl.org.uk
http://www.ukogl.org.uk
http://maps.lynxinfo.co.uk/UKOGL_LIVE/map.html
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Brazil.svg
http://en.wikipedia.org/w/index.php?title=Brazil
http://www.bdep.gov.br
http://www.bdep.gov.br
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  Mexico Ditep Pemex Established in

2002

Promotes and preserve

all the technical E&P

information assets of

the country

[36]

  Israel The Ministry of

National

Infrastructures

Exploratory [37]

  Cyprus MCIT Ministry of

Commerce,

Industry and

Tourism-Energy

Service

Offshore Promotional Responsible for

granting licences

for prospecting,

exploration and

exploitation of

hydrocarbons

[38]

  South

Africa

Petroleum

Agency of

South Africa

Active Seismic data,

Well data,

Samples, reports

and diagrams

Standards: Formats –

SEGD, SEGY, LIS,

LAS, PDF and TIFF,

Media – 3480, 3590,

DLT, 8mm Exabyte,

DAT

From 2010

funded by

Government

[39]

  Kenya National

Data

Center

(NDC)

National Oil

Corporation of

Kenya

Offshore

and

Onshore

Began in

2007, system

implemented

in 2010.

Digital data

preservation,

National archive,

to implement

integrated data

management

systems, provide

easy access to

quality-controlled

data for internal

and external

customers, attract

oil and gas

exploration

investment and

to reduce data

management

costs.

Wells, well log curves,

well reports, post-stack

seismic, field

data/tapes, seismic

acquisition/processing

reports, interpretive

maps and reports.

Seismic data- SEGY.

3590 or 3592 data

cartridges.

100%

Government

Funded

http:/ / www.
nockenya. co.
ke/

  United

States

BOEMRE Bureau of

Ocean Energy,

Management,

Regulation and

Enforcement

(BOEMRE)

Gulf of

Mexico

Has replaced

the former

Minerals

Management

Service

(MMS)

[40]

  United

States

NGRDS National

Geoscience

Data Repository

System

(NGDRS)

NGRDS is a

system of

geoscience data

repositories,

providing

information

about their

respective

holdings

accessible

through a

web-based

supercatalog.

geologic, geophysical,

and engineering data,

maps, well logs, and

samples

DOE has

provided funds

for the NGDRS

since 1993

[41] http:/ /
www. energy.
gov/ [42]
List of Repositories

in US listed also as

directory [43]

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Mexico.svg
http://en.wikipedia.org/w/index.php?title=Mexico
http://www.pep.pemex.com/index.html
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Israel.svg
http://en.wikipedia.org/w/index.php?title=Israel
http://www.mni.gov.il/mni/en-US/NaturalResources/OilandgasExploration/OilMaps/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Cyprus.svg
http://en.wikipedia.org/w/index.php?title=Cyprus
http://www.mcit.gov.cy/mcit/mcit.nsf/dmlhexploration_en/dmlhexploration_en?OpenDocument
http://en.wikipedia.org/w/index.php?title=File:Flag_of_South_Africa.svg
http://en.wikipedia.org/w/index.php?title=South_Africa
http://en.wikipedia.org/w/index.php?title=South_Africa
http://www.petroleumagencysa.com
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Kenya.svg
http://en.wikipedia.org/w/index.php?title=Kenya
http://www.nockenya.co.ke/
http://www.nockenya.co.ke/
http://www.nockenya.co.ke/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_United_States.svg
http://en.wikipedia.org/w/index.php?title=United_States
http://en.wikipedia.org/w/index.php?title=United_States
http://en.wikipedia.org/w/index.php?title=Bureau_of_Ocean_Energy_Management%2C_Regulation_and_Enforcement
http://en.wikipedia.org/w/index.php?title=Bureau_of_Ocean_Energy_Management%2C_Regulation_and_Enforcement
http://en.wikipedia.org/w/index.php?title=Bureau_of_Ocean_Energy_Management%2C_Regulation_and_Enforcement
http://en.wikipedia.org/w/index.php?title=Bureau_of_Ocean_Energy_Management%2C_Regulation_and_Enforcement
http://en.wikipedia.org/w/index.php?title=Bureau_of_Ocean_Energy_Management%2C_Regulation_and_Enforcement
http://en.wikipedia.org/w/index.php?title=Bureau_of_Ocean_Energy_Management%2C_Regulation_and_Enforcement
http://www.gomr.boemre.gov/homepg/data_center.html
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_United_States.svg
http://en.wikipedia.org/w/index.php?title=United_States
http://en.wikipedia.org/w/index.php?title=United_States
http://www.agiweb.org/ngdrs/index.html
http://www.energy.gov/
http://www.energy.gov/
http://www.energy.gov/
http://www.agiweb.org/index.html
http://www.agiweb.org/ngdrs/overview/datadirectory.html
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  Cambodia CNPA Cambodia

National

Petroleum

Authority

Onshore &

Offshore

Promotion and

preservation of

technical E&P

information

assets of the

country

Norad/OfD and

NPD assistance
http:/ / www.
cnpa-cambodia.
com/

  Afghanistan MOM Ministry of

Mines of the

Islamic

Republic of

Afghanistan

(MoM)

Onshore Promotion and

preservation of

technical E&P

information

assets of the

country

Norad/OfD and

NPD assistance
http:/ / www.
mom. gov. af
[44]

  Bangladesh MOEMR Hydrocarbon

Unit, Ministry

of Power,

Energy and

Mineral

Resources

(MOEMR)

Onshore &

Offshore

Active and

ongoing via

HCU unit

since 2005

A mini-data bank

has established in

the HCU to

handle

Production data,

Resource data by

using Database

& GIS Software

2005 and

promotion of

technical E&P

information

assets of the

country

Funded assistance Norad/OfD and

NPD assistance
http:/ / www.
hcu. org. bd/
http:/ / www.
petrobangla.
org. bd http:/ /
www. bapex.
com. bd

  Ethiopia MOME Ministry of

Mines and

Energy Ethiopia

Active and

ongoing

Promotion of

technical E&P

information

assets of the

country

[45]

  Cameroon SNH SNH Cameroon Active &

Ongoing

Preservation and

promotion of

technical E&P

information

assets of the

country

http:/ / www.
snh. cm

  Malaysia PIRI Petronas Yet to

establish full

NDR

Promotion and

preservation of

technical E&P

information

assets of the

country

http:/ / www.
petronas. com.
my

  Spain ATH Online GIS

databases to

geophyscial

information

SIGEOF and

ATH (Archivo

de

Hydrocarbures)

[46] [47] [48]

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Cambodia.svg
http://en.wikipedia.org/w/index.php?title=Cambodia
http://www.cnpa-cambodia.com/
http://www.cnpa-cambodia.com/
http://www.cnpa-cambodia.com/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Afghanistan.svg
http://en.wikipedia.org/w/index.php?title=Afghanistan
http://www.mom.gov.af
http://www.mom.gov.af
http://www.afghanistanpetroleum.com
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Bangladesh.svg
http://en.wikipedia.org/w/index.php?title=Bangladesh
http://www.hcu.org.bd/
http://www.hcu.org.bd/
http://www.petrobangla.org.bd
http://www.petrobangla.org.bd
http://www.petrobangla.org.bd
http://www.bapex.com.bd
http://www.bapex.com.bd
http://www.bapex.com.bd
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Ethiopia.svg
http://en.wikipedia.org/w/index.php?title=Ethiopia
http://www.mome.gov.et/petroleum.html
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Cameroon.svg
http://en.wikipedia.org/w/index.php?title=Cameroon
http://www.snh.cm
http://www.snh.cm
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Malaysia.svg
http://en.wikipedia.org/w/index.php?title=Malaysia
http://www.petronas.com.my
http://www.petronas.com.my
http://www.petronas.com.my
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Spain.svg
http://en.wikipedia.org/w/index.php?title=Spain
http://www.mityc.es/energia/petroleo/Exploracion/Paginas/Estadisticas.aspx
http://hidrocarburos.mityc.es/ath/
http://www.igme.es/internet/sigeof/INICIOsiGEOF.htm
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  Morocco ONHYM Office National

des

Hydrocarbures

et des Mines

Promotion and

preservation of

technical E&P

information

assets of the

country

http:/ / www.
onhym. com

  Madagascar OMNIS Promotion and

preservation of

technical E&P

information

assets of the

country

Norad OfD and

NPD assistance

  Sudan Norad OfD and

NPD assistance

  Morocco ONHYM Office National

des

Hydrocarbures

et des Mines

Promotion and

preservation of

technical E&P

information

assets of the

country

http:/ / www.
onhym. com

  Nicaragua MEM Active &

ongoing

Norad OfD and

NPD assistance
http:/ / www.
ine. gob. ni
http:/ / www.
mem. gob. ni

  Iraq MoO Ministry of Oil

Republic of Iraq

Active and

Ongoing

since 2005

MoO

establishing a

centralized data

base and NDR

for Iraqi

petroleum data

and to ensure

that data &

information from

petroleum

activities is made

available and

attract more

investors by

promoting the

petroleum

activities

Well logs, Maps,

Magnetic tapes, Core

& cutting samples,

Other geological and

geophysical

information

Norad/OfD and

NPD assistance
http:/ / www.
oil. gov. iq

  Latvia LEGMC Latvian

Environment,

Geology and

Meteorology

Centre

Offshore &

Onshore

An E & P data

archive centre

which provides

data available for

purchase

Geological (well and

seismic data, maps,

reports etc.)

[49]

  Albania AKBN National

Agency of

Natural

Resources

Generates and

promotes

exploration

opportunities in

Albania,

maintains

archive of E & P

data.

[50]

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Morocco.svg
http://en.wikipedia.org/w/index.php?title=Morocco
http://www.onhym.com
http://www.onhym.com
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Madagascar.svg
http://en.wikipedia.org/w/index.php?title=Madagascar
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Sudan.svg
http://en.wikipedia.org/w/index.php?title=Sudan
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Morocco.svg
http://en.wikipedia.org/w/index.php?title=Morocco
http://www.onhym.com
http://www.onhym.com
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Nicaragua.svg
http://en.wikipedia.org/w/index.php?title=Nicaragua
http://www.ine.gob.ni
http://www.ine.gob.ni
http://www.mem.gob.ni
http://www.mem.gob.ni
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Iraq.svg
http://en.wikipedia.org/w/index.php?title=Iraq
http://www.oil.gov.iq
http://www.oil.gov.iq
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Latvia.svg
http://en.wikipedia.org/w/index.php?title=Latvia
http://mapx.map.vgd.gov.lv/geo3/VGD_OIL_PAGE/index.htm
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Albania.svg
http://en.wikipedia.org/w/index.php?title=Albania
http://www.akbn.gov.al/index.php?ak=details&cid=5&lng=en
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  Uganda PEPD Petroleum

Exploration &

Production

Dept (PEPD)

Onshore Technical E & P data

archive and

information

Norad/Ofd

assistance
[51] [52]

  Zambia Ministry of

Mines and

Minerals

Development,

Geological

Survey

Department

(GSD)

Onshore Active and

ongoing

Technical E & P data

archive and

information -

Technical Records

Unit

Norad/Ofd &

NPD assistance
[53]

  Ivory

Coast

MME Ministry of

Mines &

Energy

Onshore &

Offshore

Norad/Ofd and

NPD assistance
http:/ / www.
cotedivoirepr.
ci/ [54]

  Romania National

Agency for

Mineral

Resources

Promotion and

preservation of

technical E&P

information

assets of the

country

http:/ / www.
namr. ro/
main_en. htm

  Fiji SOPAC Mineral

Resources Dept

Fiji

Created as

SOPAC

Petroleum

Data Bank a

cooperative

effort with

Geoscience

Australia

SOPAC acts as

custodian and

primary point for

E & P data &

information

preserved on

behalf of Pacific

Island member

nations

Well logs, Maps,

Magnetic tapes, Core

& cutting samples,

Other geological and

geophysical

information

In part

externally

managed

http:/ / www.
mrd. gov. fj/
gfiji/ [55] [56]
[57]

  Papua New

Guinea

SOPAC Department of

Petroleum and

Energy

Created as

SOPAC

Petroleum

Data Bank a

cooperative

effort with

Geoscience

Australia

SOPAC acts as

custodian and

primary point for

E & P data &

information

preserved on

behalf of Pacific

Island member

nations

Well logs, Maps,

Magnetic tapes, Core

& cutting samples,

Other geological and

geophysical

information

Externally

managed
http:/ / www.
petroleum.
gov. pg [58]
[56] [59]

  Solomon

Islands

SOPAC Created as

SOPAC

Petroleum

Data Bank a

cooperative

effort with

Geoscience

Australia

SOPAC acts as

custodian and

primary point for

E & P data &

information

preserved on

behalf of Pacific

Island member

nations

Well logs, Maps,

Magnetic tapes, Core

& cutting samples,

Other geological and

geophysical

information

Externally

managed
[56] [60]

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Uganda.svg
http://en.wikipedia.org/w/index.php?title=Uganda
http://www.statehouse.go.ug/government.php?catId=10
http://www.energyandminerals.go.ug
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Zambia.svg
http://en.wikipedia.org/w/index.php?title=Zambia
http://www.zambiageosurvey.gov.zm/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_C%C3%B4te_d%27Ivoire.svg
http://en.wikipedia.org/w/index.php?title=Ivory_Coast
http://en.wikipedia.org/w/index.php?title=Ivory_Coast
http://www.cotedivoirepr.ci/
http://www.cotedivoirepr.ci/
http://www.cotedivoirepr.ci/
http://www.petroci.ci/index.php?numlien=31
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Romania.svg
http://en.wikipedia.org/w/index.php?title=Romania
http://www.namr.ro/main_en.htm
http://www.namr.ro/main_en.htm
http://www.namr.ro/main_en.htm
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Fiji.svg
http://en.wikipedia.org/w/index.php?title=Fiji
http://www.mrd.gov.fj/gfiji/
http://www.mrd.gov.fj/gfiji/
http://www.mrd.gov.fj/gfiji/
http://www.mrd.gov.fj/gfiji/petroleum/petroleum.html
http://www.ga.gov.au/energy/projects/pacific-islands-applied-geoscience-commission.html
http://www.sopac.org/index.php/member-countries/fiji-islands
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Papua_New_Guinea.svg
http://en.wikipedia.org/w/index.php?title=Papua_New_Guinea
http://en.wikipedia.org/w/index.php?title=Papua_New_Guinea
http://www.petroleum.gov.pg
http://www.petroleum.gov.pg
http://www.petroleum.gov.pg
http://www.petrominpng.com.pg/about.html
http://www.ga.gov.au/energy/projects/pacific-islands-applied-geoscience-commission.html
http://www.sopac.org/index.php/member-countries/papua-new-guinea
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Solomon_Islands.svg
http://en.wikipedia.org/w/index.php?title=Solomon_Islands
http://en.wikipedia.org/w/index.php?title=Solomon_Islands
http://www.ga.gov.au/energy/projects/pacific-islands-applied-geoscience-commission.html
http://www.sopac.org/index.php/member-countries/solomon-islands
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  Tonga SOPAC Created as

SOPAC

Petroleum

Data Bank a

cooperative

effort with

Geoscience

Australia

SOPAC acts as

custodian and

primary point for

E & P data &

information

preserved on

behalf of Pacific

Island member

nations

Well logs, Maps,

Magnetic tapes, Core

& cutting samples,

Other geological and

geophysical

information

Externally

managed
[56] [61]

  Vanuatu SOPAC Created as

SOPAC

Petroleum

Data Bank a

cooperative

effort with

Geoscience

Australia

SOPAC acts as

custodian and

primary point for

E & P data &

information

preserved on

behalf of Pacific

Island member

nations

Well logs, Maps,

Magnetic tapes, Core

& cutting samples,

Other geological and

geophysical

information

Externally

managed
[56] [62]

  Guyana GGMC Guyana

Geology and

Mines

Commission

Promotion and

preservation of

technical E&P

information

assets of the

country

http:/ / www.
ggmc. gov. gy

  Syria SPC Syrian

Petroleum

Company

[63]

  Liberia NOCAL National Oil

Company of

Liberia

Promotion and

preservation of

technical E&P

information

assets of the

country

http:/ / www.
nocal-lr. com/

  Chile ENAP National Oil

Company of

Chile

Promotion and

preservation of

technical E&P

information

assets of the

country

http:/ / www.
enap. cl

  Thailand PTTEP PTT

Exploration and

Production

Public

Company Ltd

Promotion and

preservation of

technical E&P

information

assets of the

country

http:/ / www.
pttep. com/
[64]

  Venezuela PDVSA Petroleos de

Venezuela

Onshore &

Offshore

Promotion and

preservation of

technical E&P

information

assets of the

country

http:/ / www.
pdvsa. com/

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Tonga.svg
http://en.wikipedia.org/w/index.php?title=Tonga
http://www.ga.gov.au/energy/projects/pacific-islands-applied-geoscience-commission.html
http://www.sopac.org/index.php/member-countries/tonga
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Vanuatu.svg
http://en.wikipedia.org/w/index.php?title=Vanuatu
http://www.ga.gov.au/energy/projects/pacific-islands-applied-geoscience-commission.html
http://www.sopac.org/index.php/member-countries/vanuatu
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Guyana.svg
http://en.wikipedia.org/w/index.php?title=Guyana
http://www.ggmc.gov.gy
http://www.ggmc.gov.gy
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Syria.svg
http://en.wikipedia.org/w/index.php?title=Syria
http://www.spc-sy.com/en/aboutus/aboutus1_en.php
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Liberia.svg
http://en.wikipedia.org/w/index.php?title=Liberia
http://www.nocal-lr.com/
http://www.nocal-lr.com/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Chile.svg
http://en.wikipedia.org/w/index.php?title=Chile
http://www.enap.cl
http://www.enap.cl
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Thailand.svg
http://en.wikipedia.org/w/index.php?title=Thailand
http://www.pttep.com/
http://www.pttep.com/
http://www.pttep.com/en/index.aspx
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Venezuela.svg
http://en.wikipedia.org/w/index.php?title=Venezuela
http://www.pdvsa.com/
http://www.pdvsa.com/
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  Trinidad

and Tobago

Trinidad

Ministry of

Energy and

Energy Affairs

Promotion and

preservation of

technical E&P

information

assets of the

country

[65] [66]

  MozambiqueNAPD Established in

1999 under

NORAD

support

To ensure that

data &

information from

petroleum

activities is made

available and

attract more

investors by

promoting the

petroleum

activities

Well logs, Maps,

Magnetic tapes, Core

& cutting samples,

Other geological and

geophysical

information

National

Budget and

INP funds

http:/ / www.
inp. gov. mz

  Denmark Danish Energy

Agency

Online GIS

service for wells

and license data

[67]

  Dominican

Republic

Directorate of

Hydrocarbons
[68]

  Equatorial

Guinea

Exploration

databank for

Equatorial

Guinea

http:/ / www.
equatorialoil.
com [69]

  Faroe

Islands

Jardfeingi Jardfeingi

Faorese Earth

and Energy

Directorate

Promotion of

exploration and

licensing rounds

http:/ / www.
jardfeingi. fo

  Philippines PNOC Philippine

National Oil

Company

Promotion of

exploration and

licensing rounds

http:/ / www.
pnoc. com. ph
[70]

  Greenland NunaGIS BMP- Bureau

of Minerals and

Petroleum

Online GIS

with licensing

round

promotion for

hydrocarbons.

http:/ / www.
bmp. gl http:/ /
licence-map.
bmp. gl/

  Iceland Iceland

Continental

Shelf

Portal

(ICSP)

Orkustofnunn -

National

Energy

Authority

Offshore The Iceland

Continental

Shelf Portal

(ICSP)

Provides access

to information

about data

pertaining to the

Icelandic

Continental

Shelf, in

particular

initially to the

northern Dreki

Area to assist

with licensing

round promotion

http:/ / www.
os. is [71]

  Myanmar MOGE Myanmar Oil &

Gas Enterprise
[72]

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Trinidad_and_Tobago.svg
http://en.wikipedia.org/w/index.php?title=Trinidad_and_Tobago
http://en.wikipedia.org/w/index.php?title=Trinidad_and_Tobago
http://www.energy.gov.tt/energy_industry.php?mid=31
http://www.petrotrin.com/Petrotrin2007/UpstreamBusiness.htm
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Mozambique.svg
http://en.wikipedia.org/w/index.php?title=Mozambique
http://www.inp.gov.mz
http://www.inp.gov.mz
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Denmark.svg
http://en.wikipedia.org/w/index.php?title=Denmark
http://www.ens.dk/EN-US/OILANDGAS/Sider/Oilandgas.aspx
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Dominican_Republic.svg
http://en.wikipedia.org/w/index.php?title=Dominican_Republic
http://en.wikipedia.org/w/index.php?title=Dominican_Republic
http://www.dgm.gov.do/sdhidrocarburo/index.html
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Equatorial_Guinea.svg
http://en.wikipedia.org/w/index.php?title=Equatorial_Guinea
http://en.wikipedia.org/w/index.php?title=Equatorial_Guinea
http://www.equatorialoil.com
http://www.equatorialoil.com
http://www.equatorialoil.com
http://www.equatorialoil.com/database.html
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Faroe_Islands.svg
http://en.wikipedia.org/w/index.php?title=Faroe_Islands
http://en.wikipedia.org/w/index.php?title=Faroe_Islands
http://www.jardfeingi.fo
http://www.jardfeingi.fo
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Philippines.svg
http://en.wikipedia.org/w/index.php?title=Philippines
http://www.pnoc.com.ph
http://www.pnoc.com.ph
http://www.pnoc-ec.com.ph/business.php?id=2
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Greenland.svg
http://en.wikipedia.org/w/index.php?title=Greenland
http://www.bmp.gl
http://www.bmp.gl
http://licence-map.bmp.gl/
http://licence-map.bmp.gl/
http://licence-map.bmp.gl/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Iceland.svg
http://en.wikipedia.org/w/index.php?title=Iceland
http://www.os.is
http://www.os.is
http://www.nea.is/oil-and-gas-exploration/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Myanmar.svg
http://en.wikipedia.org/w/index.php?title=Myanmar
http://www.energy.gov.mm/upstreampetroleumsubsector.htm
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  Yemen PEPA Petroleum

Exploration and

Production

Authority

(PEPA)

http:/ / www.
pepa. com. ye/

  Tunisia ETAP Enterprise

Tunisienne

D’Activities

Petrolieres

Promotion and

preservation of

technical E&P

information

assets of the

country

http:/ / www.
etap. com. tn

  Gabon DGH Direction

Generale des

Hydrocarbures

(DGH)

[73]

  Congo SNPC Société

Nationale des

pétroles du

Congo

  Mali Aurep Autorite pour la

Promotion de la

Recherce des

Petroliere au

Mali

Databank service

managing the

geological and

geophysical data

relative to

petroleum

research.

http:/ / www.
aurep. org [74]

  Guatemala MEM Dirección

General de

Hidrocarbures

Online maps and

images of wells,

seismic, licenses,

protected areas,

exploration and

production

[75] [76]

  Iran NIOC National Oil

Company of

Iran

http:/ / www.
nioc. ir

  Libya NOC NOC Libya Virtual data

room in place for

promotion of

exploration and

exploitation of

hydrocarbons

  United

Arab Emirates

ADNOC Abu Dhabi

National Oil

Company

http:/ / www.
adnoc. ae

  Qatar Qatar

Petroleum
http:/ / www.
qp. com. qa

  South

Korea

KNOC Korea National

Petroleum

Corporation

http:/ / www.
knoc. co. kr

  Seychelles SNOC Seychelles

National Oil

Company

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Yemen.svg
http://en.wikipedia.org/w/index.php?title=Yemen
http://www.pepa.com.ye/
http://www.pepa.com.ye/
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Tunisia.svg
http://en.wikipedia.org/w/index.php?title=Tunisia
http://www.etap.com.tn
http://www.etap.com.tn
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Gabon.svg
http://en.wikipedia.org/w/index.php?title=Gabon
http://www.gabon-industriel.com/les-actions/energie/petrole
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Republic_of_the_Congo.svg
http://en.wikipedia.org/w/index.php?title=Republic_of_the_Congo
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Mali.svg
http://en.wikipedia.org/w/index.php?title=Mali
http://www.aurep.org
http://www.aurep.org
http://www.aurep.org/htmlpages/mali.html
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Guatemala.svg
http://en.wikipedia.org/w/index.php?title=Guatemala
http://www.mem.gob.gt/Portal/home.aspx
http://www.mem.gob.gt/Portal/Home.aspx?secid=25
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Iran.svg
http://en.wikipedia.org/w/index.php?title=Iran
http://www.nioc.ir
http://www.nioc.ir
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Libya.svg
http://en.wikipedia.org/w/index.php?title=Libya
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_United_Arab_Emirates.svg
http://en.wikipedia.org/w/index.php?title=United_Arab_Emirates
http://en.wikipedia.org/w/index.php?title=United_Arab_Emirates
http://www.adnoc.ae
http://www.adnoc.ae
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Qatar.svg
http://en.wikipedia.org/w/index.php?title=Qatar
http://www.qp.com.qa
http://www.qp.com.qa
http://en.wikipedia.org/w/index.php?title=File:Flag_of_South_Korea.svg
http://en.wikipedia.org/w/index.php?title=South_Korea
http://en.wikipedia.org/w/index.php?title=South_Korea
http://www.knoc.co.kr
http://www.knoc.co.kr
http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Seychelles.svg
http://en.wikipedia.org/w/index.php?title=Seychelles
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  Saudi

Arabia

Saudi Aramco http:/ / www.
saudiaramco.
com

  Belarus [77] [78]

  Timor-LesteLAFAEK Autoridade

Nacional do

Petróleo

Online GIS with

wells and

licences

Norad/OfD

assistance
[79]

Notes
[1] Energistics (http:/ / energistics. org/ energistics-standards-directory)
[2] NDR Conference page on the Energistics website (http:/ / www. energistics. org/ ndr10)
[3] http:/ / maps. google. com/ maps/ ms?ie=UTF& msa=0& msid=116086457121594113105. 0004962de0b54da84ae44
[4] http:/ / ww1. cnsopbdmc. ca/ dp/ controller/ PLEASE_LOGIN_PAGE
[5] http:/ / en. wikipedia. org/ wiki/ Geoscience_Australia
[6] http:/ / dbforms. ga. gov. au/ pls/ www/ npm. pims_web. search
[7] http:/ / dbforms. ga. gov. au/ www/ npm. well. search
[8] https:/ / wapims. doir. wa. gov. au/ dp/ index. jsp
[9] http:/ / www. dpi. nsw. gov. au/ minerals
[10] http:/ / digsopen. minerals. nsw. gov. au/
[11] http:/ / www. nt. gov. au/ d/ Minerals_Energy/ index. cfm?header=Petroleum
[12] http:/ / apps. minerals. nt. gov. au/ irmspet/
[13] http:/ / www. ga. gov. au/ oracle/ npd/
[14] http:/ / apps. minerals. nt. gov. au/ strike/ CLIENT/ display/ GeoSamba. asphttp:/ / www. dpi. nsw. gov. au/ minerals
[15] http:/ / www. dme. qld. gov. au/ mines/ about_us. cfm
[16] http:/ / www. dme. qld. gov. au/ mines/ petroleum_gas. cfm
[17] http:/ / www. dme. qld. gov. au/ mines/ interactive_resource_data. cfm
[18] http:/ / www. pir. sa. gov. au/ petroleum
[19] http:/ / www. pir. sa. gov. au/ petroleum/ access_to_data/ well_completion_reports
[20] http:/ / www. pir. sa. gov. au/ petroleum/ access_to_data/ peps-sa_database
[21] http:/ / www. mrt. tas. gov. au/ portal/ page?_pageid=35,1& _dad=portal& _schema=PORTAL
[22] http:/ / www. mrt. tas. gov. au/ portal/ page?_pageid=35,856405& _dad=portal& _schema=PORTAL|-
[23] http:/ / www. petrochina. com. cn/ ptr/
[24] http:/ / english. sinopec. com/ index. shtml
[25] http:/ / www. tatneft. ru/ wps/ wcm/ connect/ tatneft/ portal_rus/ homepage/
[26] http:/ / www. mog. gov. om/ tabid/ 54/ Default. aspx
[27] http:/ / www. nlog. nl/ en/ home/ NLOGPortal. html
[28] http:/ / www. dghindia. org/ DataManagement. aspx#
[29] http:/ / www. prds-srilanka. com/ data/ onlineData. faces
[30] http:/ / energia. mecon. gov. ar/ upstream/ US_Pterminados. asp
[31] https:/ / www. cdadatastore. com/ dp/ jsp/ PleaseLogin. jsp
[32] https:/ / www. ukdeal. co. uk/ dp/ jsp/ PleaseLoginDeal. jsp
[33] https:/ / www. og. decc. gov. uk/ regulation/ pons/ index. htm
[34] https:/ / www. ukdeal. co. uk/ dp/ pages/ deal/ CDA%20Seismic%20DataStore%20Price%20List. pdf
[35] http:/ / maps. lynxinfo. co. uk/ UKOGL_LIVE/ map. html
[36] http:/ / www. pep. pemex. com/ index. html
[37] http:/ / www. mni. gov. il/ mni/ en-US/ NaturalResources/ OilandgasExploration/ OilMaps/
[38] http:/ / www. mcit. gov. cy/ mcit/ mcit. nsf/ dmlhexploration_en/ dmlhexploration_en?OpenDocument
[39] http:/ / www. petroleumagencysa. com
[40] http:/ / www. gomr. boemre. gov/ homepg/ data_center. html
[41] http:/ / www. agiweb. org/ ngdrs/ index. html
[42] http:/ / www. agiweb. org/ index. html
[43] http:/ / www. agiweb. org/ ngdrs/ overview/ datadirectory. html
[44] http:/ / www. afghanistanpetroleum. com
[45] http:/ / www. mome. gov. et/ petroleum. html
[46] http:/ / www. mityc. es/ energia/ petroleo/ Exploracion/ Paginas/ Estadisticas. aspx
[47] http:/ / hidrocarburos. mityc. es/ ath/

http://en.wikipedia.org/w/index.php?title=File:Flag_of_Saudi_Arabia.svg
http://en.wikipedia.org/w/index.php?title=Saudi_Arabia
http://en.wikipedia.org/w/index.php?title=Saudi_Arabia
http://www.saudiaramco.com
http://www.saudiaramco.com
http://www.saudiaramco.com
http://en.wikipedia.org/w/index.php?title=File:Flag_of_Belarus.svg
http://en.wikipedia.org/w/index.php?title=Belarus
http://geologiya.org/index.php?categoryid=14
http://minpriroda.by/ru/napravlenia/minsyrbaza
http://en.wikipedia.org/w/index.php?title=File:Flag_of_East_Timor.svg
http://en.wikipedia.org/w/index.php?title=East_Timor
http://www.anp-tl.org/webs/anptlweb.nsf/pgMaps
http://energistics.org/energistics-standards-directory
http://www.energistics.org/ndr10
http://maps.google.com/maps/ms?ie=UTF&msa=0&msid=116086457121594113105.0004962de0b54da84ae44
http://ww1.cnsopbdmc.ca/dp/controller/PLEASE_LOGIN_PAGE
http://en.wikipedia.org/wiki/Geoscience_Australia
http://dbforms.ga.gov.au/pls/www/npm.pims_web.search
http://dbforms.ga.gov.au/www/npm.well.search
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http://www.dpi.nsw.gov.au/minerals
http://digsopen.minerals.nsw.gov.au/
http://www.nt.gov.au/d/Minerals_Energy/index.cfm?header=Petroleum
http://apps.minerals.nt.gov.au/irmspet/
http://www.ga.gov.au/oracle/npd/
http://apps.minerals.nt.gov.au/strike/CLIENT/display/GeoSamba.asphttp://www.dpi.nsw.gov.au/minerals
http://www.dme.qld.gov.au/mines/about_us.cfm
http://www.dme.qld.gov.au/mines/petroleum_gas.cfm
http://www.dme.qld.gov.au/mines/interactive_resource_data.cfm
http://www.pir.sa.gov.au/petroleum
http://www.pir.sa.gov.au/petroleum/access_to_data/well_completion_reports
http://www.pir.sa.gov.au/petroleum/access_to_data/peps-sa_database
http://www.mrt.tas.gov.au/portal/page?_pageid=35,1&_dad=portal&_schema=PORTAL
http://www.mrt.tas.gov.au/portal/page?_pageid=35,856405&_dad=portal&_schema=PORTAL|-
http://www.petrochina.com.cn/ptr/
http://english.sinopec.com/index.shtml
http://www.tatneft.ru/wps/wcm/connect/tatneft/portal_rus/homepage/
http://www.mog.gov.om/tabid/54/Default.aspx
http://www.nlog.nl/en/home/NLOGPortal.html
http://www.dghindia.org/DataManagement.aspx#
http://www.prds-srilanka.com/data/onlineData.faces
http://energia.mecon.gov.ar/upstream/US_Pterminados.asp
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https://www.ukdeal.co.uk/dp/jsp/PleaseLoginDeal.jsp
https://www.og.decc.gov.uk/regulation/pons/index.htm
https://www.ukdeal.co.uk/dp/pages/deal/CDA%20Seismic%20DataStore%20Price%20List.pdf
http://maps.lynxinfo.co.uk/UKOGL_LIVE/map.html
http://www.pep.pemex.com/index.html
http://www.mni.gov.il/mni/en-US/NaturalResources/OilandgasExploration/OilMaps/
http://www.mcit.gov.cy/mcit/mcit.nsf/dmlhexploration_en/dmlhexploration_en?OpenDocument
http://www.petroleumagencysa.com
http://www.gomr.boemre.gov/homepg/data_center.html
http://www.agiweb.org/ngdrs/index.html
http://www.agiweb.org/index.html
http://www.agiweb.org/ngdrs/overview/datadirectory.html
http://www.afghanistanpetroleum.com
http://www.mome.gov.et/petroleum.html
http://www.mityc.es/energia/petroleo/Exploracion/Paginas/Estadisticas.aspx
http://hidrocarburos.mityc.es/ath/
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[48] http:/ / www. igme. es/ internet/ sigeof/ INICIOsiGEOF. htm
[49] http:/ / mapx. map. vgd. gov. lv/ geo3/ VGD_OIL_PAGE/ index. htm
[50] http:/ / www. akbn. gov. al/ index. php?ak=details& cid=5& lng=en
[51] http:/ / www. statehouse. go. ug/ government. php?catId=10
[52] http:/ / www. energyandminerals. go. ug
[53] http:/ / www. zambiageosurvey. gov. zm/
[54] http:/ / www. petroci. ci/ index. php?numlien=31
[55] http:/ / www. mrd. gov. fj/ gfiji/ petroleum/ petroleum. html
[56] http:/ / www. ga. gov. au/ energy/ projects/ pacific-islands-applied-geoscience-commission. html
[57] http:/ / www. sopac. org/ index. php/ member-countries/ fiji-islands
[58] http:/ / www. petrominpng. com. pg/ about. html
[59] http:/ / www. sopac. org/ index. php/ member-countries/ papua-new-guinea
[60] http:/ / www. sopac. org/ index. php/ member-countries/ solomon-islands
[61] http:/ / www. sopac. org/ index. php/ member-countries/ tonga
[62] http:/ / www. sopac. org/ index. php/ member-countries/ vanuatu
[63] http:/ / www. spc-sy. com/ en/ aboutus/ aboutus1_en. php
[64] http:/ / www. pttep. com/ en/ index. aspx
[65] http:/ / www. energy. gov. tt/ energy_industry. php?mid=31
[66] http:/ / www. petrotrin. com/ Petrotrin2007/ UpstreamBusiness. htm
[67] http:/ / www. ens. dk/ EN-US/ OILANDGAS/ Sider/ Oilandgas. aspx
[68] http:/ / www. dgm. gov. do/ sdhidrocarburo/ index. html
[69] http:/ / www. equatorialoil. com/ database. html
[70] http:/ / www. pnoc-ec. com. ph/ business. php?id=2
[71] http:/ / www. nea. is/ oil-and-gas-exploration/
[72] http:/ / www. energy. gov. mm/ upstreampetroleumsubsector. htm
[73] http:/ / www. gabon-industriel. com/ les-actions/ energie/ petrole
[74] http:/ / www. aurep. org/ htmlpages/ mali. html
[75] http:/ / www. mem. gob. gt/ Portal/ home. aspx
[76] http:/ / www. mem. gob. gt/ Portal/ Home. aspx?secid=25
[77] http:/ / geologiya. org/ index. php?categoryid=14
[78] http:/ / minpriroda. by/ ru/ napravlenia/ minsyrbaza
[79] http:/ / www. anp-tl. org/ webs/ anptlweb. nsf/ pgMaps

External links
• Energistics: National Data Repository Group (http:/ / www. energistics. org/ national-data-repository-ndr)
• LinkedIN: National Data Repository Group (http:/ / www. linkedin. com/ groups?home=& gid=1824856)
• National Data Repositories: the case for open data in the oil and gas industry (http:/ / www. kadme. com/

wp-content/ uploads/ KADME-Oil-and-Gas-Technology-Jan2011. pdf)
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Data Centers

Data center

An operation engineer overseeing a network
operations control room of a data center

A data center is a facility used to house computer systems and
associated components, such as telecommunications and storage
systems. It generally includes redundant or backup power supplies,
redundant data communications connections, environmental controls
(e.g., air conditioning, fire suppression) and various security devices.
Large data centers are industrial scale operations using as much
electricity as a small town and sometimes are a significant source of air
pollution in the form of diesel exhaust.

History

Indiana University Data Center. Bloomington,
Indiana

Data centers have their roots in the huge computer rooms of the early
ages of the computing industry. Early computer systems were complex
to operate and maintain, and required a special environment in which
to operate. Many cables were necessary to connect all the components,
and methods to accommodate and organize these were devised, such as
standard racks to mount equipment, raised floors, and cable trays
(installed overhead or under the elevated floor). Also, a single
mainframe required a great deal of power, and had to be cooled to
avoid overheating. Security was important – computers were
expensive, and were often used for military purposes. Basic design
guidelines for controlling access to the computer room were therefore
devised.

During the boom of the microcomputer industry, and especially during the 1980s, computers started to be deployed
everywhere, in many cases with little or no care about operating requirements. However, as information technology
(IT) operations started to grow in complexity, companies grew aware of the need to control IT resources. With the
advent of Linux and the subsequent proliferation of freely available Unix compatible PC operating systems during
the 1990s, as well as MS-DOS finally giving way to a multi-tasking capable Windows OS, PCs started to find their
places in the old computer rooms. These were called "servers" as timesharing operating systems like Unix rely
heavily on the client-server model to facilitate sharing unique resources between multiple users. The availability of
inexpensive networking equipment, coupled with new standards for network structured cabling, made it possible to
use a hierarchical design that put the servers in a specific room inside the company. The use of the term "data
center," as applied to specially designed computer rooms, started to gain popular recognition about this time.

The boom of data centers came during the dot-com bubble. Companies needed fast Internet connectivity and nonstop 
operation to deploy systems and establish a presence on the Internet. Installing such equipment was not viable for 
many smaller companies. Many companies started building very large facilities, called Internet data centers (IDCs),
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which provide businesses with a range of solutions for systems deployment and operation. New technologies and
practices were designed to handle the scale and the operational requirements of such large-scale operations. These
practices eventually migrated toward the private data centers, and were adopted largely because of their practical
results. Data centers for cloud computing are called cloud data centers (CDCs). But nowadays, the division of these
terms has almost disappeared and they are being integrated into a term "data center."
With an increase in the uptake of cloud computing, business and government organizations are scrutinizing data
centers to a higher degree in areas such as security, availability, environmental impact and adherence to standards.
Standard Documents from accredited professional groups, such as the Telecommunications Industry Association,
specify the requirements for data center design. Well-known operational metrics for data center availability can be
used to evaluate the business impact of a disruption. There is still a lot of development being done in operation
practice, and also in environmentally friendly data center design. Data centers are typically very expensive to build
and maintain.

Requirements for modern data centers

Racks of telecommunications equipment in part
of a data center

IT operations are a crucial aspect of most organizational operations
around the world. One of the main concerns is business continuity;
companies rely on their information systems to run their operations. If
a system becomes unavailable, company operations may be impaired
or stopped completely. It is necessary to provide a reliable
infrastructure for IT operations, in order to minimize any chance of
disruption. Information security is also a concern, and for this reason a
data center has to offer a secure environment which minimizes the
chances of a security breach. A data center must therefore keep high
standards for assuring the integrity and functionality of its hosted
computer environment. This is accomplished through redundancy of

both fiber optic cables and power, which includes emergency backup power generation.

The Telecommunications Industry Association's TIA-942 Telecommunications Infrastructure Standard for Data
Centers [1], specifies the minimum requirements for telecommunications infrastructure of data centers and computer
rooms including single tenant enterprise data centers and multi-tenant Internet hosting data centers. The topology
proposed in this document is intended to be applicable to any size data center.[2]

Telcordia GR-3160, NEBS Requirements for Telecommunications Data Center Equipment and Spaces [3], provides
guidelines for data center spaces within telecommunications networks, and environmental requirements for the
equipment intended for installation in those spaces. These criteria were developed jointly by Telcordia and industry
representatives. They may be applied to data center spaces housing data processing or Information Technology (IT)
equipment. The equipment may be used to:
• Operate and manage a carrier’s telecommunication network
• Provide data center based applications directly to the carrier’s customers
•• Provide hosted applications for a third party to provide services to their customers
•• Provide a combination of these and similar data center applications
Effective data center operation requires a balanced investment in both the facility and the housed equipment. The
first step is to establish a baseline facility environment suitable for equipment installation. Standardization and
modularity can yield savings and efficiencies in the design and construction of telecommunications data centers.
Standardization means integrated building and equipment engineering. Modularity has the benefits of scalability and 
easier growth, even when planning forecasts are less than optimal. For these reasons, telecommunications data 
centers should be planned in repetitive building blocks of equipment, and associated power and support
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(conditioning) equipment when practical. The use of dedicated centralized systems requires more accurate forecasts
of future needs to prevent expensive over construction, or perhaps worse — under construction that fails to meet
future needs.
The "lights-out" data center, also known as a darkened or a dark data center, is a data center that, ideally, has all but
eliminated the need for direct access by personnel, except under extraordinary circumstances. Because of the lack of
need for staff to enter the data center, it can be operated without lighting. All of the devices are accessed and
managed by remote systems, with automation programs used to perform unattended operations. In addition to the
energy savings, reduction in staffing costs and the ability to locate the site further from population centers,
implementing a lights-out data center reduces the threat of malicious attacks upon the infrastructure.
There is a trend to modernize data centers in order to take advantage of the performance and energy efficiency
increases of newer IT equipment and capabilities, such as cloud computing. This process is also known as data
center transformation.[4]

Organizations are experiencing rapid IT growth but their data centers are aging. Industry research company
International Data Corporation (IDC) puts the average age of a data center at nine years old. Gartner, another
research company says data centers older than seven years are obsolete.
In May 2011, data center research organization Uptime Institute, reported that 36 percent of the large companies it
surveyed expect to exhaust IT capacity within the next 18 months.[5]

Data center transformation takes a step-by-step approach through integrated projects carried out over time. This
differs from a traditional method of data center upgrades that takes a serial and siloed approach.[6] The typical
projects within a data center transformation initiative include standardization/consolidation, virtualization,
automation and security.
• Standardization/consolidation: The purpose of this project is to reduce the number of data centers a large

organization may have. This project also helps to reduce the number of hardware, software platforms, tools and
processes within a data center. Organizations replace aging data center equipment with newer ones that provide
increased capacity and performance. Computing, networking and management platforms are standardized so they
are easier to manage.[7]

• Virtualize: There is a trend to use IT virtualization technologies to replace or consolidate multiple data center
equipment, such as servers. Virtualization helps to lower capital and operational expenses,[8] and reduce energy
consumption.[9] Virtualization technologies are also used to create virtual desktops, which can then be hosted in
data centers and rented out on a subscription basis. Data released by investment bank Lazard Capital Markets
reports that 48 percent of enterprise operations will be virtualized by 2012. Gartner views virtualization as a
catalyst for modernization.[10]

• Automating: Data center automation involves automating tasks such as provisioning, configuration, patching,
release management and compliance. As enterprises suffer from few skilled IT workers, automating tasks make
data centers run more efficiently.

• Securing: In modern data centers, the security of data on virtual systems is integrated with existing security of
physical infrastructures.[11] The security of a modern data center must take into account physical security,
network security, and data and user security.
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Carrier neutrality
Today many data centers are run by Internet service providers solely for the purpose of hosting their own and third
party servers.
However traditionally data centers were either built for the sole use of one large company, or as carrier hotels or
Network-neutral data centers.
These facilities enable interconnection of carriers and act as regional fiber hubs serving local business in addition to
hosting content servers.

Data center tiers
The Telecommunications Industry Association is a trade association accredited by ANSI (American National
Standards Institute). In 2005 it published ANSI/TIA-942 [12], Telecommunications Infrastructure Standard for Data
Centers, which defined four levels (called tiers) of data centers in a thorough, quantifiable manner. TIA-942 was
amended in 2008 and again in 2010. TIA-942:Data Center Standards Overview describes the requirements for the
data center infrastructure. The simplest is a Tier 1 data center, which is basically a server room, following basic
guidelines for the installation of computer systems. The most stringent level is a Tier 4 data center, which is designed
to host mission critical computer systems, with fully redundant subsystems and compartmentalized security zones
controlled by biometric access controls methods. Another consideration is the placement of the data center in a
subterranean context, for data security as well as environmental considerations such as cooling requirements.[13]

The German Datacenter star audit program uses an auditing process to certify 5 levels of "gratification" that affect
Data Center criticality.
Independent from the ANSI/TIA-942 standard, the Uptime Institute, a think tank and professional-services
organization based in Santa Fe, New Mexico, has defined its own four levels. The levels describe the availability of
data from the hardware at a location. The higher the tier, the greater the availability. The levels are: [14] [15]

Tier
Level

Requirements

1 •• Single non-redundant distribution path serving the IT equipment
•• Non-redundant capacity components
•• Basic site infrastructure with expected availability of 99.671%

2 •• Meets or exceeds all Tier 1 requirements
•• Redundant site infrastructure capacity components with expected availability of 99.741%

3 •• Meets or exceeds all Tier 2 requirements
•• Multiple independent distribution paths serving the IT equipment
•• All IT equipment must be dual-powered and fully compatible with the topology of a site's architecture
•• Concurrently maintainable site infrastructure with expected availability of 99.982%

4 •• Meets or exceeds all Tier 3 requirements
•• All cooling equipment is independently dual-powered, including chillers and heating, ventilating and air-conditioning (HVAC)

systems
•• Fault-tolerant site infrastructure with electrical power storage and distribution facilities with expected availability of 99.995%

The difference between 99.671%, 99.741%, 99.982%, and 99.995%, while seemingly nominal, could be significant
depending on the application.
Whilst no down-time is ideal, the tier system allows the below durations for services to be unavailable within one
year (525,600 minutes):
•• Tier 1 (99.671%) status would allow 1729.224 minutes
•• Tier 2 (99.741%) status would allow 1361.304 minutes
•• Tier 3 (99.982%) status would allow 94.608 minutes
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•• Tier 4 (99.995%) status would allow 26.28 minutes

Design considerations

A typical server rack, commonly seen in
colocation

A data center can occupy one room of a building, one or more floors,
or an entire building. Most of the equipment is often in the form of
servers mounted in 19 inch rack cabinets, which are usually placed in
single rows forming corridors (so-called aisles) between them. This
allows people access to the front and rear of each cabinet. Servers
differ greatly in size from 1U servers to large freestanding storage silos
which occupy many square feet of floor space. Some equipment such
as mainframe computers and storage devices are often as big as the
racks themselves, and are placed alongside them. Very large data
centers may use shipping containers packed with 1,000 or more servers
each; when repairs or upgrades are needed, whole containers are
replaced (rather than repairing individual servers).

Local building codes may govern the minimum ceiling heights.

Design programming

Design programming, also known as architectural programming, is the
process of researching and making decisions to identify the scope of a
design project.[16] Other than the architecture of the building itself there are three elements to design programming
for data centers: facility topology design (space planning), engineering infrastructure design (mechanical systems
such as cooling and electrical systems including power) and technology infrastructure design (cable plant). Each will
be influenced by performance assessments and modelling to identify gaps pertaining to the owner’s performance
wishes of the facility over time.

Various vendors who provide data center design services define the steps of data center design slightly differently,
but all address the same basic aspects as given below.

Modeling criteria
Modeling criteria are used to develop future-state scenarios for space, power, cooling, and costs.[17] The aim is to
create a master plan with parameters such as number, size, location, topology, IT floor system layouts, and power
and cooling technology and configurations.

Design recommendations
Design recommendations/plans generally follow the modelling criteria phase. The optimal technology infrastructure
is identified and planning criteria is developed, such as critical power capacities, overall data center power
requirements using an agreed upon PUE (power utilization efficiency), mechanical cooling capacities, kilowatts per
cabinet, raised floor space, and the resiliency level for the facility.
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Conceptual design
Conceptual designs embody the design recommendations or plans and should take into account “what-if” scenarios to
ensure all operational outcomes are met in order to future-proof the facility. Conceptual floor layouts should be
driven by IT performance requirements as well as lifecycle costs associated with IT demand, energy efficiency, cost
efficiency and availability. Future-proofing will also include expansion capabilities, often provided in modern data
centers through modularity.

Detail design
Detail design is undertaken once the appropriate conceptual design is determined, typically including a proof of
concept. The detail design phase should include the development of facility schematics and construction documents
as well as schematic of technology infrastructure, detailed IT infrastructure design and IT infrastructure
documentation.

Mechanical engineering infrastructure design

CRAC Air Handler

Mechanical engineering infrastructure design addresses mechanical
systems involved in maintaining the interior environment of a data
center, such as heating, ventilation and air conditioning (HVAC);
humidification and dehumidification equipment; pressurization; and so
on.[18] This stage of the design process should be aimed at saving
space and costs, while ensuring business and reliability objectives are
met as well as achieving PUE and green requirements.[19] Modern
designs include modularizing and scaling IT loads, and making sure
capital spending on the building construction is optimized.

Electrical engineering infrastructure design
Electrical Engineering infrastructure design is focused on designing electrical configurations that accommodate
various reliability requirements and data center sizes. Aspects may include utility service planning; distribution,
switching and bypass from power sources; uninterruptable power source (UPS) systems; and more.
These designs should dovetail to energy standards and best practices while also meeting business objectives.
Electrical configurations should be optimized and operationally compatible with the data center user’s capabilities.
Modern electrical design is modular and scalable,[20] and is available for low and medium voltage requirements as
well as DC (direct current).
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Technology infrastructure design

Under Floor Cable Runs

Technology infrastructure design addresses the telecommunications
cabling systems that run throughout data centers. There are cabling
systems for all data center environments, including horizontal cabling,
voice, modem, and facsimile telecommunications services, premises
switching equipment, computer and telecommunications management
connections, keyboard/video/mouse connections and data
communications.[21] Wide area, local area, and storage area networks
should link with other building signaling systems (e.g. fire, security,
power, HVAC, EMS).

Availability expectations
The higher the availability needs of a data center, the higher the capital and operational costs of building and
managing it. Business needs should dictate the level of availability required and should be evaluated based on
characterization of the criticality of IT systems estimated cost analyses from modeled scenarios. In other words, how
can an appropriate level of availability best be met by design criteria to avoid financial and operational risks as a
result of downtime? If the estimated cost of downtime within a specified time unit exceeds the amortized capital
costs and operational expenses, a higher level of availability should be factored into the data center design. If the cost
of avoiding downtime greatly exceeds the cost of downtime itself, a lower level of availability should be factored
into the design.[22]

Site selection
Aspects such as proximity to available power grids, telecommunications infrastructure, networking services,
transportation lines and emergency services can affect costs, risk, security and other factors to be taken into
consideration for data center design. Location affects data center design also because the climatic conditions dictate
what cooling technologies should be deployed. In turn this impacts uptime and the costs associated with cooling.[23]

For example, the topology and the cost of managing a data center in a warm, humid climate will vary greatly from
managing one in a cool, dry climate.
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Modularity and flexibility

Cabinet Aisle in a Data Center

Modularity and flexibility are key elements in allowing for a data
center to grow and change over time. Data center modules are
pre-engineered, standardized building blocks that can be easily
configured and moved as needed.[24]

A modular data center may consist of data center equipment contained
within shipping containers or similar portable containers.[25] But it can
also be described as a design style in which components of the data
center are prefabricated and standardized so that they can be
constructed, moved or added to quickly as needs change.[26]

Environmental control

The physical environment of a data center is rigorously controlled. Air
conditioning is used to control the temperature and humidity in the data
center. ASHRAE's "Thermal Guidelines for Data Processing
Environments" recommends a temperature range of 18–27 °C
(64–81 °F), a dew point range of 5–15 °C (41–59 °F), and a maximum
relative humidity of 60% for data center environments. The temperature in a data center will naturally rise because
the electrical power used heats the air. Unless the heat is removed, the ambient temperature will rise, resulting in
electronic equipment malfunction. By controlling the air temperature, the server components at the board level are
kept within the manufacturer's specified temperature/humidity range. Air conditioning systems help control humidity
by cooling the return space air below the dew point. Too much humidity, and water may begin to condense on
internal components. In case of a dry atmosphere, ancillary humidification systems may add water vapor if the
humidity is too low, which can result in static electricity discharge problems which may damage components.
Subterranean data centers may keep computer equipment cool while expending less energy than conventional
designs.

Modern data centers try to use economizer cooling, where they use outside air to keep the data center cool. At least
one data center (located in Upstate New York) will cool servers using outside air during the winter. They do not use
chillers/air conditioners, which creates potential energy savings in the millions.
Telcordia GR-2930, NEBS: Raised Floor Generic Requirements for Network and Data Centers [27], presents generic
engineering requirements for raised floors that fall within the strict NEBS guidelines.
There are many types of commercially available floors that offer a wide range of structural strength and loading
capabilities, depending on component construction and the materials used. The general types of raised floors include
stringerless, stringered, and structural platforms, all of which are discussed in detail in GR-2930 and summarized
below.
• Stringerless raised floors - One non-earthquake type of raised floor generally consists of an array of pedestals

that provide the necessary height for routing cables and also serve to support each corner of the floor panels. With
this type of floor, there may or may not be provisioning to mechanically fasten the floor panels to the pedestals.
This stringerless type of system (having no mechanical attachments between the pedestal heads) provides
maximum accessibility to the space under the floor. However, stringerless floors are significantly weaker than
stringered raised floors in supporting lateral loads and are not recommended.

• Stringered raised floors - This type of raised floor generally consists of a vertical array of steel pedestal 
assemblies (each assembly is made up of a steel base plate, tubular upright, and a head) uniformly spaced on 
two-foot centers and mechanically fastened to the concrete floor. The steel pedestal head has a stud that is
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inserted into the pedestal upright and the overall height is adjustable with a leveling nut on the welded stud of the
pedestal head.

• Structural platforms - One type of structural platform consists of members constructed of steel angles or channels
that are welded or bolted together to form an integrated platform for supporting equipment. This design permits
equipment to be fastened directly to the platform without the need for toggle bars or supplemental bracing.
Structural platforms may or may not contain panels or stringers.

Data centers typically have raised flooring made up of 60 cm (2 ft) removable square tiles. The trend is towards
80–100 cm (31–39 in) void to cater for better and uniform air distribution. These provide a plenum for air to
circulate below the floor, as part of the air conditioning system, as well as providing space for power cabling.

Metal whiskers

Raised floors and other metal structures such as cable trays and ventilation ducts have caused many problems with
zinc whiskers in the past, and likely are still present in many data centers. This happens when microscopic metallic
filaments form on metals such as zinc or tin that protect many metal structures and electronic components from
corrosion. Maintenance on a raised floor or installing of cable etc. can dislodge the whiskers, which enter the airflow
and may short circuit server components or power supplies, sometimes through a high current metal vapor plasma
arc. This phenomenon is not unique to data centers, and has also caused catastrophic failures of satellites and
military hardware.

Electrical power

A bank of batteries in a large data center, used to
provide power until diesel generators can start

Backup power consists of one or more uninterruptible power supplies,
battery banks, and/or diesel / gas turbine generators.[28]

To prevent single points of failure, all elements of the electrical
systems, including backup systems, are typically fully duplicated, and
critical servers are connected to both the "A-side" and "B-side" power
feeds. This arrangement is often made to achieve N+1 redundancy in
the systems. Static transfer switches are sometimes used to ensure
instantaneous switchover from one supply to the other in the event of a
power failure.

Low-voltage cable routing

Data cabling is typically routed through overhead cable trays in
modern data centers. But someWikipedia:Avoid weasel words are still
recommending under raised floor cabling for security reasons and to consider the addition of cooling systems above
the racks in case this enhancement is necessary. Smaller/less expensive data centers without raised flooring may use
anti-static tiles for a flooring surface. Computer cabinets are often organized into a hot aisle arrangement to
maximize airflow efficiency.
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Fire protection

FM200 Fire Suppression Tanks

Data centers feature fire protection systems, including passive and
active design elements, as well as implementation of fire prevention
programs in operations. Smoke detectors are usually installed to
provide early warning of a fire at its incipient stage. This allows
investigation, interruption of power, and manual fire suppression using
hand held fire extinguishers before the fire grows to a large size. An
active fire protection system, such as a fire sprinkler system or a clean
agent fire suppression gaseous system, is often provided to control a
full scale fire if it develops. High sensitivity smoke detectors, such as
Aspirating smoke detectors, activating clean agent fire suppression
gaseous systems activate earlier than fire sprinklers. However, as
gaseous systems have a limited fire suppression agent storage quantity, the provision of a clean agent system and a
sprinkler system protects the building should the fire reignite after the gaseous agent has dispersed. Passive fire
protection elements include the installation of fire walls around the data center, so a fire can be restricted to a portion
of the facility for a limited time in the event of the failure of the active fire protection systems. Fire wall penetrations
into the server room, such as cable penetrations, coolant line penetrations and air ducts, must be provided with fire
rated penetration assemblies, such as fire stoping.

Security
Physical security also plays a large role with data centers. Physical access to the site is usually restricted to selected
personnel, with controls including bollards and mantraps. Video camera surveillance and permanent security guards
are almost always present if the data center is large or contains sensitive information on any of the systems within.
The use of finger print recognition mantraps is starting to be commonplace.

Energy use

Google Data Center, The Dalles, Oregon

Energy use is a central issue for data centers. Power draw for data
centers ranges from a few kW for a rack of servers in a closet to
several tens of MW for large facilities. Some facilities have power
densities more than 100 times that of a typical office building. For
higher power density facilities, electricity costs are a dominant
operating expense and account for over 10% of the total cost of
ownership (TCO) of a data center.[29] By 2012 the cost of power for
the data center is expected to exceed the cost of the original capital
investment.

Greenhouse gas emissions

In 2007 the entire information and communication technologies or ICT sector was estimated to be responsible for
roughly 2% of global carbon emissions with data centers accounting for 14% of the ICT footprint. The US EPA
estimates that servers and data centers are responsible for up to 1.5% of the total US electricity consumption, or
roughly .5% of US GHG emissions,[30] for 2007. Given a business as usual scenario greenhouse gas emissions from
data centers is projected to more than double from 2007 levels by 2020.

Siting is one of the factors that affect the energy consumption and environmental effects of a datacenter. In areas 
where climate favors cooling and lots of renewable electricity is available the environmental effects will be more

http://en.wikipedia.org/w/index.php?title=File%3AFM200_Three.jpg
http://en.wikipedia.org/w/index.php?title=Fire_protection
http://en.wikipedia.org/w/index.php?title=Passive_fire_protection
http://en.wikipedia.org/w/index.php?title=Active_fire_protection
http://en.wikipedia.org/w/index.php?title=Fire_prevention
http://en.wikipedia.org/w/index.php?title=Smoke_detectors
http://en.wikipedia.org/w/index.php?title=Active_fire_protection
http://en.wikipedia.org/w/index.php?title=Fire_sprinkler_system
http://en.wikipedia.org/w/index.php?title=Clean_agent
http://en.wikipedia.org/w/index.php?title=Clean_agent
http://en.wikipedia.org/w/index.php?title=Aspirating_smoke_detector
http://en.wikipedia.org/w/index.php?title=Clean_agent
http://en.wikipedia.org/w/index.php?title=Firewall_%28construction%29
http://en.wikipedia.org/w/index.php?title=Fire_stop
http://en.wikipedia.org/w/index.php?title=Bollard
http://en.wikipedia.org/w/index.php?title=Mantrap_%28access_control%29
http://en.wikipedia.org/w/index.php?title=Video_camera
http://en.wikipedia.org/w/index.php?title=Security_guard
http://en.wikipedia.org/w/index.php?title=Mantrap
http://en.wikipedia.org/w/index.php?title=The_Dalles%2C_Oregon
http://en.wikipedia.org/w/index.php?title=File%3AGoogle_Data_Center%2C_The_Dalles.jpg
http://en.wikipedia.org/w/index.php?title=Operating_expense
http://en.wikipedia.org/w/index.php?title=Total_cost_of_ownership
http://en.wikipedia.org/w/index.php?title=Total_cost_of_ownership
http://en.wikipedia.org/w/index.php?title=Information_and_communication_technologies
http://en.wikipedia.org/w/index.php?title=Greenhouse_gas


Data center 1497

moderate. Thus countries with favorable conditions, such as: Canada,[31] Finland,[32] Sweden[33] and Switzerland,[34]

are trying to attract cloud computing data centers.
In an 18-month investigation by scholars at Rice University’s Baker Institute for Public Policy in Houston and the
Institute for Sustainable and Applied Infodynamics in Singapore, data center-related emissions will more than triple
by 2020.

Energy efficiency
The most commonly used metric to determine the energy efficiency of a data center is power usage effectiveness, or
PUE. This simple ratio is the total power entering the data center divided by the power used by the IT equipment.

Power used by support equipment, often referred to as overhead load, mainly consists of cooling systems, power
delivery, and other facility infrastructure like lighting. The average data center in the US has a PUE of 2.0, meaning
that the facility uses one watt of overhead power for every watt delivered to IT equipment. State-of-the-art data
center energy efficiency is estimated to be roughly 1.2. Some large data center operators like Microsoft and Yahoo!
have published projections of PUE for facilities in development; Google publishes quarterly actual efficiency
performance from data centers in operation.
The U.S. Environmental Protection Agency has an Energy Star rating for standalone or large data centers. To qualify
for the ecolabel, a data center must be within the top quartile of energy efficiency of all reported facilities.[35]

European Union also has a similar initiative: EU Code of Conduct for Data Centres

Energy use analysis
Often, the first step toward curbing energy use in a data center is to understand how energy is being used in the data
center. Multiple types of analysis exist to measure data center energy use. Aspects measured include not just energy
used by IT equipment itself, but also by the data center facility equipment, such as chillers and fans.[36]

Power and cooling analysis
Power is the largest recurring cost to the user of a data center. A power and cooling analysis, also referred to as a
thermal assessment, measures the relative temperatures in specific areas as well as the capacity of the cooling
systems to handle specific ambient temperatures.[37] A power and cooling analysis can help to identify hot spots,
over-cooled areas that can handle greater power use density, the breakpoint of equipment loading, the effectiveness
of a raised-floor strategy, and optimal equipment positioning (such as AC units) to balance temperatures across the
data center. Power cooling density is a measure of how much square footage the center can cool at maximum
capacity.

Energy efficiency analysis
An energy efficiency analysis measures the energy use of data center IT and facilities equipment. A typical energy
efficiency analysis measures factors such as a data center’s power use effectiveness (PUE) against industry standards,
identifies mechanical and electrical sources of inefficiency, and identifies air-management metrics.[38]

Computational fluid dynamics (CFD) analysis
This type of analysis uses sophisticated tools and techniques to understand the unique thermal conditions present in 
each data center—predicting the temperature, airflow, and pressure behavior of a data center to assess performance 
and energy consumption, using numerical modeling.[39] By predicting the effects of these environmental conditions, 
CFD analysis in the data center can be used to predict the impact of high-density racks mixed with low-density
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racks[40] and the onward impact on cooling resources, poor infrastructure management practices and AC failure of
AC shutdown for scheduled maintenance.

Thermal zone mapping
Thermal zone mapping uses sensors and computer modeling to create a three-dimensional image of the hot and cool
zones in a data center.[41]

This information can help to identify optimal positioning of data center equipment. For example, critical servers
might be placed in a cool zone that is serviced by redundant AC units.

Green datacenters
Datacenters use a lot of power, consumed by two main usages: the power required to run the actual equipment and
then the power required to cool the equipment. The first category is addressed by designing computers and storage
systems that are more and more power-efficient. And to bring down the cooling costs datacenter designers try to use
natural ways to cool the equipment. Many datacenters have to be located near people-concentrations to manage the
equipment, but there are also many circumstances where the datacenter can be miles away from the users and don't
need a lot of local management. Examples of this are the 'mass' datacenters like Google or Facebook: these DC's are
built around many standarised servers and storage-arrays and the actual users of the systems are located all around
the world. After the initial build of a datacenter there is not much staff required to keep it running: especially
datacenters that provide mass-storage or computing power don't need to be near population centers. Datacenters in
arctic locations where outside air provides all cooling are getting more popular as cooling and electricity are the two
main variable cost components.[42]

Network infrastructure

An example of "rack mounted" servers

Communications in data centers today are most often based on
networks running the IP protocol suite. Data centers contain a set of
routers and switches that transport traffic between the servers and to
the outside world. Redundancy of the Internet connection is often
provided by using two or more upstream service providers (see
Multihoming).

Some of the servers at the data center are used for running the basic
Internet and intranet services needed by internal users in the
organization, e.g., e-mail servers, proxy servers, and DNS servers.

Network security elements are also usually deployed: firewalls, VPN
gateways, intrusion detection systems, etc. Also common are monitoring systems for the network and some of the
applications. Additional off site monitoring systems are also typical, in case of a failure of communications inside
the data center.

Data center infrastructure management
Data center infrastructure management (DCIM) is the integration of information technology (IT) and facility
management disciplines to centralize monitoring, management and intelligent capacity planning of a data center's
critical systems. Achieved through the implementation of specialized software, hardware and sensors, DCIM enables
common, real-time monitoring and management platform for all interdependent systems across IT and facility
infrastructures.
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Depending on the type of implementation, DCIM products can help data center managers identify and eliminate
sources of risk to increase availability of critical IT systems. DCIM products also can be used to identify
interdependencies between facility and IT infrastructures to alert the facility manager to gaps in system redundancy,
and provide dynamic, holistic benchmarks on power consumption and efficiency to measure the effectiveness of
“green IT” initiatives.
Measuring and understanding important data center efficiency metrics. A lot of the discussion in this area has
focused on energy issues, but other metrics beyond the PUE can give a more detailed picture of the data center
operations. Server, storage, and staff utilization metrics can contribute to a more complete view of an enterprise data
center. In many cases, disc capacity goes unused and in many instances the organizations run their servers at 20%
utilization or less. More effective automation tools can also improve the number of servers or virtual machines that a
single admin can handle.

Applications

A 40-foot Portable Modular Data Center

The main purpose of a data center is running the applications that
handle the core business and operational data of the organization. Such
systems may be proprietary and developed internally by the
organization, or bought from enterprise software vendors. Such
common applications are ERP and CRM systems.

A data center may be concerned with just operations architecture or it
may provide other services as well.

Often these applications will be composed of multiple hosts, each
running a single component. Common components of such
applications are databases, file servers, application servers, middleware, and various others.

Data centers are also used for off site backups. Companies may subscribe to backup services provided by a data
center. This is often used in conjunction with backup tapes. Backups can be taken off servers locally on to tapes.
However, tapes stored on site pose a security threat and are also susceptible to fire and flooding. Larger companies
may also send their backups off site for added security. This can be done by backing up to a data center. Encrypted
backups can be sent over the Internet to another data center where they can be stored securely.
For quick deployment or disaster recovery, several large hardware vendors have developed mobile solutions that can
be installed and made operational in very short time. Companies such as Cisco Systems, Sun Microsystems (Sun
Modular Datacenter),[43] Bull, IBM (Portable Modular Data Center), HP (Performance Optimized Datacenter), and
Google (Google Modular Data Center) have developed systems that could be used for this purpose.

US Retail Colocation Providers
• Contains estimates from Synergy Research Group.[44]
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Rank Company Name US Market Share

1 Equinix 18%

2 CenturyLink 8%

3 SunGard 5%

4 AT&T 5%

5 Verizon 5%

6 Telx 4%

7 CyrusOne 4%

8 Level 3 Communications 3%

9 Internap 2%
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Virtual data room
A virtual data room (sometimes called a VDR) is an online repository of information that is used for the storing
and distribution of documents. In many cases, a virtual data room is used to facilitate the due diligence process
during an M&A transaction, loan syndication, or private equity and venture capital transactions. This due diligence
process has traditionally used a physical data room to accomplish the disclosure of documents. For reasons of cost,
efficiency and security, virtual data rooms have widely replaced the more traditional physical data room.

Introduction
An alternative to the physical data room involves the setting up of a virtual data room in the form of an extranet to
which the bidders and their advisers are given access via the internet. An extranet is essentially an Internet site with
limited controlled access, using a secure log-on supplied by the vendor, which can be disabled at any time, by the
vendor, if a bidder withdraws. Much of the information released is confidential and restrictions are applied to the
viewer’s ability to release this to third parties (by means of forwarding, copying or printing). This can be effectively
applied to protect the data using digital rights management.
In the process of mergers & acquisitions the data room is set up as part of the central repository of data relating to
companies or divisions being acquired or sold. The data room enables the interested parties to view information
relating to the business in a controlled environment. Confidentiality is paramount and strict controls for viewing,
copying and printing are imposed. Conventionally this is achieved by establishing a supervised, physical data room
in secure premises with controlled access. In most cases, with a physical data room, only one bidder team can access
the room at a time. This becomes time consuming.
A virtual data room has exactly the same strengths as a conventional data room: controlling access, viewing, copying
and printing as well as setting time limits on viewing and logging. It has none of the disadvantages of being in a
standard, physical location, needing couriers to move documents or transporting of key staff and personnel back and
forth. It is also accessible 24/7 over the allowed period. With a virtual data room, documents reach the regulators and
investors in a more efficient and timely manner. Due to improvements in efficiency and speed, a virtual data room
typically pays for itself in a single M&A transaction.
A virtual data room is quick to set up. Scanned data and existing electronic files can be mixed, information can be
added or eliminated at any time (the changes could be logged if required) and any or all information can be restricted
to any or all registered viewers at any time.

Disadvantages of a physical data room
•• Time consuming
•• Narrow bandwidth
•• Expensive
•• Cost of travel
•• Paper intensive

http://en.wikipedia.org/w/index.php?title=Due_diligence
http://en.wikipedia.org/w/index.php?title=M%26A
http://en.wikipedia.org/w/index.php?title=Loan_syndication
http://en.wikipedia.org/w/index.php?title=Data_room
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Benefits of a virtual data room
The largest financial benefits accrue to the seller although buyers also benefit. For the former, advantages include:
•• Improvement in the number of bidders.
• Increased bid throughout (and time zone access) if the virtual data room is accessible 24/7 over the allowed

period. [citation needed]

•• Increased control and understanding of bidders.
• Resulting 20%-30% higher bid values. [citation needed]

•• Increased speed of transactions owing to improved accessibility
• Enhanced information secures more deals at higher prices. [citation needed]

• Conventional physical data rooms restrict the bidder or buyers’ ability to get the correct people to the room simply
due to the physical location. However, Virtual Data Room opens up global markets for M&A, takeovers and
property deals compared with purely face-to-face and hardcopy document transactions (i.e. business letters).

•• Information cannot be downloaded and taken away in a true Virtual Data Room - only viewed by a user with the
correct permissions

External links
• Study on Virtual Data Rooms for M&A [1] Manda (2007)

References
[1] http:/ / www. manda-institute. org/ docs/

kummer-sliskovic_do%20virtual%20data%20rooms%20add%20value%20to%20the%20mergers%20and%20acquisitions%20process. pdf

Virtual facility

A Virtual Facility snapshot created with 6SigmaDC software.

A Virtual Facility (VF) is a highly realistic digital
representation of a data center (primarily). The term
virtual in Virtual Facility refers to the use of the word
as in Virtual Reality rather than the abstraction of
computer resources as in platform virtualization. The
VF mirrors the characteristics of the physical facility
over time and allows modeling all relevant
characteristics of a physical data center with a high
degree of precision.
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VF Model includes
•• Three-dimensional physical facility layout
•• Network connectivity of facility equipment
• Full inventory of facility equipment, including electronics and electrical systems such as Power Distribution Units

(PDU’s) and Uninterruptible Power Supplies (UPS’s)
• Full air conditioning system (ACU’s) and controls within the room
The term Virtual Facility was introduced by Future Facilities, a data centre design consultancy focused on delivering
Design and Operational solutions to address the emerging environmental problems facing the modern Mission
Critical Facility (MCF). The concept is in essence a convergence of the fields of Virtual Reality (VR), Computer
Simulation and Expert Systems, applied to the specific domain of facilities.
The VF type of computer simulation allows detailed analysis and prototyping of air flow in the data center by
making use of Computational Fluid Dynamics (CFD) techniques. This in turn allows the air flow and temperatures
of the facility to be analyzed visually (Scientific Visualisation) and numerically to study and predict what will
happen in the real facility. The importance of scientific methods in design of mission critical facilities has become a
necessity, since the performance gains predicted by Moore's Law go hand in hand with a rise in power and heat
dissipated by equipment. Rules of thumb have proven to be no longer adequate.

VF design purposes
•• Green field design
•• Asset management
•• Troubleshooting existing data centers
•• Making existing data centers more resilient
•• Making existing data centers more energy efficient
•• Cost prediction
•• Staff training
•• Capacity planning
•• Load growth management
The VF is now being employed by many large organizations as a way of virtually assessing a situation before having
to spend huge sums of money trying to solve a problem in the real facility.
It is essential to know whether adding new equipment or changing equipment will cause a logistical or thermal
problem. The VF allows the designer or operator to assess the best course of action and gives in depth understanding
on unintuive behaviours.

References
• Seymour, Mark, Virtual Data Centre Design. A blueprint for success [1], retrieved 2007-09-26

References
[1] http:/ / www. futurefacilities. com/ newsarticles/ articles/ commerzbankarticlesummerZDTjournal. pdf
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Network-neutral data center
A network-neutral data center (or carrier-neutral data center) is a data center (or carrier hotel) which allows
interconnection between multiple telecommunication carriers and/or colocation providers. Network-neutral data
centers exist all over the world and vary in size and power.
While some data centers are owned and operated by a telecommunications or Internet service provider,
network-neutral data centers are operated by a third party who has little or no part in providing Internet service to the
end-user. This encourages competition and diversity as a server in a colocation centre can have one provider,
multiple providers or only connect back to the headquarters of the company who owns the server.
One benefit of hosting in a network-neutral data center is the ability to switch providers without physically moving
the server to another location.

http://en.wikipedia.org/w/index.php?title=Carrier_hotel
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Related Technologies

Virtual directory
In computing, the term virtual directory has a couple of meanings. It may simply designate (for example in IIS) a
folder which appears in a path but which is not actually a subfolder of the preceding folder in the path. However, this
article will discuss the term in the context of directory services and identity management.
A virtual directory or virtual directory server in this context is a software layer that delivers a single access point
for identity management applications and service platforms. A virtual directory operates as a high-performance,
lightweight abstraction layer that resides between client applications and disparate types of identity-data repositories,
such as proprietary and standard directories, databases, web services, and applications.
A virtual directory receives queries and directs them to the appropriate data sources by abstracting and virtualizing
data. The virtual directory integrates identity data from multiple heterogeneous data stores and presents it as though
it were coming from one source. This ability to reach into disparate repositories makes virtual directory technology
ideal for consolidating data stored in a distributed environment.
As of 2011[1], virtual directory servers most commonly use the LDAP protocol, but more sophisticated virtual
directories can also support SQL as well as DSML and SPML.
Industry experts have heralded the importance of the virtual directory in modernizing the identity infrastructure.
According to Dave Kearns of Network World,[2] “Virtualization is hot and a virtual directory is the building block, or
foundation, you should be looking at for your next identity management project." In addition, Gartner analyst, Bob
Blakley[3] said that virtual directories are playing an increasingly vital role. In his report, “The Emerging
Architecture of Identity Management,” Blakley wrote: “In the first phase, production of identities will be separated
from consumption of identities through the introduction of a virtual directory interface.”

Capabilities of Virtual Directories
Virtual directories can have some or all of the following capabilities:
•• Aggregate identity data across sources to create a single point of access.
•• Create high-availability for authoritative data stores.
• Act as identity firewall by preventing denial-of-service attacks on the primary data stores through an additional

virtual layer.
•• Support a common searchable namespace for centralized authentication.
•• Present a unified virtual view of user information stored across multiple systems.
•• Delegate authentication to backend sources through source-specific security means.
•• Virtualize data sources to support migration from legacy data stores without modifying the applications that rely

on them.
•• Enrich identities with attributes pulled from multiple data stores, based on a link between user entries.
Some advanced identity virtualization platforms can also:
•• Enable application-specific, customized views of identity data without violating internal or external regulations

governing identity data.Reveal contextual relationships between objects through hierarchical directory structures.
•• Develop advanced correlation across diverse sources using correlation rules.
•• Build a global user identity by correlating unique user accounts across various data stores, and enrich identities

with attributes pulled from multiple data stores, based on a link between user entries.
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•• Enable constant data refresh for real-time updates through a persistent cache.

Advantages of virtual directories
Virtual Directories:
•• Enable faster deployment because users do not need to add and sync additional application-specific data sources
•• Leverage existing identity infrastructure and security investments to deploy new services
•• Deliver high availability of data sources
•• Provide application-specific views of identity data which can help avoid the need to develop a master enterprise

schema
•• Allow a single view of identity data without violating internal or external regulations governing identity data
•• Act as identity firewalls by preventing denial-of-service attacks on the primary data-stores and providing further

security on access to sensitive data
•• Can reflect changes made to authoritative sources in real-time
•• Present a unified virtual view of user information from multiple systems so that it appears to reside in a single

system
•• Can secure all backend storage locations with a single security policy

Disadvantages
An original disadvantage is public perception of "push & pull technologies" which is the general classification of
"virtual directories" depending on the nature of their deployment. Virtual directories were initially designed and later
deployed with "Push technologies" in mind, which also contravened with "Privacy laws" in the USA. This is no
longer the case. There are, however, other disadvantages in the current technologies.
•• The classical virtual directory based on proxy cannot modify underlying data structures or create new views based

on the relationships of data from across multiple systems. So if an application requires a different structure, such
as a flattened list of identities, or a deeper hierarchy for delegated administration, a virtual directory is limited.

•• Many virtual directories cannot correlate same-users across multiple diverse sources in the case of duplicate users
•• Virtual directories without advanced caching technologies cannot scale to heterogeneous, high-volume

environments.

Sample terminology
•• Unify metadata: Extract schemas from the local data source, map them to a common format, and link the same

identities from different data silos based on a unique identifier.
•• Namespace joining: Create a single large directory by bringing multiple directories together at the namespace

level. For instance, if one directory has the namespace "ou=internal,dc=domain,dc=com" and a second directory
has the namespace "ou=external,dc=domain,dc=com," then creating a virtual directory with both namespaces is
an example of namespace joining.

•• Identity joining: Enrich identities with attributes pulled from multiple data stores, based on a link between user
entries. For instance if the user joeuser exists in a directory as "cn=joeuser,ou=users" and in a database with a
username of "joeuser" then the "joeuser" identity can be constructed from both the directory and the database.

• Data remapping: The translation of data inside of the virtual directory. For instance, mapping “uid” to
“samaccountname,” so a client application that only supports a standard LDAP-compliant data source is able to
search an Active Directory namespace, as well.

• Query routing: Route requests based on certain criteria, such as “write operations going to a master, while read
operations are forwarded to replicas.”
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•• Identity routing: Virtual directories may support the routing of requests based on certain criteria (such as write
operations going to a master while read operations being forwarded to replicas).

•• Authoritative source: A "virtualized" data repository, such as a directory or database, that the virtual directory can
trust for user data.

•• Server groups: Group one or more servers containing the same data and functionality. A typical implementation is
the multi-master, multi-replica environment in which replicas process "read" requests and are in one server group,
while masters process "write" requests and are in another, so that servers are grouped by their response to external
stimuli, even though all share the same data.

Sample Virtual Directory Use Cases
•• Integrating multiple directory namespaces to create a central enterprise directory.
•• Supporting infrastructure integrations after mergers and acquisitions.
•• Centralizing identity storage across the infrastructure, making identity information available to applications

through various protocols (including LDAP, JDBC, and web services).
• Creating a single access point for web access management (WAM) tools.
• Enabling web single sign-on (SSO) across varied sources or domains.
•• Supporting role-based, fine-grained authorization policies
• Enabling authentication across different security domains using each domain’s specific credential checking

method.
•• Improving secure access to information both inside and outside of the firewall.

References
[1] http:/ / en. wikipedia. org/ w/ index. php?title=Virtual_directory& action=edit
[2] http:/ / www. networkworld. com/ newsletters/ dir/ 2006/ 0807id1. html
[3][3] The Emerging Architecture of Identity Management, Bob Blakley, April 16, 2010.
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Virtuoso Universal Server

Virtuoso Universal Server

Virtuoso Conductor (Database Administration User Interface)

Developer(s) OpenLink Software

Stable release 7.1.0 / February 2014

Operating system Cross-platform

Type Triplestore, RDBMS, Application server, Web server

License GPLv2 and proprietary

Website virtuoso.openlinksw.com [1]

Virtuoso Universal Server is a middleware and database engine hybrid that combines the functionality of a
traditional RDBMS, ORDBMS, virtual database, RDF, XML, free-text, web application server and file server
functionality in a single system. Rather than have dedicated servers for each of the aforementioned functionality
realms, Virtuoso is a "universal server"; it enables a single multithreaded server process that implements multiple
protocols. The open source edition of Virtuoso Universal Server is also known as OpenLink Virtuoso. The software
has been developed by OpenLink Software with Kingsley Uyi Idehen and Orri Erling as the chief software
architects.

Database structure

Core database engine
Virtuoso provides an extended object-relational model, which combines the flexibility of relational access with
inheritance, run time data typing, late binding, and identity based access. Virtuoso Universal Server database
includes physical file and in memory storage and operating system processes that interact with the storage. There is
one main process, which has listeners on a specified port for HTTP, SOAP, and other protocols.

Architecture

Virtuoso is designed to take advantage of operating system threading support and multiple CPUs. It consists of a
single process with an adjustable pool of threads shared between clients. Multiple threads may work on a single
index tree with minimal interference with each other. One cache of database pages is shared among all threads and
old dirty pages are written back to disk as a background process.
The database has at all times a clean checkpoint state and a delta of committed or uncommitted changes to this
checkpointed state. This makes it possible to do a clean backup of the checkpoint state while transactions proceed on
the commit state.
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A transaction log file records all transactions since the last checkpoint. Transaction log files may be preserved and
archived for an indefinite time, providing a full, recoverable history of the database.
A single set of files is used for storing all tables. A separate set of files is used for all temporary data. The maximum
size of a file set is 32 terabytes, for 4G × 8K pages.

Locking

Virtuoso provides dynamic locking, starting with row level locks and escalating to page level locks when a cursor
holds a large percentage of a page's rows or when it has a history of locking entire pages. Lock escalation only
happens when no other transactions hold locks on the same page, hence it never deadlocks. Virtuoso SQL provides
means for exclusive read and for setting transaction isolation.

Transactions

All four levels of isolation are supported: Dirty read, read committed, repeatable read and serializable. The level of
isolation may be specified operation by operation within a single transaction. Virtuoso can also act as a resource
manager and/or transaction coordinator under Microsoft's Distributed Transaction Coordinator (MS DTC) or the XA
standard.

Data integrity

Virtuoso ORDBMS database supports entity integrity and referential integrity. Virtuoso ensures that relationships
between records in related tables are valid by enforcing referential integrity. Integrity constraints include:
• NOT NULL - Within the definition of a table, Virtuoso allows data to contain a NULL value. This NULL value is

not really a value at all and is considered an absence of value. The constraint of NOT NULL forces a value to be
given to a column.

• Unique Key - Uniqueness for a column or set of columns means that the values in that column or set of columns
must be different from all other columns or set of columns in that table. A unique key may contain NULL values
since they are by definition a unique non-valued value.

• Primary Key - Primary key are much like unique keys except that they are designed to uniquely identify a row in
a table. They can consist of a single column or multiple columns. The primary key cannot contain a NULL value.

• CHECK Constraint - Virtuoso provides on a column an integrity constraint that requires certain conditions to be
met before the data is inserted or modified. If the checks are not satisfied then the transaction cannot be
completed.

Data dictionary

Virtuoso stores all its information about all user objects in the database in the system catalog tables designated by
db.dba*.

Components and files

Components

Virtuoso is made up of client and server components. These are the components typically used to communicate with
a local or remote Virtuoso server which include:
• Virtuoso Drivers for ODBC, JDBC, ADO.NET and OLE DB
•• Conductor, a Web Based Database Administration User Interface
•• ISQL (Interactive SQL) and ISQO Utilities
•• Documentation and Tutorials
•• Samples
All database installation come with two databases, a default database and a demo database.
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History
The Virtuoso project was born in 1998 from a merger of the OpenLink data access middleware and Kubl RDBMS.

Kubl RDBMS
The Kubl ORDBMS was one of a list of relational database systems with roots in Finland. This list also includes
MySQL, InnoDB, and Solid RDBMS/Solid Technologies.
As is the case with most technology products, key personnel behind OpenLink Virtuoso, InnoDB, and Solid share
periods of professional overlap that provide noteworthy insight into the history of database technology development
in Finland. Heikki Tuuri (creator of InnoDB), Ora Lassila (W3C and Nokia Research, a technology lead and
visionary in the areas RDF and Semantic Web in general alongside Tim Berners-Lee), and Orri Erling (Virtuoso
Program Manager at OpenLink Software) all worked together in a startup company called Entity Systems in Finland
- where they were developing Common Lisp and Prolog development environments for the early generation of PC's
circa. 1986–88.
Later, Orri Erling worked with VIA International, the developer of VIA/DRE in designing a LISP based
object-oriented data access layer atop the company's DBMS product. The core development team of VIA, following
the company's demise in 1992, went on to found Solid Technologies under the direction of Artturi Tarjanne.
Heikki Tuuri worked at Solid for a while before starting his own database development project which became
InnoDB (acquired by Oracle in 2005).
Orri Erling started his own DBMS development work in 1994, which was to become Kubl. Development of Kubl
was initially financed by Infosto Group, publisher of Finland's largest free ads paper, as part of their in-house
software development project for their on-line services. The on-line version of Keltainen Pörssi was at one time said
to be Finland's most popular web site with 500,000 registered users. The Kubl database was prominently displayed in
a "Powered by Kubl" logo on the search results.
A free trial version of Kubl was made available for download on November 7, 1996.
Kubl was marketed as a high performance lightweight database for embedded use; the development aim was to
achieve top scores in Transactions Per Second tests. Pricing of the product was especially favorable to Linux users
with a Linux license priced at $199.
Kubl became the cornerstone of OpenLink Virtuoso, after the technology paths of Kingsley Uyi Idehen and Orri
Erling crossed in 1998, leading to the acquisition of Kubl by OpenLink Software.

Functionality realms
Virtuoso provides functionality that covers a broad range of traditionally distinct functionality realms as part of a
single product offering. The realms include:
• Object-relational database engine for (SQL, XML, RDF and plain text)
• Web services computing platform
• Web application server
• Web content management system (WCMS)
• NNTP-based Discussion Management
• Replication of Homogeneous and Heterogeneous Data
• Mail Storage Sink and (POP3) Service Proxy
•• DataPortability
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Protocols implemented
In addition to the functionality realms above, the product implements of a broad range of industry standard Web &
Internet protocols that includes: HTTP, WebDAV, CalDAV, CardDAV, SOAP, UDDI, WSDL, WS-Policy,
WS-Security, WS-ReliableMessaging, WS-Routing, WS-Referral, WS-Attachment, WS-BPEL, SyncML, GData,
SPARQL, SPARUL, NNTP

API support
For the database application developer and systems integrator, Virtuoso implements a variety of industry standard
data access APIs (client and server) that includes: ODBC, JDBC, OLE DB, ADO.NET, ADO.NET Entity
Framework, XMLA

Content syndication and interchange format support
For the Web application developer, content syndicate(s), content publishers, and content consumers, Virtuoso
implements support for standards such as: Atom, RSS 2.0, RSS 1.0, OPML, XBEL, FOAF, SIOC

Query language support
SQL, SPARQL (with numerous extensions), XQuery (implementation of Core functions library is seriously
incomplete), XPath (1.0 only), XSLT (1.0 only)

Schema definition language support
SQL's Data Definition Language, XML Schema

Usage scenarios
Virtuoso is a solution for the following system integration challenges:
• Enterprise Information Integration (EII)
• Programming Language Independent Web application deployment
• Monolithic application decomposition that leverages the principles of service-oriented architecture
• Web service based enterprise application integration via a significant amount of WS-* protocols support
• Business process management via BPEL
• Semantic Web Data Spaces Generation
• Deployment Platform for injecting RDF-based Linked Data into the Semantic Data Web

Related technology areas

Data management
•• Relational database management system
•• List of relational database management systems
•• Comparison of object-relational database management systems
•• Comparison of relational database management systems

Enterprise application, information, and data integration
•• Web 2.0
•• Enterprise service bus
•• Service-oriented architecture
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•• Enterprise application integration
•• Data integration
•• Web service
•• Semantic Web
•• Business Integration Severs Comparison Matrix

Related products and tools
In addition to Virtuoso, OpenLink Software produces several related tools and applications.
• OpenLink Data Spaces a Virtuoso based platform for cost-effective creation and management of Semantic Web /

Linked Data Web presence. It provides a data junction box for integrating data across third party Social network
service, Blog, File sharing, Shared & Social bookmarking, Wiki, E-mail, Photo Sharing, RSS 2.0, Atom, and RSS
1.1 Content Aggregation services. In addition, to its third party integration functionality, it also includes its own
rich collection of Linked Data compliant distributed collaborative applications, across each of the aforementioned
Web application realms.

• Universal Data Access Drivers - High-performance data access drivers for ODBC, JDBC, ADO.NET, and OLE
DB that provide transparent access to enterprise databases across multiple platforms and databases.

Platforms
Virtuoso is supported on a number of 32- & 64-bit platforms including cross-platform Windows, UNIX (HP, AIX,
Sun, DEC, BSD, SCO), Linux (Red Hat, SUSE), and Mac OS X.

Licensing
In April 2006, an open source version of Virtuoso was made available under the GNU General Public License v2.
The software is now available in Commercial and Open Source license variants.

References
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External links
• Main Virtuoso Web Site (http:/ / virtuoso. openlinksw. com/ )
• OpenLink Virtuoso (Open-Source Edition) (http:/ / sourceforge. net/ projects/ virtuoso/ ) at SourceForge
• OpenLink Virtuoso (Open-Source Edition) (https:/ / github. com/ openlink/ virtuoso-opensource) at GitHub
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Workflow engine
A workflow engine is a software application that defines a process, the rules governing process decisions, and routes
information.[1] It is a key component in workflow technology and typically makes use of a database server.
A workflow manages and monitors the state of activities, such as the processing and approval of a loan application
form, and determines which new activity to transition to according to defined processes (workflows).[2] The actions
may be anything from saving an application form in a document management system to sending a reminder e-mail to
users or escalating overdue items to management. A workflow engine facilitates the flow of information, tasks, and
events.[3] Workflow engines may also be referred to as a Workflow Orchestration Engines.[4]

Workflow engines mainly have three functions:
•• Verification of the current status: Check whether the command is valid in executing a task.
•• Determine the authority of users: Check if the current user is permitted to execute the task.
• Executing condition script: After passing the previous two steps, workflow engine begins to evaluate condition

script in which two processes are carried out, if the condition is true, workflow engine execute the task, and if
execution successfully complete, it returns the success, if not, it reports the error to trigger and roll back the
change.[5]

A workflow engine is a core technique for task allocation software application, such as BPM in which the workflow
engine allocates task to different executors with communicating data among participants. A workflow engine can
execute any arbitrary sequence of steps, for example, a healthcare data analysis.

References
[1] http:/ / glossary. businessprocessincubator. com/ index. php/ 6987/ workflow-engine
[2] http:/ / docs. oracle. com/ cd/ B13789_01/ workflow. 101/ b10286/ wfapi. htm
[3] http:/ / ceiton. com/ CMS/ EN/ workflow/ introduction. html#Benefits
[4] http:/ / pic. dhe. ibm. com/ infocenter/ tivihelp/ v48r1/ index. jsp?topic=%2Fcom. ibm. sco. doc_2.

2%2Fenablement%2Fworkfloworchestration. html
[5] The Workflow Engine Model. The Workflow Engine Model (http:/ / msdn. microsoft. com/ en-us/ library/ aa188337(office. 10). aspx)

Accessed 1 Dec. 2010.
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Metadata Models

Metadata
Metadata is "data about data". The term is ambiguous, as it is used for two fundamentally different concepts (types).
Structural metadata is about the design and specification of data structures and is more properly called "data about
the containers of data"; descriptive metadata, on the other hand, is about individual instances of application data,
the data content.
Metadata are traditionally found in the card catalogs of libraries. As information has become increasingly digital,
metadata are also used to describe digital data using metadata standards specific to a particular discipline. By
describing the contents and context of data files, the quality of the original data/files is greatly increased. For
example, a webpage may include metadata specifying what language it is written in, what tools were used to create
it, and where to go for more on the subject, allowing browsers to automatically improve the experience of users.

Definition
Metadata (metacontent) are defined as the data providing information about one or more aspects of the data, such as:
•• Means of creation of the data
•• Purpose of the data
•• Time and date of creation
•• Creator or author of the data
• Location on a computer network where the data were created
• Standards used
For example, a digital image may include metadata that describe how large the picture is, the color depth, the image
resolution, when the image was created, and other data. A text document's metadata may contain information about
how long the document is, who the author is, when the document was written, and a short summary of the document.
Metadata are data. As such, metadata can be stored and managed in a database, often called a metadata registry or
metadata repository.[1] However, without context and a point of reference, it might be impossible to identify
metadata just by looking at them. For example: by itself, a database containing several numbers, all 13 digits long
could be the results of calculations or a list of numbers to plug into an equation - without any other context, the
numbers themselves can be perceived as the data. But if given the context that this database is a log of a book
collection, those 13-digit numbers may now be identified as ISBNs - information that refers to the book, but is not
itself the information within the book.
The term "metadata" was coined in 1968 by Philip Bagley, in his book "Extension of programming language
concepts" where it is clear that he uses the term in the ISO 11179 "traditional" sense, which is "structural metadata"
i.e. "data about the containers of data"; rather than the alternate sense "content about individual instances of data
content" or metacontent, the type of data usually found in library catalogues.[2] Since then the fields of information
management, information science, information technology, librarianship and GIS have widely adopted the term. In
these fields the word metadata is defined as "data about data". While this is the generally accepted definition, various
disciplines have adopted their own more specific explanation and uses of the term.
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Libraries
Metadata have been used in various forms as a means of cataloging archived information. The Dewey Decimal
System employed by libraries for the classification of library materials is an early example of metadata usage.
Library catalogues used 3x5 inch cards to display a book's title, author, subject matter, and a brief plot synopsis
along with an abbreviated alpha-numeric identification system which indicated the physical location of the book
within the library's shelves. Such data help classify, aggregate, identify, and locate a particular book. Another form
of older metadata collection is the use by US Census Bureau of what is known as the "Long Form." The Long Form
asks questions that are used to create demographic data to find patterns of distribution.

Photographs
Metadata may be written into a digital photo file that will identify who owns it, copyright and contact information,
what camera created the file, along with exposure information and descriptive information such as keywords about
the photo, making the file searchable on the computer and/or the Internet. Some metadata are written by the camera
and some is input by the photographer and/or software after downloading to a computer. However, not all digital
cameras enable you to edit metadata; this functionality has been available on most Nikon DSLRs since the Nikon D3
and on most new Canon cameras since the Canon EOS 7D.
Photographic Metadata Standards are governed by organizations that develop the following standards. They include,
but are not limited to:
• IPTC Information Interchange Model IIM (International Press Telecommunications Council),
• IPTC Core Schema for XMP
• XMP – Extensible Metadata Platform (an ISO standard)
• Exif – Exchangeable image file format, Maintained by CIPA (Camera & Imaging Products Association) and

published by JEITA (Japan Electronics and Information Technology Industries Association)
• Dublin Core (Dublin Core Metadata Initiative – DCMI)
•• PLUS (Picture Licensing Universal System).

Video
Metadata are particularly useful in video, where information about its contents (such as transcripts of conversations
and text descriptions of its scenes) are not directly understandable by a computer, but where efficient search is
desirable.

Web pages
Web pages often include metadata in the form of meta tags. Description and keywords meta tags are commonly used
to describe the Web page's content. Most search engines use these data when adding pages to their search index.

Creation of metadata
Metadata can be created either by automated information processing or by manual work. Elementary metadata
captured by computers can include information about when an object was created, who created it, when it was last
updated, file size and file extension.
For the purposes of this article, an "object" refers to any of the following:
•• A physical item such as a book, CD, DVD, map, chair, table, flower pot, etc.
•• An electronic file such as a digital image, digital photo, document, program file, database table, etc.
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Metadata types
The metadata application is manyfold covering a large variety of fields of application there are nothing but
specialised and well accepted models to specify types of metadata. Bretheron & Singley (1994) distinguish between
two distinct classes: structural/control metadata and guide metadata. Structural metadata are used to describe the
structure of database objects such as tables, columns, keys and indexes. Guide metadata are used to help humans
find specific items and are usually expressed as a set of keywords in a natural language. According to Ralph Kimball
metadata can be divided into 2 similar categories: technical metadata and business metadata. Technical metadata
correspond to internal metadata, business metadata - to external metadata. Kimball adds a third category named
process metadata. On the other hand, NISO distinguishes among three types of metadata: descriptive, structural and
administrative. Descriptive metadata are the information used to search and locate an object such as title, author,
subjects, keywords, publisher; structural metadata give a description of how the components of the object are
organised; and administrative metadata refer to the technical information including file type. Two sub-types of
administrative metadata are rights management metadata and preservation metadata.

Metadata structures
Metadata (metacontent), or more correctly, the vocabularies used to assemble metadata (metacontent) statements, are
typically structured according to a standardized concept using a well-defined metadata scheme, including: metadata
standards and metadata models. Tools such as controlled vocabularies, taxonomies, thesauri, data dictionaries and
metadata registries can be used to apply further standardization to the metadata. Structural metadata commonality is
also of paramount importance in data model development and in database design.

Metadata syntax
Metadata (metacontent) syntax refers to the rules created to structure the fields or elements of metadata
(metacontent). A single metadata scheme may be expressed in a number of different markup or programming
languages, each of which requires a different syntax. For example, Dublin Core may be expressed in plain text,
HTML, XML and RDF.
A common example of (guide) metacontent is the bibliographic classification, the subject, the Dewey Decimal class
number. There is always an implied statement in any "classification" of some object. To classify an object as, for
example, Dewey class number 514 (Topology) (i.e. books having the number 514 on their spine) the implied
statement is: "<book><subject heading><514>. This is a subject-predicate-object triple, or more importantly, a
class-attribute-value triple. The first two elements of the triple (class, attribute) are pieces of some structural
metadata having a defined semantic. The third element is a value, preferably from some controlled vocabulary, some
reference (master) data. The combination of the metadata and master data elements results in a statement which is a
metacontent statement i.e. "metacontent = metadata + master data". All these elements can be thought of as
"vocabulary". Both metadata and master data are vocabularies which can be assembled into metacontent statements.
There are many sources of these vocabularies, both meta and master data: UML, EDIFACT, XSD,
Dewey/UDC/LoC, SKOS, ISO-25964, Pantone, Linnaean Binomial Nomenclature etc. Using controlled
vocabularies for the components of metacontent statements, whether for indexing or finding, is endorsed by
ISO-25964 [3]: "If both the indexer and the searcher are guided to choose the same term for the same concept, then
relevant documents will be retrieved." This is particularly relevant when considering the behemoth of the internet,
Google. It simply indexes pages then matches text strings using its complex algorithm, there is no intelligence or
"inferencing" occurring. Just the illusion thereof.
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Hierarchical, linear and planar schemata
Metadata schema can be hierarchical in nature where relationships exist between metadata elements and elements are
nested so that parent-child relationships exist between the elements. An example of a hierarchical metadata schema
is the IEEE LOM schema where metadata elements may belong to a parent metadata element. Metadata schema can
also be one-dimensional, or linear, where each element is completely discrete from other elements and classified
according to one dimension only. An example of a linear metadata schema is Dublin Core schema which is one
dimensional. Metadata schema are often two dimensional, or planar, where each element is completely discrete from
other elements but classified according to two orthogonal dimensions.

Metadata hypermapping
In all cases where the metadata schemata exceed the planar depiction, some type of hypermapping is required to
enable display and view of metadata according to chosen aspect and to serve special views. Hypermapping
frequently applies to layering of geographical and geological information overlays.

Granularity
The degree to which the data or metadata are structured is referred to as their granularity. Metadata with a high
granularity allow for deeper structured information and enable greater levels of technical manipulation however, a
lower level of granularity means that metadata can be created for considerably lower costs but will not provide as
detailed information. The major impact of granularity is not only on creation and capture, but moreover on
maintenance. As soon as the metadata structures get outdated, the access to the referred data will get outdated. Hence
granularity shall take into account the effort to create as well as the effort to maintain.

Metadata standards
International standards apply to metadata. Much work is being accomplished in the national and international
standards communities, especially ANSI (American National Standards Institute) and ISO (International
Organization for Standardization) to reach consensus on standardizing metadata and registries.
The core standard is ISO/IEC 11179-1:2004 and subsequent standards (see ISO/IEC 11179). All yet published
registrations according to this standard cover just the definition of metadata and do not serve the structuring of
metadata storage or retrieval neither any administrative standardisation. It is important to note that this standard
refers to metadata as the data about containers of the data and not to metadata (metacontent) as the data about the
data contents. It should also be noted that this standard describes itself originally as a "data element" registry,
describing disembodied data elements, and explicitly disavows the capability of containing complex structures. Thus
the original term "data element" is more applicable than the later applied buzzword "metadata".
The Dublin Core metadata terms are a set of vocabulary terms which can be used to describe resources for the
purposes of discovery. The original set of 15 classic metadata terms, known as the Dublin Core Metadata Element
Set are endorsed in the following standards documents:
•• IETF RFC 5013
•• ISO Standard 15836-2009
•• NISO Standard Z39.85.
Although not a standard, Microformat (also mentioned in the section metadata on the internet below) is a web-based
approach to semantic markup which seeks to re-use existing HTML/XHTML tags to convey metadata. Microformat
follows XHTML and HTML standards but is not a standard in itself. One advocate of microformats, Tantek Çelik,
characterized a problem with alternative approaches:
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“Here's a new language we want you to learn, and now you need to output these additional files on your server. It's a hassle. (Microformats)
lower the barrier to entry. ”

Metadata usage

Data virtualization
Data virtualization has emerged as the new software technology to complete the virtualization stack in the enterprise.
Metadata are used in data virtualization servers which are enterprise infrastructure components, alongside database
and application servers. Metadata in these servers are saved as persistent repository and describe business objects in
various enterprise systems and applications. Structural metadata commonality is also important to support data
virtualization.

Statistics and census services
Standardization work has had a large impact on efforts to build metadata systems in the statistical community[citation

needed]. Several metadata standardsWikipedia:Avoid weasel words are described, and their importance to statistical
agencies is discussed. Applications of the standardsWikipedia:Avoid weasel words at the Census Bureau,
Environmental Protection Agency, Bureau of Labor Statistics, Statistics Canada, and many others are
described[citation needed]. Emphasis is on the impact a metadata registry can have in a statistical agency.

Library and information science
Libraries employ metadata in library catalogues, most commonly as part of an Integrated Library Management
System. Metadata are obtained by cataloguing resources such as books, periodicals, DVDs, web pages or digital
images. These data are stored in the integrated library management system, ILMS, using the MARC metadata
standard. The purpose is to direct patrons to the physical or electronic location of items or areas they seek as well as
to provide a description of the item/s in question.
More recent and specialized instances of library metadata include the establishment of digital libraries including
e-print repositories and digital image libraries. While often based on library principles, the focus on non-librarian
use, especially in providing metadata, means they do not follow traditional or common cataloging approaches. Given
the custom nature of included materials, metadata fields are often specially created e.g. taxonomic classification
fields, location fields, keywords or copyright statement. Standard file information such as file size and format are
usually automatically included.
Standardization for library operation has been a key topic in international standardization (ISO) for decades.
Standards for metadata in digital libraries include Dublin Core, METS, MODS, DDI, ISO standard Digital Object
Identifier (DOI), ISO standard Uniform Resource Name (URN), PREMIS schema, Ecological Metadata Language,
and OAI-PMH. Leading libraries in the world give hints on their metadata standards strategies.

Metadata and the law

United States

Problems involving metadata in litigation in the United States are becoming widespread.Wikipedia:Manual of
Style/Dates and numbers#Chronological items Courts have looked at various questions involving metadata,
including the discoverability of metadata by parties. Although the Federal Rules of Civil Procedure have only
specified rules about electronic documents, subsequent case law has elaborated on the requirement of parties to
reveal metadata. In October 2009, the Arizona Supreme Court has ruled that metadata records are public record.
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Document metadata have proven particularly important in legal environments in which litigation has requested
metadata, which can include sensitive information detrimental to a party in court.
Using metadata removal tools to "clean" documents can mitigate the risks of unwittingly sending sensitive data. This
process partially (see Data remanence) protects law firms from potentially damaging leaking of sensitive data
through electronic discovery.

Metadata in healthcare
Australian researches in medicine started a lot of metadata definition for applications in health care. That approach
offers the first recognized attempt to adhere to international standards in medical sciences instead of defining a
proprietary standard under the WHO umbrella first.
The medical community yet did not approve the need to follow metadata standards despite respective research.[3]

Metadata and data warehousing
Data warehouse (DW) is a repository of an organization's electronically stored data. Data warehouses are designed to
manage and store the data whereas the business intelligence (BI) focuses on the usage of the data to facilitate
reporting and analysis.[4]

The purpose of a data warehouse is to house standardized, structured, consistent, integrated, correct, cleansed and
timely data, extracted from various operational systems in an organization. The extracted data are integrated in the
data warehouse environment in order to provide an enterprise wide perspective, one version of the truth. Data are
structured in a way to specifically address the reporting and analytic requirements. The design of structural metadata
commonality using a data modeling method such as entity relationship model diagramming is very important in any
data warehouse development effort.
An essential component of a data warehouse/business intelligence system is the metadata and tools to manage and
retrieve the metadata. Ralph Kimball describes metadata as the DNA of the data warehouse as metadata defines the
elements of the data warehouse and how they work together.
Kimball et al. refers to three main categories of metadata: Technical metadata, business metadata and process
metadata. Technical metadata are primarily definitional, while business metadata and process metadata are primarily
descriptive. Keep in mind that the categories sometimes overlap.
• Technical metadata define the objects and processes in a DW/BI system, as seen from a technical point of view.

The technical metadata include the system metadata which define the data structures such as: tables, fields, data
types, indexes and partitions in the relational engine, and databases, dimensions, measures, and data mining
models. Technical metadata define the data model and the way it is displayed for the users, with the reports,
schedules, distribution lists and user security rights.

• Business metadata are a content from the data warehouse described in more user-friendly terms. The business
metadata tell you what data you have, where they come from, what they mean and what their relationship is to
other data in the data warehouse. Business metadata may also serve as a documentation for the DW/BI system.
Users who browse the data warehouse are primarily viewing the business metadata.

• Process metadata are used to describe the results of various operations in the data warehouse. Within the ETL
process, all key data from tasks are logged on execution. This includes start time, end time, CPU seconds used,
disk reads, disk writes and rows processed. When troubleshooting the ETL or query process, this sort of data
becomes valuable. Process metadata are the fact measurement when building and using a DW/BI system. Some
organizations make a living out of collecting and selling this sort of data to companies - in that case the process
metadata becomes the business metadata for the fact and dimension tables. Collecting process metadata is in the
interest of business people who can use the data to identify the users of their products, which products they are
using and what level of service they are receiving.
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Metadata on the Internet
The HTML format used to define web pages allows for the inclusion of a variety of types of metadata, from basic
descriptive text, dates and keywords to further advanced metadata schemes such as the Dublin Core, e-GMS, and
AGLS[5] standards. Pages can also be geotagged with coordinates. Metadata may be included in the page's header or
in a separate file. Microformats allow metadata to be added to on-page data in a way that users do not see, but
computers can readily access.
Interestingly, many search engines are cautious about using metadata in their ranking algorithms due to exploitation
of metadata and the practice of search engine optimization, SEO, to improve rankings. See Meta element article for
further discussion. Studies show that search engines respond to web pages with metadata implementations.[6]

Metadata in the broadcast industry
In broadcast industry, metadata are linked to audio and video Broadcast media to:
• identify the media: clip or playlist names, duration, timecode, etc.
• describe the content: notes regarding the quality of video content, rating, description (for example, during a sport

event, keywords like goal, red card will be associated to some clips)
• classify media: metadata allow to sort the media or to easily and quickly find a video content (a TV news could

urgently need some archive content for a subject). For example, the BBC have a large subject classification
system, Lonclass, a customized version of the more general-purpose Universal Decimal Classification.

These metadata can be linked to the video media thanks to the video servers. All latest broadcasted sport events like
FIFA World Cup or Olympic Games use these metadata to distribute their video content to TV stations through
keywords. It's often the host broadcaster who is in charge of organizing metadata through its International Broadcast
Centre and its video servers. Those metadata are recorded with the images and are entered by metadata operators
(loggers) who associate in live metadata available in metadata grids through software (such as Multicam(LSM) or
IPDirector used during FIFA World Cup or Olympic Games).

Geospatial metadata
Metadata that describe geographic objects (such as datasets, maps, features, or simply documents with a geospatial
component) have a history dating back to at least 1994 (refer MIT Library page on FGDC Metadata [8]). This class
of metadata is described more fully on the Geospatial metadata page.

Ecological and environmental metadata
Ecological and environmental metadata are intended to document the who, what, when, where, why, and how of data
collection for a particular study. Metadata should be generated in a format commonly used by the most relevant
science community, such as Darwin Core, Ecological Metadata Language, or Dublin Core. Metadata editing tools
exist to facilitate metadata generation (e.g. Metavist, Mercury: Metadata Search System, Morpho). Metadata should
describe provenance of the data (where they originated, as well as any transformations the data underwent) and how
to give credit for (cite) the data products.
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Digital music
CDs such as recordings of music will carry a layer of metadata about the recordings such as dates, artist, genre,
copyright owner, etc. The metadata, not normally displayed by CD players, can be accessed and displayed by
specialized music playback and/or editing applications.
The metadata for compressed and uncompressed digital music is often encoded in the ID3 tag. Common editors such
as TagLib support MP3, Ogg Vorbis, FLAC, MPC, Speex, WavPack TrueAudio, WAV, AIFF, MP4 and ASF file
formats.

Cloud applications
With the availability of Cloud applications, which include those to add metadata to content, metadata is increasingly
available over the Internet.

Metadata administration and management

Metadata storage
Metadata can be stored either internally, in the same file as the data, or externally, in a separate file. Metadata that
are embedded with content is called embedded metadata. A data repository typically stores the metadata detached
from the data. Both ways have advantages and disadvantages:
•• Internal storage allows transferring metadata together with the data they describe; thus, metadata are always at

hand and can be manipulated easily. This method creates high redundancy and does not allow holding metadata
together.

• External storage allows bundling metadata, for example in a database, for more efficient searching. There is no
redundancy and metadata can be transferred simultaneously when using streaming. However, as most formats use
URIs for that purpose, the method of how the metadata are linked to their data should be treated with care. What
if a resource does not have a URI (resources on a local hard disk or web pages that are created on-the-fly using a
content management system)? What if the metadata can only be evaluated if there is a connection to the Web,
especially when using RDF? How to realize that a resource is replaced by another with the same name but
different content?

Moreover, there is the question of data format: storing metadata in a human-readable format such as XML can be
useful because users can understand and edit it without specialized tools. On the other hand, these formats are not
optimized for storage capacity; it may be useful to store metadata in a binary, non-human-readable format instead to
speed up transfer and save memory.

Metadata management
Metadata management is the end-to-end process and governance framework for creating, controlling, enhancing,
attributing, defining and managing a metadata schema, model or other structured aggregation, either independently
or within a repository and the associated supporting processes (often to enable the management of content). The
world Wide Web Consortium (W3C) has identified Governance as a key challenge in the advancement of third
generation Web Technologies (Web 3.0, Semantic Web), and a number of research prototypes, such as S3DB,
explore the use of semantic modeling to identify practical solutions.
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Database management
Each relational database system has its own mechanisms for storing metadata. Examples of relational-database
metadata include:
•• Tables of all tables in a database, their names, sizes and number of rows in each table.
•• Tables of columns in each database, what tables they are used in, and the type of data stored in each column.
In database terminology, this set of metadata is referred to as the catalog. The SQL standard specifies a uniform
means to access the catalog, called the information schema, but not all databases implement it, even if they
implement other aspects of the SQL standard. For an example of database-specific metadata access methods, see
Oracle metadata. Programmatic access to metadata is possible using APIs such as JDBC, or SchemaCrawler.

•• Agris: International Information System for the Agricultural Sciences
and Technology

•• Metadata publishing

•• Classification scheme •• Metadata registry
•• Crosswalk (metadata) •• Metamathematics
•• DataONE • METAFOR Common Metadata for Climate Modelling Digital

Repositories
• Data Dictionary (aka metadata repository) •• Microcontent
•• Dublin Core •• Microformat
•• Folksonomy •• Multicam(LSM)
• GEOMS – Generic Earth Observation Metadata Standard •• Ontology (computer science)
•• IPDirector •• Official statistics
•• ISO/IEC 11179 •• Paratext
•• Knowledge tag •• Preservation Metadata
•• Mercury: Metadata Search System •• SDMX
•• Meta element •• Semantic Web
•• Metadata Access Point Interface •• SGML
•• Metadata discovery •• The Metadata Company
•• Metadata facility for Java •• Universal Data Element Framework
•• Metadata from Wikiversity •• Vocabulary OneSource

•• XSD
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External links
• Mercury: Metadata Management, Data Discovery and Access (http:/ / mercury. ornl. gov/ ornldaac), managed by

Oak Ridge National Laboratory Distributed Active Archive Center
• Guardian US interactive team. " A Guardian guide to your Metadata (http:/ / www. guardian. co. uk/ technology/

interactive/ 2013/ jun/ 12/ what-is-metadata-nsa-surveillance#meta=0000000)." The Guardian. Wednesday 12
June 2013.

• Metacrap: Putting the torch to seven straw-men of the meta-utopia (http:/ / www. well. com/ ~doctorow/
metacrap. htm) – Cory Doctorow's opinion on the limitations of metadata on the Internet, 2001

• Retrieving Meta Data from Documents and Pictures Online (http:/ / www. anonwatch. com/ ?p=9) - AnonWatch
• Understanding Metadata (http:/ / www. niso. org/ publications/ press/ UnderstandingMetadata. pdf) - NISO, 2004
• DataONE (http:/ / www. dataone. org) Investigator Toolkit
• Journal of Library Metadata (http:/ / www. informaworld. com/ openurl?genre=journal& issn=1938-6389),

Routledge, Taylor & Francis Group, ISSN 1937-5034
• International Journal of Metadata, Semantics and Ontologies (IJMSO) (http:/ / www. inderscience. com/ ijmso),

Inderscience Publishers, ISSN 1744-263X
• AFC2IC Vocabulary OneSource Tool (https:/ / gcic. af. mil/ onesource)
• On metadata and metacontent (http:/ / www. metalounge. org/ _literature_52579/

Stephen_Machin_â��_ON_METADATA_AND_METACONTENT) archiv.org (http:/ / web. archive. org/ web/ */
http:/ / www. metalounge. org/ _literature_52579/
Stephen_Machin_â��_ON_METADATA_AND_METACONTENT)

• Managing Metadata (http:/ / library. caltech. edu/ laura/ ) blog

Meta-data management

Linnaean taxonomy, a metadata system used
historically for grouping animals in zoos, first

published in 1735

Meta-data management (also known as metadata management,
without the hyphen) involves managing data about other data, whereby
this "other data" is generally referred to as content data. The term is
used most often in relation to Digital media, but older forms of
metadata are catalogs, dictionaries, and taxonomies. For example, the
Dewey Decimal Classification is a metadata management system for
books developed in 1876 for libraries.

Metadata schema

Metadata management can be defined as the end-to-end process and
governance framework for creating, controlling, enhancing, attributing, defining and managing a metadata schema,
model or other structured aggregation system, either independently or within a repository and the associated
supporting processes (often to enable the management of content). For web-based systems, URLs, images, video etc.
may be referenced from a triples table of object, attribute and value.
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Card catalog and digital media access point

Scope

With specific knowledge domains, the boundaries of the metadata for
each must be managed, since a general ontology is not useful to experts
in one field whose language is knowledge-domain specific.

Metadata manager

If one is in the process of making a knowledge management solution,
creating a metadata schema and developing a system in which
metadata is managed are very important. In such a project, a dedicated
metadata manager may be appointed in order to maintain adherence to
metadata and information management standards. [citation needed] This is
a person who will be responsible for the metadata strategy, and
possibly, the implementation. A metadata manager does not need to
know about and be involved with everything concerning the solution,
but it does help to have an understanding of as much of the process as
possible to make sure a relevant schema is developed.

Metadata management over time
Managing the metadata in a knowledge management solution is an important step in a metadata strategy. It is part of
the strategy to make sure that the metadata are complete, current and correct at any given time. Managing a metadata
project is also about making sure that users of the system are aware of the possibilities allowed by a well-designed
metadata system and how to maximize the benefits of metadata. Regular monitoring the metadata to ensure that the
schema remains relevant is advised.

Wikipedia metadata
Wikipedia is a project that actively manages metadata for its articles and files. For example, volunteer editors
carefully curate new biographical articles based on the notability (claim to fame), name, birth, and/or death dates.[1]

Similarly, volunteer editors carefully curate new architectural articles based on name, municipality, or geo
coordinates.[2] When new articles with a valid alternate spelling are added to Wikipedia that match up to existing
articles based on metadata, these are then manually checked and if needed, tagged for merging.[3] When new articles
are added that are considered out of scope or otherwise unfit for Wikipedia, these are nominated for deletion.[4] To
help keep track of metadata on Wikipedia, the new Wikimedia project Wikidata was established in 2012. Click on
the pictures to view more metadata about these images:
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This picture of the Barcelona Cathedral was uploaded
to the English Wikipedia in 2003 to illustrate its

Wikipedia article, and was transferred to Wikimedia
Commons in 2007 so it could be used in other language

versions of Wikipedia.

This screenprint of the Catalan Wikipedia page on
the cathedral features several photos including

this one. The screenprint was uploaded to
Wikimedia Commons in 2007 soon after the

photo was available there, but that article on the
Catalan Wikipedia has since been expanded.
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Metadatabase
Metadatabase is a database model for (1) metadata management, (2) global query of independent databases, and
(3) distributed data processing.[1][2][3][4][5] The word metadatabase is an addition to the dictionary. Originally,
metadata was only a common term referring simply to "data about data", such as tags, keywords, and markup
headers. However, in this technology, the concept of metadata is extended to also include such data and knowledge
representation as information models (e.g., relations, entities-relationships, and objects), application logic (e.g.,
production rules), and analytic models (e.g., simulation, optimization, and mathematical algorithms). In the case of
analytic models, it is also referred to as a Modelbase.[6]

These classes of metadata are integrated with some modeling ontology[7] to give rise to a stable set of meta-relations
(tables of metadata). Individual models are interpreted as metadata and entered into these tables. As such, models are
inserted, retrieved, updated, and deleted in the same manner as ordinary data do in an ordinary (relational) database.
Users will also formulate global queries and requests for processing of local databases through the Metadatabase,
using the globally integrated metadata. The Metadatabase structure can be implemented in any open technology for
relational databases.

Significance
The Metadatabase technology is developed at Rensselaer Polytechnic Institute at Troy, New York, by a group of
faculty and students (see the references at the end of the article), starting in late 1980s. Its main contribution includes
the extension of the concept of metadata and metadata management, and the original approach of designing a
database for metadata applications. These conceptual results continue to motivate new research and new
applications. At the level of particular design, its openness and scalability is tied to that of the particular ontology
proposed: It requires reverse-representation of the application models in order to save them into the meta-relations.
In theory, the ontology is neutral, and it has been proven in some industrial applications.[8] However, it needs more
development to establish it for the field as an open technology. The requirement of reverse-representation is common
to any global information integration technology. A way to facilitate it is in the Metadatabase approach is to
distribute a core portion of it at each local site, to allow for peer-to-peer translation on the fly.
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External links
• http:/ / viu. eng. rpi. edu/

Metadirectory
A metadirectory system provides for the flow of data between one or more directory services and databases, in
order to maintain synchronization of that data, and is an important part of identity management systems. The data
being synchronized typically are collections of entries that contain user profiles and possibly authentication or policy
information. Most metadirectory deployments synchronize data into at least one LDAP-based directory server, to
ensure that LDAP-based applications such as single sign-on and portal servers have access to recent data, even if the
data is mastered in a non-LDAP data source.
Metadirectory products support filtering and transformation of data in transit.
Most identity management suites from commercial vendors include a metadirectory product, or a user provisioning
product.

Open source software
Ldap Synchronization Connector [1] synchronize data from any data source including databases, LDAP directories or
files by reading, transforming and comparing these data between the source and the target referentials. These
connectors can then be used to continuously synchronize a data source to a directory, for a one shot import or just to
compare differences by outputting CSV or LDIF format reports.
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Metadata controller
Metadata controller (or MDC) is a storage area network (SAN) technology for managing file locking, space
allocation and data access authorization. This is needed when several clients are given block level access to the same
disk volume.
The abstract for the patent describing this technology can be read here [1]
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Data element
In metadata, the term data element is an atomic unit of data that has precise meaning or precise semantics. A data
element has:
1. An identification such as a data element name
2. A clear data element definition
3. One or more representation terms
4. Optional enumerated values Code (metadata)
5. A list of synonyms to data elements in other metadata registries Synonym ring
Data elements usage can be discovered by inspection of software applications or application data files through a
process of manual or automated Application Discovery and Understanding. Once data elements are discovered they
can be registered in a metadata registry.
In telecommunication, the term data element has the following components:
1. A named unit of data that, in some contexts, is considered indivisible and in other contexts may consist of data

items.
2. A named identifier of each of the entities and their attributes that are represented in a database.
3. A basic unit of information built on standard structures having a unique meaning and distinct units or values.
4. In electronic record-keeping, a combination of characters or bytes referring to one separate item of information,

such as name, address, or age.
In the areas of databases and data systems more generally a data element is a concept forming part of a data model.
As an element of data representation, a collection of data elements forms a data structure.[1]

In Practice
In practice, data elements (fields, columns, attributes, etc.) are sometimes "over loaded", meaning a given data
element will have multiple potential meanings. While a known bad practice, over loading is nevertheless a very real
factor or barrier to understanding what a system is doing.
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•   This article incorporates public domain material from the General Services Administration document "Federal
Standard 1037C" (http:/ / www. its. bldrdoc. gov/ fs-1037/ fs-1037c. htm).

•   This article incorporates public domain material from the United States Department of Defense document
"Dictionary of Military and Associated Terms".
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External links
• Association for Enterprise Integration (http:/ / www. afei. org/ )
• Federal XML Developer's Guide (http:/ / xml. gov/ documents/ in_progress/ developersguide. pdf)
• ISO/IEC 11179 Standards (http:/ / isotc. iso. org/ livelink/ livelink/ fetch/ 2000/ 2489/ Ittf_Home/

PubliclyAvailableStandards. htm) (see ISO/IEC 11179-3:2003 clause 3.3.36)

Metadata publishing
Metadata publishing is the process of making metadata data elements available to external users, both people and
machines using a formal review process and a commitment to change control processes.
Metadata publishing is the foundation upon which advanced distributed computing functions are being built. But like
building foundations, care must be taken in metadata publishing systems to ensure the structural integrity of the
systems built on top of them.

Definition of metadata publishing
Published metadata has the following characteristics:
1.1. Metadata structures available to the general public on a public web site or by a download
2.2. There is a documented review and approval process for adding or updating data elements to the system
3.3. New releases are made available without disturbing prior versions
4.4. A publishing organization that makes a commitment to change control process

Benefits of metadata publishing
When classifying benefits of metadata publishing two groups are usually considered. External parties are usually
consumers of information that are not part of the publishing organization. Internal parties are usually the various
business units or departments within an organization.

Benefits to external parties
1. Allows external systems (both people and agents) to have a clear understanding of the semantics of data elements

in a system
2. Allows third parties to build semantic maps between data models and import and export data between systems
3. Promotes service oriented architectures and allow horizontal sharing of information between traditional

information silos
4. Allows systems to participate in accurately indexed and federated search processes

Benefits to internal parties
1.1. allows parties from diverse business units to agree on shared data definitions and separate department or function

specific definitions
2. makes Extract, transform, load (ETL) operations more precise for data warehousing
3.3. allows user interface designers to access a common pool of screen and report header labels
4. promotion of model-driven architecture
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Objections to metadata publishing
•• Organizations that publish their metadata could make it easier for unauthorized people to find sensitive data if

they breach an organization's firewall
•• Vendors that publish their metadata risk customers creating tools that could allow their customers to export their

data from computer systems therefor making it easier to migrate off of a vendor's system

Core process in metadata publishing
The following are some of the core processes in metadata publishing
1.1. Gathering of metadata requirements
2.2. Selection of metadata registry and metadata publishing tools
3.3. Training of metadata concepts to project participants
4.4. Stakeholder group formation
5.5. Metadata harvesting
6.6. Glossary consolidation
7.7. Initial upper ontology construction (abstract data elements)
8.8. Draft data element loading
9.9. Data element review process
10.10. Publishing approved metadata elements in a variety of output formats (see below)
11.11. Creation and maintenance of versions and depreciation of unused or redundant data elements

File format metadata publishing
Organizations that create applications that store data in file systems can also publish metadata definitions. One
common way to perform this is to store application data in a compressed XML file format. The XML files can be
uncompressed and validated against an external XML Schema. An example of this is done by the Open Source
FreeMind tool.

Metadata publishing formats
1. HTML - used for browsing a web site and indexing by text-based search engines
2. Web Ontology Language (OWL) - used by metadata search engines such as Swoogle
3. XML Metadata Interchange (XMI) - OMG standard for exchanging metadata
4. Common Warehouse Metamodel (CMW) - OMG standard for data warehouse metadata
5. Topic maps - an ISO standard for the representation and interchange of knowledge, with an emphasis on the

findability of information.
6. KM3 or Kernel Meta Meta Model as used in the Metamodel Zoos. The AtlanticZoo [1] is an open source library

of more than 100 metamodels under EPL License. KM3 [2] is a simple Domain Specific Language for specifying
metamodels. A number of transformations are available to translate from KM3 to other notations like XMI.
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External links
• MetaQuery examples [3] provided by Ambient Webs LLC
• SWED portal [4] provided by WordPressHelp
• Microsoft Metadata Publishing Example [5]

References
[1] http:/ / www. eclipse. org/ gmt/ am3/ zoos/
[2] http:/ / www. eclipse. org/ gmt/ atl/ doc/ KernelMetaMetaModel
[3] http:/ / ambientwebs. com/
[4] http:/ / wordpresshelp. org/
[5] http:/ / winfx. msdn. microsoft. com/ library/ default. asp?url=/ library/ en-us/ indigo_samples/ html/

78c13633-d026-4814-910e-1c801cffdac7. asp

Metadata registry
A metadata registry is a central location in an organization where metadata definitions are stored and maintained in
a controlled method.

Use of Metadata Registries
Metadata registries are used whenever data must be used consistently within an organization or group of
organizations. Examples of these situations include:
• Organizations that transmit data using structures such as XML, Web Services or EDI
•• Organizations that need consistent definitions of data across time, between databases, between organizations or

between processes, for example when an organization builds a data warehouse
•• Organizations that are attempting to break down "silos" of information captured within applications or proprietary

file formats
Central to the charter of any metadata management programme is the process of creating trusting relationships with
stakeholders and that definitions and structures have been reviewed and approved by appropriate parties.

Common characteristics of a metadata registry
A metadata registry typically has the following characteristics:
•• Protected environment where only authorized individuals may make changes
• Stores data elements that include both semantics and representations
•• Semantic areas of a metadata registry contain the meaning of a data element with precise definitions
• Representational areas of a metadata registry define how the data is represented in a specific format, such as in a

database or a structured file format (e.g., XML)
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Clear separation of semantics and system-specific constraints
Because metadata registries are used to store both semantics (the meaning of a data element) and systems-specific
constraints (for example the maximum length of a string) it is important to identify what systems impose these
constraints and to document them. For example the maximum length of a string should not change the meaning of a
data element.
The International Organization for Standardization (ISO) has published standards for a metadata registry called
ISO/IEC 11179 and also ISO15000-3 and ISO15000-4 ebXML registry and repository (regrep) [1] EbXML RegRep

ISO standards
There are two ISO standards which are commonly referred to as metadata registry standards: ISO 11179 and ISO
15000-3. There are some who believe that ISO 11179 and ISO 15000-3 are interchangeable or at least in some way
similar. e.g.
"Of interest is that the ISO 11179 model was one of the inputs to the ebXML RIM (registry information model) and
so has much functional equivalence to the "registry" region of the ISO 11179 conceptual model." [2]
This is however incorrect. Although the specification ebRIM v2.0 (5 december 2001) says at the beginning in its
Design Objectives: "Leverage as much as possible the work done in the OASIS [OAS] and the ISO 11179 [ISO]
Registry models" [3] by the time of ebRIM v3.0 (2 May 2005) all reference to ISO/IOEC 11179 is reduced to a
mention under informative references on page 76 of 78. [4] It was recognised by some team members that the
ebXML RIM data model had no place to store "fine grained artifacts" [5] ie. the data elements which are at the heart
of ISO/IEC 11179, but not until 2009 can an explicit and definitive statement from the team be found. [6]

ISO/IEC 11179
ISO/IEC 11179 says that it is concerned with "traditional" metadata: "We limit the scope of the term as it is used
here in ISO/IEC 11179 to descriptions of data - the more traditional use of the term." Originally the standard named
itself a "data element" registry. It describes data elements: "data elements are the fundamental units of data" and
"data elements themselves contain various kinds of data that include characters, images, sound, etc." It also describes
a registry with an analogy: "This is analogous to the registries maintained by governments to keep track of motor
vehicles. A description of each motor vehicle is entered in the registry, but not the vehicle itself."

ebXML
The ebXML RIM says about its Repository and Registry that it is
• "... capable of storing any type of electronic content such as XML documents, text documents, images, sound and

video … RepositorytItems (sic) are stored in a content repository".
It also says that it is
• "... capable of storing standardized metadata that MAY be used to further describe RepositoryItems" which

metadata "… are stored in the registry".
It also describes itself with "...this familiar metaphor. An ebXML Registry is like your local library. The repository is
like the bookshelves in the library. The repository items in the repository are like book (sic) on the bookshelves." It
goes on to say "The registry is like the card catalog … A RegistryObject is like a card in the card catalog."
What should be immediately apparent is that something which holds catalogue cards is not "like" a catalogue, it IS a
catalogue.
Unfortunately for a number of organisations that have implemented ebXML RIM to satisfy a requirement for an
ISO/IEC 11179 registry, ebXML RIM
•• is neither a registry
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•• nor does it store metadata.
It is
•• a "content repository"
• and a "metacontent catalogue".

Metadata registry roles
A metadata registry is frequently set up and administered by an organization's data architect or data modeling team.
Data elements are frequently assigned to data stewards or data stewardship teams that are responsible for the
maintenance of individual data elements.

Metadata element workflow
Metadata registries frequently have a formal data element submission, approval and publishing approval process.
Each data element should be accepted by a data stewardship team and reviewed before data elements are published.
After publication change control processes should be used.

Metadata navigation, search and publishing
Metadata registries are frequently large and complex structures and require navigation, visualization and searching
tools. Use of hierarchical viewing tools are frequently an essential part of a metadata registry system. Metadata
publishing consists of making data element definitions and structures available to both people and other systems.

Examples of public metadata registries
• Agency for Healthcare Research and Quality- United States Health Information Knowledgebase (USHIK) [7]
• Apelon Medical Registry [8]
• Australian Institute of Health and Welfare [9]
• Dublin Core Metadata Registry [10]
• Knowledge Network for Biocomplexity [11]
• Cancer Data Standards Repository [12]
• Global Justice XML Data Model (GJXDM) [13]
• Minnesota Department of Education Metadata Registry (K-12 Data)[14]
• National Information Exchange Model [15]
• NIST ebXML Registry for HL7 / HIMSS / IHE [16]
• Open Metadata Registry (formerly the National Science Digital Library (NSDL) Metadata Registry) [17]
• US Department of Defense Metadata Registry (requires sponsored registration) [18]
• US Environmental Protection Agency - Environmental Data Registry [19]
See also Geographic information directories: Geospatial metadata#Metadata directories
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Metadata registry vendors / solutions
In alphabetical order:
• a.k.a. software by Synercon [20]

• ASG Rochade [21]

• Data Advantage Group MetaCenter [22]

• Data Consulting Group [23]

• IBM Business Glossary, Metadata Server & Metadata Workbench [24]

• InfoLibrarian Metadata Integration Framework [25]

• Informatica Metadata Manager and Business Glossary [26]

• Jumper 2.0 open-source Enterprise 2.0 metadata registry
• Masai Technologies M:GRID [27]

• Octagon Research Solutions ViewPoint MDR [28]

• Oracle MDS [29]

• SAS Metadata Repository [30]

• Software AG's webMethods OneData Metadata Registry - formerly Data Foundations [31]

• The Society of Motion Picture and Television Engineers Metadata Dictionary; Registry of Metadata Element
Descriptions [32]

• freebXML Registry, A royalty-free open source project implementing OASIS ebXML RegRep standard [33]

• Wellfeet Software's WellGEO RegREP product provides an integrated Registry and Repository specialized for
Geographical and Semantic Information management [34]

References
Open Forums on Metadata Registries, in reverse chronological order:
• 11th International Forum on Metadata Registries (2008 - Sydney, Australia) [35]

• 10th International Forum on Metadata Registries (2007 - NYC, USA) [36]

• 9th International Forum on Metadata Registries (2006 - Kobe, Japan) [37]

• 8th International Forum on Metadata Registries (2005 - Berlin, Germany) [38]

• 7th International Forum on Metadata Registries (2004 - Xian, China) [39]

• On ISO 11179 versus ebXML (in "On metadata and metacontent") [40]
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Metadata facility for Java
The Metadata Facility for Java is a specification for Java that defines an API for annotating fields, methods, and
classes as having particular attributes that indicate they should be processed in specific ways by development tools,
deployment tools, or run-time libraries.
The specification was developed under the Java Community Process as JSR 175, and was released as a part of J2SE
5.0 (Tiger).

External links
• JSR 175 [1] A Metadata Facility for the Java Programming Language
• JSR 250 [2] Common Annotations (defines common Java SE and Java EE annotations)
• JSR 270 [3] Pluggable Annotation Processing API (defines a pluggable interface for developing build-time

annotation processors)
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Object Management Group

Object Management Group

Abbreviation OMG

Motto We Set the Standard

Formation 1989

Headquarters 109 Highland Ave Needham, Massachusetts

Website www.omg.org [1]

Object Management Group (OMG) is an international, open membership, not-for-profit computer industry
standards consortium. OMG Task Forces develop enterprise integration standards for a wide range of technologies
and an even wider range of industries. OMG's modeling standards enable powerful visual design, execution and
maintenance of software and other processes. Originally aimed at standardizing distributed object-oriented systems,
the company now focuses on modeling (programs, systems and business processes) and model-based standards.

Overview
OMG provides only specifications, and does not provide implementations. But before a specification can be accepted
as a standard by OMG, the members of the winning submitter team must guarantee that they will bring a conforming
product to market within a year. This is an attempt to prevent unimplemented (and unimplementable) standards.
Other private companies or open source groups are encouraged to produce conforming products and OMG is
attempting to develop mechanisms to enforce true interoperability.
OMG hosts technical meetings for its members and interested nonmembers. The Technical meetings provide a
neutral forum to discuss, develop and adopt standards that enable software interoperability for a wide range of
industries including: Finance, Manufacturing, CORBA, Security and more. In December 2013, the TC meeting will
be in Santa Clara, California; in March 2014, in Reston, Virginia; in June 2014, in Boston, MA; in September 2014
in Austin, Texas, in September 2014, in Long Beach, California; and in March 2015, they return to Reston, VA. [2]

History
Founded in 1989 by eleven companies (including Hewlett-Packard, IBM, Sun Microsystems, Apple Computer,
American Airlines and Data General), OMG's initial focus was to create a heterogeneous distributed object standard.
The founding executive team included Christopher Stone, Richard Soley, Bill Hoffman [3] and John Slitz. As of
November, 2012, the leadership includes Chairman and CEO Richard Soley, President and COO Bill Hoffman [3]

and Vice President and Technical Director Andrew Watson.
Since 2000, the OMG's International Headquarters have been located in Needham, Massachusetts. In November,
2012, the headquarters was moved from 140 Kendrick St to 109 Highland Ave.
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OMG Headquarters

The goal was a common portable and interoperable object model with
methods and data that work using all types of development
environments on all types of platforms.
In 1997, the Unified Modeling Language (UML) was added to the list
of OMG adopted technologies. UML is a standardized general-purpose
modeling language in the field of object-oriented software engineering.

In June 2005, the Business Process Management Initiative (BPMI.org)
and OMG announced the merger of their respective Business Process
Management (BPM) activities to form the Business Modeling and Integration Domain Task Force (BMI DTF).
In 2006 the BPMN language specification was adopted as a standard by OMG.
In 2007 the Business Motivation Model (BMM) was adopted as a standard by the OMG. The BMM is a metamodel
that provides a vocabulary for corporate governance and strategic planning and is particularly relevant to businesses
undertaking governance, regulatory compliance, business transformation and strategic planning activities.
In 2009 OMG, together with the Software Engineering Institute at Carnegie Mellon, launched the Consortium of IT
Software Quality (CISQ). CISQ brings together industry executives from Global 2000 IT organizations, system
integrators, outsourcers, and package vendors to jointly address the challenge of standardizing the measurement of
IT software quality and to promote a market-based ecosystem to support its deployment.
In 2011 OMG formed the Cloud Standards Customer Council [4]. Founding sponsors included CA, IBM, Kaavo,
Rackspace and Software AG. The CSCC is an OMG end user advocacy group dedicated to accelerating cloud's
successful adoption, and drilling down into the standards, security and interoperability issues surrounding the
transition to the cloud. The Council is not a standards organization, but will complement existing cloud standards
efforts and establish a core set of client-driven requirements to ensure cloud users will have the same freedom of
choice, flexibility, and openness they have with traditional IT environments. CSCC is open to all end-user
organizations.
In September, 2011, the OMG Board of Directors unanimously voted to adopt the Vector Signal and Image
Processing Library (VSIPL) as the latest OMG specification. Work for adopting the specification was led by Mentor
Graphics' Embedded Software Division, RunTime Computing Solutions, The Mitre Corporation as well as the High
Performance Embedded Computing Software Initiative (HPEC-SI). VSIPL is an application programming interface
(API) defined by an open standard developed by embedded signal and image processing hardware and software
vendors, academia, application developers, and government labs. VSIPL and VSIPL++ contain hundreds of
functions used for common signal processing kernel and other computations. These functions include basic
arithmetic, trigonometric, transcendental, signal processing, linear algebra, and image processing. The VSIPL family
of libraries has been implemented by multiple vendors for a range of processor architectures, including x86,
PowerPC, Cell, and NVIDIA GPUs. VSIPL and VSIPL++ are designed to achieve high performance, increase
programmer productivity and maintain portability across a range of processor architectures. Additionally, VSIPL++
was designed from the start to include support for parallelism.
Late 2012 early 2013, The Object Management Group Board of Directors has adopted the Automated Function Point
(AFP) specification.[5] The push for adoption was led by the Consortium for IT Software Quality (CISQ). AFP
provides a standard for automating the popular Function Point measure according to the counting guidelines of the
International Function Point User Group (IFPUG).
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Hot Topics
On the company's website, there is a Hot Topics [6] page featuring a few of the different technology areas that are
currently trending. As of December 4, 2013, the hot topics include: Data Distribution Service, Financial Industry
Business Ontology (FIBO), Security Fabric, and Software-defined networking(SDN).

OMG products

Common Object Request Broker Architecture
At its founding, OMG set out to create the initial Common Object Request Broker Architecture (CORBA) standard
which appeared in 1991. CORBA is a standard that enables software components written in multiple computer
languages and running on multiple computers to work together (i.e., it supports multiple platforms). OMG has also
developed a core set of standards adapting CORBA for embedded and real-time systems. Implementations of real
time CORBA are widely used in control systems in ships and aircraft.

Data Distribution Service
Data Distribution Service for real-time systems (DDS) is a specification of a publish/subscribe middleware for
distributed systems created in response to the need to augment CORBA with a data-centric publish-subscribe
specification.[7]

Model Driven Architecture
OMG evolved towards modeling standards by creating the standard for Unified Modeling Language (UML)
followed by related standards for
• Meta-Object Facility (MOF),
• XML Metadata Interchange (XMI)
• MOF Query/Views/Transformation (QVT).
• Model to text transformation language (MOFM2T).
These together provide the foundation for Model Driven Architecture (MDA), and related set of standards, building
upon the success of UML and MOF.
Systems Modeling Language (SysML), a modeling language based on UML for use in Systems Engineering, has
been standardized in collaboration with INCOSE.
Significant progress has also been made in bringing the world of UML modeling and the Semantic Web together
through the adoption of the Ontology Definition Metamodel which relates UML models in a standard way with RDF
and Web Ontology Language (OWL) models.
Semantics of Business Vocabulary and Business Rules (SBVR) is a landmark for the OMG, the first OMG
specification to incorporate the formal use of natural language in modeling and the first to provide explicitly a model
of formal logic. Based on a fusion of linguistics, logic, and computer science, and two years in preparation, SBVR
provides a way to capture specifications in natural language and represent them in formal logic so they can be
machine-processed. SBVR is an integral part of MDA.
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Architecture Driven Modernization
Architecture Driven Modernization (ADM) is the reverse of MDA. ADMTF is an OMG group similar to ADTF with
high potential.
Knowledge Discovery Metamodel (KDM), a common intermediate representation for existing software systems and
their operating environments. Knowledge Discovery Metamodel is designed as the OMG's foundation for software
modernization and software assurance. Knowledge Discovery Metamodel uses Meta-Object Facility to define an
XMI interchange format between tools that work with existing software and an abstract interface for the
next-generation assurance and modernization tools.
The Software Process Engineering Metamodel (SPEM) is an OMG-standard for Meta-Process Modeling.
Abstract Syntax Tree Metamodel (ASTM), a modeling language for fine grained reverse engineering.
Semantics of Business Vocabulary and Business Rules (SBVR) and KDM are designed as two parts of a unique
OMG Technology Stack for software analytics related to existing software systems. KDM defines an ontology
related to software artifacts and thus provides an initial formalization of the information related to a software system.
SBVR is further used to formalize complex compliance rules related to the software.

Domain models
• Business models : OMG manages a number of standards for business modeling, including BPMN, the Business

Motivation Model (BMM) and the Semantics of Business Vocabulary and Business Rules (SBVR) specification.
• Verticals : Considerable progress has also been made in developing vertical model-based standards in the

healthcare, finance, telecommunications, manufacturing, software-defined radio, space/ground systems
communications and some dozen other technology areas.

Software assurance and regulatory compliance
New activities have been initiated to address important concerns of Regulatory Compliance and Software Assurance,
building upon the base standards of MDA.

Certification
OMG offers a number of professional certifications:
• OCEB - OMG Certified Expert in Business Process Management (BPM)[8]

• OCUP - OMG Certified UML Professional[9]

• OCSMP - OMG Certified Systems Modeling Professional[10]

• OCRES - OMG Certified Real-time and Embedded Systems Specialist[11]

In 2013, OMG announced that it has updated its OCEB program to reflect improvements made to the BPMN
specification in Version 2.0. As of December, 2013, only the updated OCEB 2 Fundamental certification level has
been made available with Business Intermediate and Technical Intermediate updates expected to be released in the
next few months.[12]
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Notes
[1] http:/ / www. omg. org/
[2] OMG Upcoming Events (http:/ / www. omg. org/ news/ schedule/ upcoming. htm/ )
[3] http:/ / www. omg. org/ contacts/ hoffman. htm
[4] http:/ / www. cloud-council. org/
[5] http:/ / www. omg. org/ news/ releases/ pr2013/ 01-17-13. htm>
[6] http:/ / www. omg. org/ hot-topics/ index. htm
[7] As of December 2005 the latest standard is DDS 1.2 (http:/ / www. omg. org/ technology/ documents/ formal/ data_distribution. htm), with

version 1.3 currently available to OMG members.
[8] OCEB - OMG Certified Expert in Business Process Management (BPM) (http:/ / www. omg. org/ oceb/ )
[9] OCUP - OMG Certified UML Professional (http:/ / www. omg. org/ uml-certification/ )
[10] OCSMP - OMG Certified Systems Modeling Professional (http:/ / www. omg. org/ ocsmp/ )
[11] OCRES - OMG Certified Real-time and Embedded Systems Specialist (http:/ / www. omg. org/ ocres/ )
[12] BPM Certification Program Updated By OMG (http:/ / www. omg. org/ news/ releases/ pr2013/ 11-19-13. htm/ )
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Semantics of Business Vocabulary and Business
Rules
The Semantics of Business Vocabulary and Business Rules (SBVR) is an adopted standard of the Object
Management Group (OMG) intended to be the basis for formal and detailed natural language declarative description
of a complex entity, such as a business. SBVR is intended to formalize complex compliance rules, such as
operational rules for an enterprise, security policy, standard compliance, or regulatory compliance rules. Such formal
vocabularies and rules can be interpreted and used by computer systems. SBVR is an integral part of the OMG’s
Model Driven Architecture (MDA).

Overview
The SBVR defines the vocabulary and rules for documenting the semantics of business vocabularies, business facts,
and business rules; as well as an XMI schema for the interchange of business vocabularies and business rules among
organizations and between software tools.
SBVR allows the production of business vocabularies and rules; vocabulary plus rules constitute a shared domain
model with the same expressive power of standard ontological languages. SBVR allows multilingual development,
since it is based on separation between symbols and their meaning. SBVR enables making business rules accessible
to software tools, including tools that support the business experts in creating, finding, validating, and managing
business rules, and tools that support the information technology experts in converting business rules into
implementation rules for automated systems.
SBVR uses OMG's Meta-Object Facility (MOF) to provide interchange capabilities MOF/XMI mapping rules,
enable generating MOF-compliant models and define an XML schema. SBVR proposes Structured English as one of
possibly many notations that can map to the SBVR Metamodel.
SBVR and Knowledge Discovery Metamodel (KDM) are designed as two parts of a unique OMG Technology Stack
for software analytics related to existing software systems. KDM defines an ontology related to software artifacts
and thus provides an initial formalization of the information related to a software system. SBVR can be further used
to formalize complex compliance rules related to the software.

Background
Business rules represent the primary means by which an organization can direct its business, defining the operative
way to reach its objectives and perform its actions.
A rule-based approach to managing business and the information used by that business is a way of identifying and
articulating the rules which define the structure and control the operation of an enterprise it represents a new way to
think about enterprise and its rules, in order to enable a complete business representation made by and for business
people. Business rules can play an important role in defining business semantics: they can influence or guide
behaviours and support policies, responding to environmental situations and events. Semantics of Business
Vocabulary and Business Rules (SBVR) is the OMG implementation of the business rules approach.
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History
In June 2003 OMG issued the Business Semantics of Business Rule (BSBR) Request For Proposal, in order to create
a standard to allow business people to define the policies and rules by which they run their business in their own
language, in terms of the things they deal with in the business, and to capture those rules in a way that is clear,
unambiguous and readily translatable into other representations. The SBVR proposal was developed by the
Business Rules Team, a consortium organized in August 2003 to respond to the BSBR RFP.[1][2]

In September 2005, The Business Modeling and Integration Task Force and the Architecture Board of the Object
Management Group approved the proposal Semantics of Business Vocabulary and Business Rules (SBVR) to become
a final adopted specification in response to the RFP. Later SBVR proposal was ratified by the Domain Technical
Committee (DTC), approved of the OMG Board of Directors, and SBVR finalization task force was launched to
convert the proposal into ISO/OMG standard format and perform final editing prior to release as an OMG formal
specification.
In January 2008, the finalization phase was completed and the Semantics of Business Vocabulary and Business
Rules (SBVR), Version 1.0 formal specification was released and is publicly available[3] at the Catalog of OMG
Business Strategy, Business Rules and Business Process Management Specifications [4] web page.

Conceptual Formalization
SBVR is a landmark for the OMG, the first OMG specification to incorporate the formal use of natural language in
modeling and the first to provide explicitly a model of formal logic. Based on a fusion of linguistics, logic, and
computer science, and two years in preparation, SBVR provides a way to capture specifications in natural language
and represent them in formal logic so they can be machine-processed.
Methodologies used in software development are typically applied only when a problem is already formulated and
well described. The actual difficulty lies in the previous step, that is describing problems and expected
functionalities. Stakeholders involved in software development can express their ideas using a language very close to
them, but they usually are not able to formalize these concepts in a clear and unambiguous way. This implies a large
effort in order to interpret and understand real meanings and concepts hidden among stakeholders' words. Special
constraints on syntax or predefined linguistic structures can be used in order to overcome this problem, enabling
natural language to well represent and formally define problems and requirements.
The main purpose of natural language modelling is hence to make natural language suitable for conceptual
modelling. The focus is on semantic aspects and shared meanings, while syntax is thought in a perspective based on
formal logic mapping.
Conceptualization and representation play fundamental roles in thinking, communicating, and modeling. For each
concept there is a triad of 1) the concept in our minds, 2) the real-world things conceptualized by the concept, and 3)
a representation of the concept that we can use to think and communicate about the concept and its corresponding
real-world things. (Note that real-world things include both concrete things and representations of those concrete
things as records and processes in operational information systems.)
A conceptual model is a formal structure representing a possible world, comprising a conceptual schema and a set of
facts that instantiate the conceptual schema. The conceptual schema is a combination of concepts and facts of what is
possible, necessary, permissible, and obligatory in each possible world. The set of facts instantiates the conceptual
schema by assertion to describe one possible world. A rule is a fact that asserts either a logical necessity or an
obligation. Obligations are not necessarily satisfied by the facts; necessities are always satisfied.
SBVR contains a vocabulary for conceptual modeling and captures expressions based on this vocabulary as formal
logic structures. The SBVR vocabulary allows one to formally specify representations of concepts, definitions,
instances, and rules of any knowledge domain in natural language, including tabular forms. These features make
SBVR well suited for describing business domains and requirements for business processes and information systems
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to implement business models.

Fact-orientation
People communicate facts, that is the fact is the unit of communication. The fact-oriented approach enables
multidimensional categorization.
•• The fact-oriented approach supports time changeability.
•• The fact-oriented approach provides semantic stability.
•• The fact-oriented approach enables extensibility and reuse.
•• The fact-oriented approach involves breaking down compound fact types into elementary (atomic) ones.
Conceptual formalization describes a business domain, and is composed of 1) a conceptual schema (fact structure)
and 2) a population of ground facts. A business domain (universe of discourse) comprises those aspects of the
business that are of interest.
The schema declares:
• the relevant fact types (kinds of ground fact, e.g. Employee works for Department)
•• the relevant business rules (typically constraints or derivation rules).
A fact is a proposition taken to be true by the business. Population facts are restricted to elementary and existential
facts.
Constraints can be static or dynamic:
• A static constraint imposes a restriction on what fact populations are possible or permitted, for each fact

population taken individually e.g. Each Employee was born on at most one Date.
•• A dynamic constraint imposes a restriction on transitions between fact populations
e.g. a person’s marital status may change from single to married, but not from divorced to single

Derivation of facts.
•• Derivation means either, how a fact type may be derived from one or more other fact types e.g.

•• Person1 is an uncle of Person2 if Person1 is a brother of some Person3 who is a parent of Person2
•• Or, how a noun concept (object type) may be defined in terms of other object types and fact types e.g.

• Each FemaleAustralian is a Person who was born in Country ‘Australia’ and has Gender ‘Female’

Rule-based approach
Rules play a very important role in defining business semantics: they can influence or guide behaviours and support
policies, responding to environmental situations and events. This means that rules represent the primary means by
which an organization can direct its business, defining the operative way to reach its objectives and perform its
actions.
The rule-based approach aims to address two different kinds of users:
•• it addresses business communities, in order to provide them with a structured approach, based on a clear set of

concepts and used to access and manage business rules;
•• it addresses IT professionals, in order to provide them with a deep understanding about business rules and to help

them in models creation. The rules-based approach also helps bridge the rift that can occur between the data
managers and the software designers.

The essence of the rule-based conceptual formalizations is that rules build on facts, and facts build on concepts as
expressed by terms
This mantra is memorable, but a simplification since in SBVR: Meaning is separate from expression; Fact Types
(Verb Concepts) are built on Noun Concepts; Noun Concepts are represented by Terms; and Fact Types are
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represented by Fact Symbols (verb phrases).
Rule statements are expressed using either alethic modality or deontic modality and require elements of modal logic
as formalization.
SBVR Structural Business Rules use two alethic modal operators:

it is necessary that …
it is possible that …

SBVR Operative Business Rules use two deontic modal operators:
it is obligatory that …
it is permitted that …

Structural business rules (static constraints) are treated as alethic necessities by default, where each state of the fact
model corresponds to a possible world. Pragmatically, the rule is understood to apply to all future states of the fact
model, until the rule is revoked or changed. For the model theory, the necessity operator is omitted from the formula.
Instead, the rule is merely tagged as a necessity. For compliance with Common Logic, such formulae can be treated
as irregular expressions, with the necessity modal operator treated as an uninterpreted symbol.
If the rule includes exactly one deontic operator, e.g. O (obligation), and this is at the front, then the rule may be
formalized as Op, where p is a first-order formula that is tagged as obligatory. In SBVR, this tag is assigned the
informal semantics: it ought to be the case that p (for all future states of the fact model, until the constraint is revoked
or changed). From a model-theoretic perspective, a model is an interpretation where each non-deontic formula
evaluates to true, and the model is classified as: a permitted model if the p in each deontic formula (of the form Op)
evaluates to true, otherwise the model is a forbidden model (though still a model). This approach removes any need
to assign a truth value to expressions of the form Op.

SBVR is formal logic with a natural language interface
SBVR is for modeling in natural language. Based on linguistics and formal logic, SBVR provides a way to represent
statements in controlled natural languages as logic structures called semantic formulations. SBVR is intended for
expressing business vocabulary and business rules, and for specifying business requirements for information systems
in natural language. SBVR models are declarative, not imperative or procedural. SBVR has the greatest expressivity
of any OMG modeling language. The logics supported by SBVR are typed first order predicate logic with equality,
restricted higher order logic (Henkin semantics), restricted deontic and alethic modal logic, set theory with bag
comprehension, and mathematics. SBVR also includes projections, to support definitions and answers to queries, and
questions, for formulating queries. Interpretation of SBVR semantic formulations is based on model theory. SBVR
has a MOF model, so models can be structurally linked at the level of individual facts with other MDA models based
on MOF.
SBVR is aligned with Common Logic – published by ISO as ISO/IEC 24707:2007.
SBVR captures business facts and business rules that may be expressed either informally or formally. Business rule
expressions are formal only if they are expressed purely in terms of: fact types in the pre-declared schema for the
business domain, certain logical/ mathematical operators, quantifiers etc. Formal rules are transformed into a logical
formulation that is used for exchange with other rules-based software tools. Informal rules may be exchanged as
un-interpreted comments. An approach to automatically generate SBVR business rules from natural language
specification is presented in.
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SBVR and other OMG standards
SBVR specification defines a metamodel and allows to instance it, in order to create different vocabularies and to
define the related business rules; it is also possible to complete these models with data suitable to describe a specific
organization. the SBVR approach provides means (i.e. mapping rules) to translate natural language artifacts into
MOF-compliant artifacts; this allows to exploit all the advantages related to MOF (repository facilities,
interchangeability, tools, …).
Several MDA-related OMG works in progress are expected to incorporate SBVR, including:
• Business Process Definition Metamodel (BPDM)
•• Organization Structure Metamodel (OSM)
• Business Motivation Model (BMM)
•• UML Profile for Production Rule Representation (PRR)
•• UML Profile for the Department of Defense Architecture Framework/Ministry of Defense(Canada) Architecture

Framework (DoDAF/MODAF).
• Knowledge Discovery Metamodel (KDM)
• Wider interest in SBVR– Semantic Web, OASIS
The Ontology Definition Metamodel (ODM) has been made compatible with SBVR, primarily by aligning the logic
grounding of the ISO Common Logic specification (CL) referenced by ODM with the SBVR Logical Formulation of
Semantics vocabulary. CL itself was modified specifically so it potentially can include the modal sentence
requirements of SBVR. ODM provides a bridge to link SBVR to the Web Ontology Language for Services
(OWL-S), Resource Description Framework Schema (RDFS), Unified Modeling Language (UML), Topic Map
(TM), Entity Relationship Modeling (ER), Description Logic (DL), and CL.
Other programs outside the OMG are adopting SBVR. The Digital Business Ecosystem (DBE), an integrated project
of the European Commission Framework Programme 6, has adopted SBVR as the basis for its Business Modeling
Language.[citation needed] The World Wide Web Consortium (W3C) is assessing SBVR for use in the Semantic Web,
through the bridge provided by ODM.[citation needed] SBVR will extend the capability of MDA in all these areas.

References
[1][1] Co-submitters of SBVR were:

• Adaptive, Business Rule Solutions LLC, Business Semantics Ltd, Hendryx & Associates, MEGA, Neumont University, Unisys
Corporation

[2][2] Supporters of SBVR are:

•• Automated Reasoning Corporation, Business Rules Group, Fujitsu Ltd, Hewlett-Packard Company, InConcept, LibRT, KnowGravity Inc,
Model Systems, Ness Technologies, Perpetual Data Systems, Sandia National Laboratories, The Rule Markup Initiative, X-Change
Technologies Group

[3] Semantics of Business Vocabulary and Business Rules (SBVR), Version 1.0 (formal) (http:/ / www. omg. org/ spec/ SBVR/ 1. 0/ )
[4] http:/ / omg. org/ technology/ documents/ bms_spec_catalog. htm#SBVR

External links
• Business Rules Group (http:/ / www. businessrulesgroup. org/ sbvr. shtml)
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Business Motivation Model

Business Motivation Model

The Business Motivation Model
(BMM) in enterprise architecture
provides a scheme and structure for
developing, communicating, and
managing business plans in an
organized manner.[1] Specifically, the
Business Motivation Model does all of
the following:

•• identifies factors that motivate the
establishing of business plans;

•• identifies and defines the elements of business plans; and
•• indicates how all these factors and elements inter-relate.

BMM Elements
"BMM captures business requirements across different dimensions to rigorously capture and justify why the business
wants to do something, what it is aiming to achieve, how it plans to get there, and how it assesses the result."[2]

The main elements of BMM are:
• Ends: What (as oppose to how) the business wants to accomplish
• Means: How the business intends to accomplish its ends
• Directives: The rules and policies that constrain or govern the available means
• Influencers: Can cause changes that affect the organization in its employment of its Means or achievement of its

Ends. Influencers are neutral by definition.
• Assessment: A judgment of an Influencer that affects the organization's ability to achieve its Ends or use its

Means.

BMM History
Initially developed by the Business Rules Group (BRG) [3]

"Since 1997, the BRG has focused its energies on understanding business Rules from a business perspective. This in
turn required a full, business-oriented understanding of how the elements of business plans should be organized. The
BRG found that although many professionals have used planning methodologies over the years, no standard existed
in that area, and many of the basic concepts were hazy and ad hoc."[4]

"In September 2005, the Object Management Group (OMG) voted to accept the Business Motivation Model as the
subject of a Request for Comment (RFC). This meant that the OMG was willing to consider the Business Motivation
Model as a specification to be adopted by the OMG, subject to comment from any interested parties. Adoption as an
OMG specification carries the intention that the Business Motivation Model would, in time, be submitted to the
International Organization for Standardization (ISO) as a standard."[5]

In August 2008 version 1.0 was released by OMG.
In May 2010 version 1.1 of BMM specification [6] was released and as of July 2011 it is the latest stable release.
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Referenced Standards
Semantics of Business Vocabulary and Business Rules (SBVR)
Other related frameworks are POLDAT and the Zachman Framework.

Notes
[1] OMG BMM Specification v1.1, page 1 (http:/ / www. omg. org/ spec/ BMM/ 1. 1/ PDF/ )
[2] http:/ / www. ibm. com/ developerworks/ rational/ library/ 08/ 0401_amsden/
[3] http:/ / www. businessrulesgroup. org/
[4] The Business Motivation Model Business Governance in a Volatile World, Release 1.3, September 2007, page ix (http:/ / www.

businessrulesgroup. org/ second_paper/ BRG-BMM. pdf)
[5] http:/ / www. businessrulesgroup. org/ bmm. shtml
[6] http:/ / www. omg. org/ spec/ BMM/ 1. 1/

External references
• The Business Motivation Model (http:/ / www. businessrulesgroup. org/ bmm. shtml) Business Governance in a

Volatile World, Release 1.3, Business Rules Group (2007)
• From the Business Motivation Model to Service Oriented Architecture (http:/ / www. jot. fm/ issues/

issue_2008_11/ column6/ index. html), by Birol Berkem, Journal Of Object Technology vol.7, no.8– (2008)
• The Business Motivation Model Business Governance in a Volatile World, Release 1.3, September 2007 (http:/ /

www. businessrulesgroup. org/ second_paper/ BRG-BMM. pdf)

Business Process Definition Metamodel
The Business Process Definition Metamodel (BPDM) is a standard definition of concepts used to express business
process models (a metamodel), adopted by the OMG (Object Management Group). Metamodels define concepts,
relationships, and semantics for exchange of user models between different modeling tools. The exchange format is
defined by XSD (XML Schema) and XMI (XML for Metadata Interchange), a specification for transformation of
OMG metamodels to XML. Pursuant to the OMG's policies, the metamodel is the result of an open process
involving submissions by member organizations, following a Request for Proposal [1] (RFP) issued in 2003. BPDM
was adopted in initial form in July 2007, and finalized in July 2008.
BPDM provides abstract concepts as the basis for consistent interpretation of specialized concepts used by business
process modelers. For example, the ordering of many of the graphical elements in a BPMN (Business Process
Modeling Notation) diagram is depicted by arrows between those elements, but the specific elements can have a
variety of characteristics. For example, all BPMN events have some common characteristics, and a variety of
specific events are designated by the type of circle and the icon in the circle. The abstract BPDM concepts ensure
implementers of different modeling tools will associate the same characteristics and semantics with the modeling
elements to ensure models are interpreted the same way when moved to a different tool. Users of the modeling tools
do not need to be concerned with the abstractions-they only see the specialized elements.
BPDM extends business process modeling beyond the elements defined by BPMN and BPEL to include interactions
between otherwise-independent business processes executing in different business units or enterprises
(choreography). A choreography can be specified independently of its participants, and used as a requirement for the
specification of the orchestration implemented by a participant. BPDM provides for the binding of orchestration to
choreography to ensure compatibility. Many current business process models focus on specification of executable
business processes that execute within an enterprise (orchestration).
The BPDM specification addresses the objectives of the OMG RFP [1] on which it is based:
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•• BPDM "will define a set of abstract business process definition elements for specification of executable business
processes that execute within an enterprise, and may collaborate between otherwise-independent business
processes executing in different business units or enterprises."

•• common metamodel to unify the diverse business process definition notations that exist in the industry containing
semantics compatible with leading business process modeling notations.

• A metamodel that complements existing UML metamodels so that business processes specifications can be part
of complete system specifications to assure consistency and completenes.

•• The ability to integrate process models for workflow management processes, automated business processes, and
collaborations between business units.

• Support for the specification of web services choreography, describing the collaboration between participating
entities and the ability to reconcile the choreography with supporting internal business processes.

• The ability to exchange business process specifications between modeling tools, and between tools and execution
environments using XMI.

The RFP seeks to "improve communication between modelers, including between business and software modelers,
provide flexible selection of tools and execution environments, and promote the development of more specialized
tools for the analysis and design of processes."
For exchange of business process models, BPDM is an alternative to the existing process interchange format XPDL
(XML Process Definition Language) from the WfMC (Workflow Management Coalition). The two specifications
are similar in that they can be used by process design tools to exchange business process definitions. They are
different in that BPDM provides a specification of semantics integrated in a metamodel, and it includes additional
modeling capabilities such as choreography, discussed above. In addition, XPDL has many implementations, though
only some support for XPDL 2.x, needed for interchanging BPMN. BPDM implementations are in preparation,
including support for BPMN, and translation to XPDL.

External links
• BPDM Tutorial [2]

• Design Rationale [3] (see Section 4, also Sections 7.6 and 7.9).
• Other introductory presentations [4]

• Web pages showing metamodels [5] in UML notation
•• Specification documents, in two parts:

• Common Infrastructure [6] (see Section 4.4.1.1 for an overview of metamodeling).
• Process Definition [7].
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[1] http:/ / www. omg. org/ cgi-bin/ doc?bei/ 03-01-06
[2] http:/ / doc. omg. org/ omg/ 08-06-32
[3] http:/ / doc. omg. org/ bmi/ 08-09-07
[4] http:/ / www. conradbock. org/ #BPDM
[5] ftp:/ / ftp. omg. org/ pub/ docs/ dtc/ 08-05-11/ pages/ 188c21b53f42002f. htm
[6] http:/ / doc. omg. org/ dtc/ 08-05-07
[7] http:/ / doc. omg. org/ dtc/ 08-05-10
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Knowledge Discovery Metamodel
Knowledge Discovery Metamodel (KDM) is publicly available specification from the Object Management Group
(OMG). KDM is a common intermediate representation for existing software systems and their operating
environments, that defines common metadata required for deep semantic integration of Application Lifecycle
Management tools. KDM was designed as the OMG's foundation for software modernization, IT portfolio
management and software assurance. KDM uses OMG's Meta-Object Facility to define an XMI interchange format
between tools that work with existing software as well as an abstract interface (API) for the next-generation
assurance and modernization tools. KDM standardizes existing approaches to knowledge discovery in software
engineering artifacts, also known as software mining.

History of KDM
• In November 2003, the OMG's Architecture-Driven Modernization Task Force recommended, and the Platform

Technical Committee issued, the Knowledge Discovery Metamodel (KDM) RFP. The objective of this RFP was
to provide a common repository structure to represent information about existing software assets and their
operating environment. The goal of KDM was defined as exchanging information related to transformation of
existing software assets. The RFP stated that KDM shall provide the ability to document existing systems,
discover reusable components in existing software, support transformations to other languages and to MDA, or
enable other potential transformations. The Knowledge Discovery Metamodel will also enable information about
existing software artifacts to be exchanged among different tools. This will enable vendors that specialize on
certain languages, platforms or types of transformations to deliver customer solutions in conjunction with other
vendors.

• The original KDM RFP is available to OMG members for download (document lt/03-11-04 [1]).
•• Throughout 2004 and 2005 12 companies collaborated to prepare a joint response to the KDM RFP. More than 30

organizations from 5 countries have contributed to the development and review of the KDM specification.
•• In May 2006, the Team's submission -- the Knowledge Discovery Metamodel (KDM) -- moved into the

finalization stage of the OMG's standards adoption process. The OMG adopted Specification for KDM became
publicly available (OMG document ptc/06-06-07).

• In March 2007 the KDM Finalization Task Force finished the finalization stage of the OMG's standards adoption
process. The formal KDM specification KDM 1.0 is available from OMG (http:/ / www. omg. org/ spec/ KDM/ 1.
0/ KDM 1.0]).

• KDM Analytics maintains Open portal for KDM news, reference and education materials and tools [2]

Overview of KDM
The goal of KDM is to ensure interoperability between tools for maintenance, evolution, assessment and
modernization. KDM is defined as a metamodel that can be also viewed as an ontology for describing the key
aspects of knowledge related to the various facets of enterprise software. KDM support means investment into the
KDM ecosystem - a growing open-standard based cohesive community of tool vendors, service providers, and
commercial components.
KDM represents entire enterprise software systems, not just code. KDM is a wide-spectrum entity-relationship
representation for describing existing software. KDM represents structural and behavior elements of existing
software systems. The key concept of KDM is a container: an entity that owns other entities. This allows KDM to
represent existing systems at various degrees of granularity.
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KDM defines precise semantic foundation for representing behavior, the so-called micro-KDM. It provides a
high-fidelity intermediate representation which can be used, for example, for performing static analysis of existing
software systems. micro-KDM is similar in purpose to a Virtual machine for KDM, although KDM is not an
executable model, or a constraint model, but a representation of existing artifacts for analysis purposes.
KDM facilitates incremental analysis of existing software systems, where the initial KDM representation is analyzed
and more pieces of knowledge are extracted and made explicit as KDM to KDM transformation performed entirely
within the KDM technology space. The steps of the knowledge extraction process can be performed by tools, and
may involve the analyst.
KDM is the uniform language- and platform- independent representation. Its extensibility mechanism allows
addition of domain-, application- and implementation-specific knowledge.

Architecture of KDM

Knowledge Discovery Metamodel consists of 12 packages arranged into 4 layers.

KDM packages are arranged into the
following four layers:

Infrastructure Layer

The KDM Infrastructure Layer
consists of the Core, kdm, and Source
packages which provide a small
common core for all other packages,
the inventory model of the artifacts of
the existing system and full traceability
between the meta-model elements as
links back to the source code of the
artifacts, as well as the uniform
extensibility mechanism. The Core
package determines several of patterns
that are reused by other KDM packages. Although KDM is a meta-model that uses Meta-Object Facility, there is an
alignment between the KDM Core and Resource Description Framework (RDF).

Program Elements Layer
The Program Elements Layer consists of the Code and Action packages.
• The Code package represents programming elements as determined by programming languages, for example

data types, procedures, classes, methods, variables, etc. This package is similar in purpose to the Common
Application Meta-model (CAM) from another OMG specification, called Enterprise Application Integration
(EAI). KDM Code package provides greater level of detail and is seamlessly integrated with the architecturally
significant views of the software system. Representation of datatypes in KDM is aligned with ISO standard
ISO/IEC 11404 (see also General Purpose Datatypes).

• The Action package captures the low level behavior elements of applications, including detailed control- and
data flow between statements. Code and Action package in combination provide a high-fidelity intermediate
representation of each component of the enterprise software system
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Resource Layer
The Resource Layer represents the operational environment of the existing software system. It is related to the area
of Enterprise Application Integration (EAI).
• Platform package represents the operating environment of the software, related to the operating system,

middleware, etc. including the control flows between components as they are determined by the runtime platform
• UI package represents the knowledge related to the user interfaces of the existing software system
• Event package represents the knowledge related to events and state-transition behavior of the existing software

system
• Data package represents the artifacts related to persistent data, such as indexed files, relational databases, and

other kinds of data storage. These assests are key to enterprise software as they represent the enterprise metadata.
The KDM Data package is aligned with another OMG specification, called Common Warehouse Metamodel
(CWM)

Abstractions Layer
The Abstraction Layer represents domain and application abstractions.
• Conceptual package represent business domain knowledge and business rules, insofar as this information can be

mined from existing applications. These packages are aligned with another OMG specification, called Semantics
of Business Vocabulary and Business Rules (SBVR)

• Structure package describes the meta-model elements for representing the logical organization of the software
system into subsystems, layers and components

• Build package represents the engineering view of the software system

External links
• KDM 1.0 specification [3]

• Object Management Group (OMG) [4]

• Open KDM portal and tools from KDM Analytics [2]

• OMG Architecture-Driven Modernization Task Force [5]

• DSTC initial submission [6]

• SBVR link [7]

• Software Hypermodel Blueprint Portal for Open Source Software - TSRI's instantiations of ASTM+KDM+SMM
[8]

• Open Source Components from MoDisco Eclipse project [9]
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Resources, events, agents (accounting model)
Resources, events, agents (REA) is a model of how an accounting system can be re-engineered for the computer
age. REA was originally proposed in 1982 by William E. McCarthy as a generalized accounting model, and
contained the concepts of resources, events and agents (McCarthy 1982).
REA is a popular model in teaching accounting information systems (AIS). But it is rare in business
practice—companies cannot easily dismantle their legacy systems to meet REA's radical demands. Workday, Inc.,
IBM Scalable Architecture for Financial Reporting, REATechnology, and ISO 15944-4 are exceptions.
The REA model gets rid of many accounting objects that are not necessary in the computer age. Most visible of these
are debits and credits—double-entry bookkeeping disappears in an REA system. Many general ledger accounts also
disappear, at least as persistent objects; e.g., accounts receivable or accounts payable. The computer can generate
these accounts in real time using source document records.
REA treats the accounting system as a virtual representation of the actual business. In other words, it creates
computer objects that directly represent real-world-business objects. In computer science terms, REA is an ontology.
The real objects included in the REA model are:
•• goods, services or money, i.e., resources
•• business transactions or agreements that affect resources, i.e., events
•• people or other human agencies (other companies, etc.), i.e., agents
These objects contrast with conventional accounting terms such as asset or liability, which are less directly tied to
real-world objects. For example, a conventional accounting asset such as goodwill is not an REA resource.
There is a separate REA model for each business process in the company. A business process roughly corresponds to
a functional department, or a function in Michael Porter's value chain. Examples of business processes would be
sales, purchases, conversion or manufacturing, human resources, and financing.
At the heart of each REA model there is usually a pair of events, linked by an exchange relationship, typically
referred to as the "duality" relation. One of these events usually represents a resource being given away or lost, while
the other represents a resource being received or gained. For example, in the sales process, one event would be
"sales"—where goods are given up—and the other would be "cash receipt", where cash is received. These two events
are linked; a cash receipt occurs in exchange for a sale, and vice versa. The duality relationship can be more
complex, e.g., in the manufacturing process, it would often involve more than two events (see Dunn et al. [2004] for
examples).
REA systems have usually been modeled as relational databases with entity-relationship diagrams, though this is not
compulsory. Workday uses an in-memory database. This is similar to Palantir Technologies' Object Model.

"The breakthrough that Workday achieves is to move away from a fixed database structure. The SQL
database in a traditional business management application defines the meaning of data into the table
structure, and that is its achilles' heel. Workday's database tables reflect the needs of the object-oriented
application architecture — there are just three tables, for 'instances', attributes' and 'references' — and
the data and definitions stored in the table are instantiated only when the application runs. The
definitions are therefore as easy to change as the data."

The philosophy of REA draws on the idea of reusable Design Patterns, though REA patterns are used to describe
databases rather than object oriented programs, and are quite different from the 23 canonical patterns in the original
designs pattern book by Gamma et al. Research in REA emphasizes patterns (e.g., Hruby et al. 2006). Here is an
example of the basic REA pattern:
The pattern is extended to encompass commitments (promises to engage in transactions, e.g., a sales order), policies,
and other constructs. Dunn et al. (2004) provide a good overview at an undergraduate level (for accounting majors),
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while Hruby et al. (2006) is an advanced reference for computer scientists.
REA is a continuing influence on the electronic commerce standard ebXML, with W. McCarthy actively involved in
the standards committee. The competing XBRL GL standard however is at odds with the REA concept, as it closely
mimics double-entry book-keeping.

Further reading
• Hruby, P., Kiehn, J., Scheller, C. V. (2006). Model-Driven Design Using Business Patterns. Springer. ISBN

3-540-30154-2
• Dunn, C., Cherrington, J. O., Hollander, A. S. (2004) Enterprise Information Systems: A Pattern-Based

Approach. McGraw-Hill/Irwin. ISBN 0-07-240429-9
• Hollander, A. S., Denna, E., Cherrington, J. O. (1999) Accounting, Information Technology, and Business

Solutions. McGraw-Hill/Irwin. ISBN 0-256-21789-0
• Geerts, L. G., McCarthy, E. W. (2002, Vol.3) An Ontological Analysis of the Primitives of the Extended-REA

Enterprise Information Architecture. The International Journal of Accounting Information Systems, pp. 1–16
• Geerts, L. G., McCarthy, E. W. (2000) The Ontological Foundation of REA Enterprise Information Systems.

Working paper, Michigan State University
• McCarthy, E. W. (July 1982) The REA Accounting Model: A Generalized Framework for Accounting Systems in

a Shared Data Environment. The Accounting Review, pp. 554–78

Footnotes

External links
• REA Enterprise Source Ontology (http:/ / www. msu. edu/ user/ mccarth4/ rea-ontology/ ).
• REA Technology (http:/ / reatechnology. com/ ).
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Learning object metadata

A schematic representation of the hierarchy of elements in the LOM data model

Learning Object Metadata is a data
model, usually encoded in XML, used
to describe a learning object and
similar digital resources used to
support learning. The purpose of
learning object metadata is to support
the reusability of learning objects, to
aid discoverability, and to facilitate
their interoperability, usually in the
context of online learning management
systems (LMS).

The IEEE 1484.12.1 – 2002 Standard for Learning Object Metadata is an internationally-recognised open standard
(published by the Institute of Electrical and Electronics Engineers Standards Association, New York) for the
description of “learning objects”. Relevant attributes of learning objects to be described include: type of object;
author; owner; terms of distribution; format; and pedagogical attributes, such as teaching or interaction style.

IEEE 1484.12.1 – 2002 Standard for Learning Object Metadata

In brief
The IEEE working group that developed the standard defined learning objects, for the purposes of the standard, as
being “any entity, digital or non-digital, that may be used for learning, education or training." This definition has
struck many commentators as being rather broad in its scope, but the definition was intended to provide a broad class
of objects to which LOM metadata might usefully be associated rather than to give an instructional or pedagogic
definition of a learning object. IEEE 1484.12.1 is the first part of a multipart standard, and describes the LOM data
model. The LOM data model specifies which aspects of a learning object should be described and what vocabularies
may be used for these descriptions; it also defines how this data model can be amended by additions or constraints.
Other parts of the standard are being drafted to define bindings of the LOM data model, i.e. define how LOM records
should be represented in XML and RDF (IEEE 1484.12.3 and IEEE 1484.12.4 respectively). This article focuses on
the LOM data model rather than issues relating to XML or other bindings.
IMS Global Learning Consortium is an international consortium that contributed to the drafting of the IEEE
Learning Object Metadata (together with the ARIADNE Foundation [1]) and endorsed early drafts of the data model
as part of the IMS Learning Resource Meta-data specification (IMS LRM, versions 1.0 – 1.2.2). Feedback and
suggestions from the implementers of IMS LRM fed into the further development of the LOM, resulting in some
drift between version 1.2 of the IMS LRM specification and what was finally published at the LOM standard.
Version 1.3 of the IMS LRM specification realigns the IMS LRM data model with the IEEE LOM data model and
specifies that the IEEE XML binding should be used. Thus, we can now use the term 'LOM' in referring to both the
IEEE standard and version 1.3 of the IMS specification. The IMS LRM specification also provides an extensive Best
Practice and Implementation Guide, and an XSL transform that can be used to migrate metadata instances from the
older versions of the IMS LRM XML binding to the IEEE LOM XML binding.
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Technical details

How the data model works
The LOM comprises a hierarchy of elements. At the first level, there are nine categories, each of which contains
sub-elements; these sub-elements may be simple elements that hold data, or may themselves be aggregate elements,
which contain further sub-elements. The semantics of an element are determined by its context: they are affected by
the parent or container element in the hierarchy and by other elements in the same container. For example, the
various Description elements (1.4, 5.10, 6.3, 7.2.2, 8.3 and 9.3) each derive their context from their parent element.
In addition, description element 9.3 also takes its context from the value of element 9.1 Purpose in the same instance
of Classification.
The data model specifies that some elements may be repeated either individually or as a group; for example,
although the elements 9.3 (Description) and 9.1 (Purpose) can only occur once within each instance of the
Classification container element, the Classification element may be repeated - thus allowing many descriptions for
different purposes.
The data model also specifies the value space and datatype for each of the simple data elements. The value space
defines the restrictions, if any, on the data that can be entered for that element. For many elements, the value space
allows any string of Unicode character to be entered, whereas other elements entries must be drawn from a declared
list (i.e. a controlled vocabulary) or must be in a specified format (e.g. date and language codes). Some element
datatypes simply allow a string of characters to be entered, and others comprise two parts, as described below:
• LangString items contain Language and String parts, allowing the same information to be recorded in multiple

languages
• Vocabulary items are constrained in such a way that their entries have to be chosen from a controlled list of

terms - composed of Source-Value pairs - with the Source containing the name of the list of terms being used and
the Value containing the chosen term

• DateTime and Duration items contain one part that allows the date or duration to be given in a machine readable
format, and a second that allows a description of the date or duration (for example “mid summer, 1968”).

When implementing the LOM as a data or service provider, it is not necessary to support all the elements in the data
model, nor need the LOM data model limit the information which may be provided. The creation of an application
profile allows a community of users to specify which elements and vocabularies they will use. Elements from the
LOM may be dropped and elements from other metadata schemas may be brought in; likewise, the vocabularies in
the LOM may be supplemented with values appropriate to that community.

Requirements
The key requirements for exploiting the LOM as a data or service provider are to:
•• Understand user/community needs and to express these as an application profile
•• Have a strategy for creating high quality metadata
•• Store this metadata in a form which can be exported as LOM records
•• Agree a binding for LOM instances when they are exchanged
• Be able to exchange records with other systems either as single instances or en masse.
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Related specifications
There are many metadata specifications; of particular interest is the Dublin Core Metadata Element Set (commonly
known as Simple Dublin Core, standardised as ANSI/NISO Z39.85 – 2001), which provides a simpler, more
loosely-defined set of elements with some overlap with the LOM, and which is useful for sharing metadata across a
wide range of disparate services. The Dublin Core Metadata Initiative is also working on a set of terms which allow
the Dublin Core Element Set to be used with greater semantic precision (Qualified Dublin Core). The Dublin
Education Working Group aims to provide refinements of Dublin Core for the specific needs of the education
community. Details of Dublin Core can be found at the Dublin Core website [2].
Many other education-related specifications allow for LO metadata to be embedded within XML instances, such as:
describing the resources in an IMS Content Package or Resource List; describing the vocabularies and terms in an
IMS VDEX (Vocabulary Definition and Exchange) file; and describing the question items in an IMS QTI (Question
and Test Interoperability) file. Details of these can be found at the IMS Global website [3].
The IMS Vocabulary Definition and Exchange (VDEX) specification has a double relation with the LOM, since not
only can the LOM provide metadata on the vocabularies in a VDEX instance, but VDEX can be used to describe the
controlled vocabularies which are the value space for many LOM elements.
LOM records can be transported between systems using a variety of protocols, perhaps the most widely used being
OAI-PMH.

Application profiles

UK LOM Core

For UK Further and Higher Education, the most relevant family of application profiles are those based around the
UK LOM Core.[4] The UK LOM Core is currently a draft schema researched by a community of practitioners to
identify common UK practice in learning object content, by comparing 12 metadata schemas. UK LOM is currently
legacy work, it is not in active development.

CanCore

CanCore provides detailed guidance for the interpretation and implementation of each data element in the LOM
standard. These guidelines (2004) constitute a 250-page document, and have been developed over three years under
the leadership of Norm Friesen, and through consultation with experts across Canada and throughout the world.
These guidelines are also available at no charge from the CanCore Website [5].

ANZ-LOM

ANZ-LOM [6] is a metadata profile developed for the education sector in Australia and New Zealand. The profile
provides interpretations of metadata structures and illustrates how to apply controlled vocabularies, especially using
the "classification" element. It is supported by detailed examples of learning resource metadata, including regional
vocabularies. The ANZ-LOM profile was first published by The Le@rning Federation (TLF) in January, 2008.

Vetadata

The Australian Vocational Training and Education (VET) sector uses an application profile of the IEEE LOM called
Vetadata [7]. The profile contains five mandatory elements, and makes use of a number of vocabularies specific to
the Australian VET sector. This application profile was first published in 2005. The Vetadata and ANZ-LOM
profiles are closely aligned.
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NORLOM

NORLOM [8] is the Norwegian LOM profile. The profile is managed by NSSL [9] (The Norwegian Secretariat for
Standardization of Learning Technologies)

ISRACore

ISRACORE [10] is the Israeli LOM profile. The Israel Internet Association (ISOC-IL [11]) and Inter University
Computational Center (IUCC [12]) have teamed up to manage and establish an e-learning objects database.

SWE-LOM

SWE-LOM [13] is the Swedish LOM profile that is managed by IML [14] at Umeå University as a part of the work
with the national standardization group TK450 at Swedish Standards Institute.

TWLOM

TWLOM [15] is the Taiwanese LOM profile that is managed by Industrial Development and Promotion of Archives
and e-Learning Project [16]

LOM-FR

LOM-FR [17] is a metadata profile developed for the education sector in France. This application profile was first
published in 2006.

NL LOM

NL LOM [18] is the Dutch metadata profile for educational resources in the Netherlands. This application profile was
the result of merging the Dutch higher education LOM profile with the one used in primary and secondary Dutch
education. The final version was released in 2011.

LOM-CH

LOM-CH [19] is a metadata profile developed for the education sector in Switzerland. It is current available in French
and German. This application profile was published in 2013.

Others

Other application profiles are those developed by the Celebrate project[20] and the metadata profile that is part of the
SCORM reference model.[21]
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External links

E-mail Lists
• The CETIS Metadata and Digital Repository special interest group (http:/ / metadata. cetis. ac. uk/ ) has two email

lists:
• The SIG list (http:/ / www. jiscmail. ac. uk/ lists/ CETIS-METADATA. html) will keep you up to date on all SIG

activities and spec development related to metadata and digital repositories
• The LOM-cataloguing list (http:/ / www. jiscmail. ac. uk/ lists/ LOM-CATALOGUING. html) is for queries

relating to the creation and management of LOM descriptions.

Metadata Editors
• Reload (http:/ / www. reload. ac. uk/ ) includes an open-source editor for IMS LRM.
• Curriculum Online Tagging Tool (http:/ / www. curriculumonline. gov. uk/ SupplierCentre/ taggingtool. htm) is

used for creating metadata for online resource made available to schools in England.
• LomPad (https:/ / sourceforge. net/ projects/ lompad/ ) Lompad is a metatagging tool for learning object. It is

bilingual(Fr,En) supports the IEEE-lom spec and SCORM, CANCORE and Normetic profiles.

Repositories/Catalogues
• MERLOT (http:/ / www. merlot. org)(Multimedia Education Resource for Learning and Online Teaching) is a

free and open peer-reviewed collection of learning and online teaching materials and faculty-developed services
contributed and used by an international education community. It is an international consortium of over 20
institutions (and systems) of higher education, industry partners, professional organizations and individuals
devoted to identifying, peer reviewing, organizing and making available existing WWW resources in a range of
academic disciplines for use by higher education faculty and students.

• OER Commons (http:/ / oercommons. org) is a freely accessible online library for teachers and others to search,
discover, share, and evaluate Open Educational Resources (OER) and other freely available instructional
materials. OER Commons is a project created by ISKME (http:/ / www. iskme. org), an independent non-profit
organization based in Half Moon Bay, California.

• OpenScout (http:/ / learn. openscout. net) is a hub for open educational resources for business and management
education and training. It has international materials from around the globe and provides tools for adapting
resources to the context.

• Learning Resource Exchange (http:/ / lreforschools. eun. org) from European Schoolnet offers more than 200,000
multilingual Open Educational Resources for the K-12 sector from more than 50 content providers.

• Desire2Learn Learning Repository (http:/ / www. desire2learn. com/ learningrepository/ ) is a repository system
with rich support for IEEE LOM, Dublin Core, CanCore, and other customisable and templatable profiles. It also
supports harvesting of metadata from other repository/catalogue systems. It is used by hundreds of educational
and commercial organisations.

• Intrallect intraLibrary (http:/ / www. intrallect. com/ products) is a commercial repository system, with rich
support for the IEEE LOM, including customisable application profiles

• The Xtensis Open Architecture is a foundation for building customised learning object repository and learning
content management systems.
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• HarvestRoad Hive (http:/ / www2. harvestroad. com. au/ cgi-bin/ hr/ loadframes_tmp. cgi?lcms) is a commercial
federated digital repository system (based out of Australia), i.e. it is designed share content across multiple
repositories.

• The Jorum project (http:/ / www. jorum. ac. uk) uses Intrallect intraLibrary (http:/ / www. intrallect. com/
products) for its ongoing service.

• The National Learning Network, using Xtensis, is a UK repository of over 2000 learning objects, commissioned
by Becta and the LSC.

• Kursnavet (http:/ / kursnavet. cfl. se) (Swedish), is a repository containing around 11 000 (2007) unique learning
objects, free of use non-commersial. From the Swedish Agency for Flexible Learning, CFL (http:/ / www. cfl. se).

• LearnAlberta.ca is a Canadian learning object repository maintained by Alberta Education, the Province of
Alberta's education Ministry.

• The Learning Object Repository Network (http:/ / lorn. flexiblelearning. net. au) (LORN) is Australia's national
learning object repository network for the vocational education and training (VET) sector. It contains nearly 3000
learning objects.

• Agrega is Spain's national learning object repository network. It contains nearly 100.000 learning objects.
• Spindeln (http:/ / itforpedagoger. skolverket. se/ hitta_material/ ) (the Spider), is a Swedish learning object

repository brokerage service that connects a number of Swedish LORs. Spindeln is provided by the Nat. Agency
for Education.

• North Carolina Learning Object Repository - The k-20 learning object repository used by the State of North
Carolina and managed by the North Carolina Community College System.

• EQUELLA ( www.equella.com (http:/ / www. equella. com)) is a digital repository implemented by the editorial
giant Pearson that integrates with various learning management systems, supports IMS packages and all metadata
schemas including IEEE LOM.

Resources on the Internet
• (http:/ / cancore. athabascau. ca/ en/ ) is a thorough element-by-element guide to implementing the IEEE LOM.
• IMS Global Learning Consortium Learning resource meta-data specification (http:/ / www. imsglobal. org/

metadata/ ).
• XML Binding Specification (http:/ / ltsc. ieee. org/ wg12/ files/ IEEE_1484_12_03_d8_submitted. pdf).
• Final draft for LOM standard (15 July 2002 / PDF) (http:/ / ltsc. ieee. org/ wg12/ files/

LOM_1484_12_1_v1_Final_Draft. pdf).
• LOM Java API (http:/ / sourceforge. net/ projects/ lom-j/ ).
• A mapping between the IEEE LOM and IMS Learning Resource Metadata (http:/ / www. intrallect. com/ support/

metadata/ ims2lom_metadata_mapping. htm)
• Metadata? Thesauri? Taxonomies? Topic Maps! Making sense of it all (http:/ / www. ontopia. net/ topicmaps/

materials/ tm-vs-thesauri. html)
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Learning object
A learning object is "a collection of content items, practice items, and assessment items that are combined based on
a single learning objective". The term is credited to Wayne Hodgins when he created a working group in 1994
bearing the name though the concept was first described by Gerard in 1967. Learning objects go by many names,
including content objects, chunks, educational objects, information objects, intelligent objects, knowledge bits,
knowledge objects, learning components, media objects, reusable curriculum components, nuggets, reusable
information objects, reusable learning objects, testable reusable units of cognition, training components, and units of
learning.
Learning objects offer a new conceptualization of the learning process: rather than the traditional "several hour
chunk", they provide smaller, self-contained, re-usable units of learning.
They will typically have a number of different components, which range from descriptive data to information about
rights and educational level. At their core, however, will be instructional content, practice, and assessment. A key
issue is the use of metadata.
Learning object design raises issues of portability, and of the object's relation to a broader learning management
system.

Definitions
The Institute of Electrical and Electronics Engineers (IEEE) defines a learning object as "any entity, digital or
non-digital, that may be used for learning, education or training".
Chiappe defined Learning Objects as: "A digital self-contained and reusable entity, with a clear educational purpose,
with at least three internal and editable components: content, learning activities and elements of context. The
learning objects must have an external structure of information to facilitate their identification, storage and retrieval:
the metadata."
The following definitions focus on the relation between learning object and digital media. RLO-CETL, a British
inter-university Learning Objects Center, defines "reusable learning objects" as "web-based interactive chunks of
e-learning designed to explain a stand-alone learning objective". Daniel Rehak and Robin Mason define it as "a
digitized entity which can be used, reused or referenced during technology supported learning".
Adapting a definition from the Wisconsin Online Resource Center, Robert J. Beck suggests that learning objects
have the following key characteristics:
•• Learning objects are a new way of thinking about learning content. Traditionally, content comes in a several hour

chunk. Learning objects are much smaller units of learning, typically ranging from 2 minutes to 15 minutes.
• Are self-contained – each learning object can be taken independently
• Are reusable – a single learning object may be used in multiple contexts for multiple purposes
• Can be aggregated – learning objects can be grouped into larger collections of content, including traditional

course structures
• Are tagged with metadata – every learning object has descriptive information allowing it to be easily found by a

search

http://en.wikipedia.org/w/index.php?title=Institute_of_Electrical_and_Electronics_Engineers
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Components
The following is a list of some of the types of information that may be included in a learning object and its metadata:
•• General Course Descriptive Data, including: course identifiers, language of content (English, Spanish, etc.),

subject area (Maths, Reading, etc.), descriptive text, descriptive keywords
•• Life Cycle, including: version, status
•• Instructional Content, including: text, web pages, images, sound, video
•• Glossary of Terms, including: terms, definition, acronyms
•• Quizzes and Assessments, including: questions, answers
•• Rights, including: cost, copyrights, restrictions on Use
•• Relationships to Other Courses, including prerequisite courses
•• Educational Level, including: grade level, age range, typical learning time, and difficulty. [IEEE 1484.12.1:2002]
• Typology as defined by Churchill (2007): presentation, practice, simulation, conceptual models, information, and

contextual representation [1]

Metadata
One of the key issues in using learning objects is their identification by search engines or content management
systems.[citation needed] This is usually facilitated by assigning descriptive learning object metadata. Just as a book in
a library has a record in the card catalog, learning objects must also be tagged with metadata. The most important
pieces of metadata typically associated with a learning object include:
1. objective: The educational objective the learning object is instructing
2. prerequisites: The list of skills (typically represented as objectives) which the learner must know before viewing

the learning object
3. topic: Typically represented in a taxonomy, the topic the learning object is instructing
4. interactivity: The Interaction Model of the learning object.
5. technology requirements: The required system requirements to view the learning object.

Mutability
A mutated learning object is, according to Michael Shaw, a learning object that has been "re-purposed and/or
re-engineered, changed or simply re-used in some way different from its original intended design". Shaw also
introduces the term "contextual learning object", to describe a learning object that has been "designed to have
specific meaning and purpose to an intended learner".

Portability
Before any institution invests a great deal of time and energy into building high-quality e-learning content (which
can cost over $10,000 per classroom hour),[2] it needs to consider how this content can be easily loaded into a
Learning Management System. It is possible for example, to package learning objects with SCORM specification
and load it in Moodle Learning Management System or Desire2Learn Learning Environment.
If all of the properties of a course can be precisely defined in a common format, the content can be serialized into a
standard format such as XML and loaded into other systems. When it is considered that some e-learning courses
need to include video, mathematical equations using MathML, chemistry equations using CML and other complex
structures, the issues become very complex, especially if the systems needs to understand and validate each structure
and then place it correctly in a database.[citation needed]

http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Card_catalog
http://en.wikipedia.org/w/index.php?title=Interaction_Model
http://en.wikipedia.org/w/index.php?title=Learning_Management_System
http://en.wikipedia.org/w/index.php?title=SCORM
http://en.wikipedia.org/w/index.php?title=Moodle
http://en.wikipedia.org/w/index.php?title=Desire2Learn
http://en.wikipedia.org/w/index.php?title=MathML
http://en.wikipedia.org/w/index.php?title=Chemical_Markup_Language
http://en.wikipedia.org/wiki/Citation_needed
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Criticism
In 2001, David Wiley criticized learning object theory in his paper, The Reusability Paradox [3] which is summarized
by D'Arcy Norman [4] as, If a learning object is useful in a particular context, by definition it is not reusable in a
different context. If a learning object is reusable in many contexts, it isn’t particularly useful in any. In Three
Objections to Learning Objects and E-learning Standards [5], Norm Friesen, Canada Research Chair in E-Learning
Practices at Thompson Rivers University, points out that the word neutrality in itself implies a state or position that
is antithetical ... to pedagogy and teaching.
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External links
• The Learning Objects (http:/ / www4. uwm. edu/ cie/ learning_objects. cfm?gid=55) at Milwaukee's Center for

International Education.

OGML
Ontology Grounded Metalanguage (OGML) is a metalanguage like MOF. The goal of OGML is to tackle the
difficulties of MOF:[1] linear modeling architecture, ambiguous constructs and incomprehensible/unclear
architecture. OGML provides a nested modeling architecture with three fixed layers (models, languages and
metalanguage), therefore it is clear how the different models conform to each other and can be handled. Constructs
in OGML are chosen from the science of Ontology, making the distinction between properties / objects and classes /
objects very clear. This commitment makes explicit certain oddities of the definition of, for example, relations.
Furthermore, OGML provides an explicit notion of instantiation:[2] model elements encode their types and languages
define the semantics of instantiation. This extra information is needed in the relative modeling architecture to
distinguish between structural and conceptual views on models, for example: we may want to view a UML model as
an instance of the Object language and an instance of the Class model (Clabject). By providing this dual view on
metamodel layer and on the language layer, OGML provides a very precise modeling architecture and an expressive
way to deal with models.
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Mercurywoodrose, Mfiguiere, Midinastasurazz, Mmozum, Mortense, MrOllie, Msiebuhr, Mwtoews, Neilc, Nemnkim, Nmilford, OrangeDog, PatrickFisher, Pgan002, Pmiossec, Rich
Farmbrough, RichardMills65, RobinUS2, Rollins83, Ronz, Runtime, S4saurabh, Sae1962, SamJohnston, Samarthgahire, Santiagobasulto, Sebastibe, Slebresne, Spiesche, Stather, Stefan,
Stuartmccaul, Swaroopch, Tas50, Tdmackey, The-verver, TheJJJunk, Thumperward, Timendum, Timoey, Tommymorgan, Vanger13, Vegaswikian, Viocomnetworks, Wainstead, Wikiuser298,
Woodjr, YPavan, Yadavjpr, YogiWanKenobi, 175 anonymous edits

Triplestore  Source: http://en.wikipedia.org/w/index.php?oldid=598834182  Contributors: A3 nm, Andy Dingley, Ansell, Arto B, Beland, Bgwhite, Bomazi, BuZZdEE.BuzZ, Cnorvell,
Cybercobra, DBooth, Danim, Dawn Bard, Djlambert, Dreamingxk89, Enric Naval, Erick.Antezana, FrankTobia, Good Olfactory, Inverse.chi, Iæfai, Jaideraf, James.adam.anderson, Jerryobject,
Jreast, JustAnotherJoe, Kenkrupa, Kjetil, Linas, LostVagabond, MacTed, Marco74, Mdd, Mhgrove, Mrmariobriggs, Nasa-verve, Nhumfrey, Nicolas1981, Opoirel, PRB, Pholding, Pldms,
ProfessorBaltasar, Pumba lt, R'n'B, Rzicari, Sbuxton, Scorlosquet, Scott, Sergioferlo, Sigma0 1, Simnia, Soumyasch, Spencerk, Two Bananas, Wbeaureg, White gecko, WiseWoman, Ysangkok,
66 anonymous edits

Keyspace (distributed data store)  Source: http://en.wikipedia.org/w/index.php?oldid=592316499  Contributors: Bearcat, Jncraton, Khiladi 2010, MrOllie, PurplePiper, RHaworth, Rjwilmsi,
Sae1962, Train2104, 1 anonymous edits

Super column  Source: http://en.wikipedia.org/w/index.php?oldid=577671349  Contributors: Bearcat, Lenticel, Sae1962, 1 anonymous edits

BigTable  Source: http://en.wikipedia.org/w/index.php?oldid=598386228  Contributors: A5b, Adpowers, Amux, Andy Dingley, ArlenCuss, Audriusa, Barauswald, Barry K. Nathan, Bearcat,
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Nakon, Nearfar, Nileshbansal, Ogendarf, Oo7565, Pgan002, Phoib, Pirroh, Pmsyyz, Quebec99, Raysonho, Rdquay, Replysixty, Rjwilmsi, Sae1962, Sounil, Tom Jenkins, Treekids, Vegaswikian,
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Flat file database  Source: http://en.wikipedia.org/w/index.php?oldid=588904788  Contributors: 100110100, 2mcm, ANONYMOUS COWARD0xC0DE, Adrianwn, Aeliav, AeronBuchanan,
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HaywardRoy, ICberg7, J Di, Jackol, Jamelan, Jerome Charles Potts, JoanneB, Jonin69, Jpvinall, Kevins, Larsinio, Lee J Haywood, Leirith, Luisgarcc, Macaddct1984, Mandarax, Mandra Oleka,
Mark Renier, Mark T, Master Lexx, McGeddon, Mdd, Mild Bill Hiccup, Mindmatrix, Minghong, MrOllie, Nbarth, Night Gyr, Notbyworks, OlEnglish, Omicronpersei8, Orpheus, Oxymoron83,
Pantergraph, Phantomsteve, PhiLho, Philip Trueman, Piano non troppo, Psb777, Public Menace, Quiddity, Qxz, Rayngwf, RedWolf, Reedy, SDSWIKI, Sam Pointon, Sandcat01,
SchnitzelMannGreek, Sedimin, Seidenstud, Shades1Of1Grey, Shanes, Skaryzgik, Slazenger, Sonett72, SteinerMW, Stephen Morley, Stolkin, Suffusion of Yellow, Tannin, Thorwald, Tobias
Bergemann, TommyEd, Trolleymusic, WeißNix, Xiong, ZeroEgo, 215 anonymous edits

Terminfo  Source: http://en.wikipedia.org/w/index.php?oldid=574894163  Contributors: Abdull, Beland, Danim, Gryllida, Hertzsprung, Hirsutism, Jfmantis, Jonesey95, Katharineamy,
Martarius, MisterLambda, Msnicki, Pjoef, Pne, Rjwilmsi, Schily, Tassedethe, Tedickey, ZyMOS, 9 anonymous edits
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Joedoedoe, Koko90, Mogigoma, Oswego Palomar, Pjoef, Tedickey, ZyMOS, Пика Пика, 7 anonymous edits

MultiValue  Source: http://en.wikipedia.org/w/index.php?oldid=596667946  Contributors: Adtadt, AvicAWB, CharlesBarouch, Danim, DaveStoner, Dwolt, Gsallis, Hersfold, JIP,
JackieBurhans, Jandalhandler, Jncraton, John.Whythe, Khazar2, Klenot, Legacypath, Mark Arsten, Michael Devore, Mpower1multivalue, Niceguyedc, Phillips-Martin, Seanp wiki, TJRC, Tom
Morris, Vigneshgautam, Wagesj45, Wjhonson, 26 anonymous edits

OpenInsight  Source: http://en.wikipedia.org/w/index.php?oldid=531785930  Contributors: Cander0000, CharlesBarouch, Danim, Kuru, Mild Bill Hiccup, Mruanejr, Paul Foxworthy,
Plastikspork, R'n'B, RHaworth, RasterFaAye, Shadowjams, Softy, 5 anonymous edits

Document-oriented database  Source: http://en.wikipedia.org/w/index.php?oldid=598589620  Contributors: Altered Walter, Antony.stubbs, Argv0, Arthena, Bablind, BrideOfKripkenstein,
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Thumperward, Toutoune25, Tsm32, Webtrill, Woohookitty, 109 anonymous edits

MongoDB  Source: http://en.wikipedia.org/w/index.php?oldid=598762423  Contributors: Adallas, Adm.Wiggin, Al3xpopescu, AlbinoChocobo, Alexey Feldgendler, Alfre2v, AlisonW,
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Temporal database  Source: http://en.wikipedia.org/w/index.php?oldid=585847748  Contributors: 99 Willys on Wheels on the wall, 99 Willys on Wheels..., Alan Liefting, AndrewWarden,
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Rich257, RonaldKunenborg, Ronz, Roshan baladhanvi, Smcclos, Soap, Tijfo098, Topaz, Twilight (renamed), Vk2010, Who, Wikidrone, 104 anonymous edits

RRDtool  Source: http://en.wikipedia.org/w/index.php?oldid=593152536  Contributors: A2Kafir, Abune, Aclister, Adamathefrog, Arturomartin, BD2412, Benzband, Cander0000, CanisRufus, 
Captain Conundrum, ChrisJ, CosineKitty, Danim, Dawynn, Dbrukman, Djohnson53, Dogboy756, Eaowens, Edaelon, FabriceB.75, Family Guy Guy, Fish and karate, Fr3d org, Frap, Free
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Ssinyagin, Stas2k, Stolsvik, TheParanoidOne, Tjwagner, Topperfalkon, Vborcan, Wereon, WpediaPaul, Xiong Chiamiov, Xoneca, Zaucker, 64 anonymous edits

Spatial database  Source: http://en.wikipedia.org/w/index.php?oldid=596941809  Contributors: APh, Alksentrs, Amsguc, Antonrojo, Beland, Binksternet, Chire, Cnorvell, Danim, Devashish90,
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ScubbX, Subu690, Sumail, TechnologyTrial, Thinking of England, Tmcw, Trublu, Tschirl, Vijaymgandhi, М И Ф, 47 anonymous edits

Spatial query  Source: http://en.wikipedia.org/w/index.php?oldid=546573083  Contributors: Algomaster, Antonrojo, Chire, Int21h, MeekMark, MilerWhite, Pascal.Tesson, Redlands, Tony
Hunter, Viriditas, 4 anonymous edits

Spatiotemporal database  Source: http://en.wikipedia.org/w/index.php?oldid=578476920  Contributors: Arieba, Cchen0, ChrisGualtieri, Danim, Edward, H@r@ld, Ls1g, Niemeyerstein en,
Odestiny, SyL64, Tijfo098, Wireless friend, XLerate, 1 anonymous edits

Object-based spatial database  Source: http://en.wikipedia.org/w/index.php?oldid=549469805  Contributors: Avalon, Basio, Bohunk, Chphe, ChrisGualtieri, Colonies Chris, Danim, Darder,
EastTN, Ego White Tray, Oh Snap, PBP, Sanspeur, 3 anonymous edits

Tuple-versioning  Source: http://en.wikipedia.org/w/index.php?oldid=575297735  Contributors: Cconnett, Daveroberts, Fyrael, Joelm, Lugalde, Muntfish, R'n'B, SchreiberBike, Widefox, Zvika,
4 anonymous edits

Valid time  Source: http://en.wikipedia.org/w/index.php?oldid=529976242  Contributors: Charles Matthews, Egpetersen, Nibblus, Pegship, RussBlau, Smuckers, TechPurism, Vk2010, 7
anonymous edits

Transaction time  Source: http://en.wikipedia.org/w/index.php?oldid=575194120  Contributors: Charles Matthews, Coccyx Bloccyx, Gurchzilla, JCLately, Jonnabuz, Logan, MBParker,
Nibblus, Pegship, TechPurism, Vk2010, 2 anonymous edits

Geospatial metadata  Source: http://en.wikipedia.org/w/index.php?oldid=582785240  Contributors: Addypope, Burkestar, Dark Silver Crow, Dr Shorthair, Flietz, Jacobhsieh, LilHelpa,
Mcechini, Neogeography, PeterParslow, Queerbubbles, Rich Farmbrough, The Thing That Should Not Be, Ticheler, Tom Worthington, Tony1212, Vrautenbach, Winterst, 22 anonymous edits

Geographical database  Source: http://en.wikipedia.org/w/index.php?oldid=535830679  Contributors: Bearcat, Comupedi, Danim, Elphion, Katharineamy, The Aviv

Time series database  Source: http://en.wikipedia.org/w/index.php?oldid=594985405  Contributors: Aboriginal Noise, Altered Walter, Andrewcronk, Anjiro, Barticus88, Boxplot, Bsautner,
CandaceChang, CassandraToday, Catalystcoder, Ccox5, Cgilchristlim, Clicketyclack, Cowznofski, Danim, Davagh, Derek a adams, Dgoldsmith2, Doctorbigtime, Dwinson, Hmains, Hobsonlane,
John of Reading, Justindelay, Jwoodger, Kevin Gorman, Kevin Ryde, Kuru, Lptolik, Manolamancha, MarsRover, Melcombe, Michael Hardy, Mild Bill Hiccup, Nicholsr, Orenfalkowitz, PigFlu
Oink, RONNCC, Ricky81682, Ridernyc, RomanSpa, SimonG, Simonemainardi, Slowking Man, 42 anonymous edits

Operational historian  Source: http://en.wikipedia.org/w/index.php?oldid=597736630  Contributors: 859austin, Adrielmichaud, Amyeomans, Arunram, Bearcat, Beland, Boxplot, Celtechm,
ChrisGualtieri, Cyfraw, Dawynn, DoctorKubla, Dotab, Jay8bird, Jstplace, Malcolma, My Gussie, Ngpd, Notanotherindustrialblog, RadioFan, Rich Farmbrough, SgrinerHoneywell, ToDeBe, 23
anonymous edits

Real-time database  Source: http://en.wikipedia.org/w/index.php?oldid=590966493  Contributors: Bacchiad, Beland, Danim, Dhartung, Egpetersen, Fabrictramp, Fholahan, Frap, Janm67,
Jaydubya93, L Kensington, Malcolma, Marcuscalabresus, Mark Renier, Mindmatrix, Owl3638, Paxse, RJFJR, SmackoVector, Will Pittenger, Wknight94, 29 anonymous edits

In-memory database  Source: http://en.wikipedia.org/w/index.php?oldid=599284083  Contributors: 28nebraska, 4th-otaku, Abernie182, Agentq314, AgniKalpa, AlexandriNo, Altered Walter,
ArmitageAmy, Bablind, Bac 66, Beland, Betis76, Broeni, Cander0000, Cheolsoo, Chris the speller, Christophe.billiottet, Cnanney, Codename Lisa, ColinCarberry, Compfreak7,
Computermemorynerd, Cpnatwork, Crysb, Darisoft, Darren Duncan, Dbates1999, Dewritech, Dnmurphy, Drachmae, Farialima, Fholahan, Fschupp, Gilad.maayan, Giloki, Greenrd, GregorB,
Hcobb, Ingenthr, Intgr, Ittia, Jack Wester, Jatujak, Jeff00seattle, Jerryobject, Jfraima, Jncraton, Jnmoyne, Joel.s.white, Jorjani, Jwoodger, Khazar2, Kunalnitin, Kvramarajus, Longlongago7777,
Luxxor, MainFrame, Malcolma, Malikarjun.choudary, Mangotron, Mark Renier, Memorytechguru, Mphnyc, MrOllie, Mstrey, Natishalom, Ne0Freedom, Nealmcb, Neurocod, Ngpd,
Oicumayberight, Omnibus3, Os81paul, Pbourke, Pedjaradenkovic, Praba tuty, Ragintec, Rahulsw, RezaeiMostafa, Rfl, Rich Farmbrough, Saldinatale, Sheaffej, Sjkim1971, Stuartyeates, T-002,
Tabletop, Techietown, Ted nw, Teqhed, TheParanoidOne, VladSek, Webtrill, Xtremejames183, Yafoor, 127 anonymous edits

Probabilistic database  Source: http://en.wikipedia.org/w/index.php?oldid=579084692  Contributors: Adelpine, Beland, Cdrdata, Danim, Databong, Edward, Pgoyal13, Ssickels, 2 anonymous
edits

Deductive database  Source: http://en.wikipedia.org/w/index.php?oldid=578935761  Contributors: Bearcat, Carbo1200, Cdrdata, Cic, Dfinch, Enric Naval, Everyking, GeorgeBills, GoingBatty,
Greenrd, Hetar, Hydrogen Iodide, Kku, Larsinio, Leegee23, MCiura, Mark Renier, Mdd, Neurolysis, Reedy, Rjwilmsi, Soulmerge, Steinsky, Trappist the monk, Vzach, Xezbeth, 18 anonymous
edits

Deductive language  Source: http://en.wikipedia.org/w/index.php?oldid=532118312  Contributors: Bearcat, Beland, Metacosm, PiMaster3, Some Wiki Editor, The monkeyhate

Mobile database  Source: http://en.wikipedia.org/w/index.php?oldid=598628882  Contributors: AK456, Anaxial, BD2412, Beland, Bunnyhop11, Cgtdk, Chris the speller, Cureden, Czarkoff,
DGG, Danim, Dinarphatak, Duyongwen, Fabrictramp, Heqs, Herbythyme, Igloobone, IncrediGeek, J.delanoy, Jeffq, Jessica.couchbase, Khflottorp, LohithMJajee, Lpetrazickis, MBisanz,
MobiForms, MrOllie, Paxse, PhilKnight, Ramu50, Raysonho, Rwalker, Sae1962, Secret (renamed), Soalib, Stephan Leeds, Tdietsche, Timmillwood, Toohool, Wavyriver, Wbm1058, 49
anonymous edits

Standard data model  Source: http://en.wikipedia.org/w/index.php?oldid=546468569  Contributors: Ground Zero, IanDBailey, KarenData, Kdc3, KeyStroke, Kuru, Mdd, Patrick, Paul A,
Srikant.sharma, Titoxd, Tom Morris, TubularWorld, 9 anonymous edits

Suppliers and Parts database  Source: http://en.wikipedia.org/w/index.php?oldid=517396769  Contributors: Bjelleklang, CBDunkerson, Danim, Drumroll99, Marcelocantos, Melaen, Natalya,
ProcureNET, Retired username, Rjwilmsi, SabbeRubbish, That Guy, From That Show!, Xyzzyplugh, 2 anonymous edits

Internet Movie Database  Source: http://en.wikipedia.org/w/index.php?oldid=598803338  Contributors: -ACL-, .I.M.D.b.s.u.c.k.s.I.M.D.b.s.u.c.k.s.I.M.D.b.s.u.c.k.s., 0zero9nine, 12 Noon, 
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Image:Versant logo 2007.png  Source: http://en.wikipedia.org/w/index.php?title=File:Versant_logo_2007.png  License: Public Domain  Contributors: http://www.versant.com/
File:Postgresql elephant.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Postgresql_elephant.svg  License: BSD  Contributors: Jeff MacDonald
File:GraphDatabase PropertyGraph.png  Source: http://en.wikipedia.org/w/index.php?title=File:GraphDatabase_PropertyGraph.png  License: Creative Commons Zero  Contributors:
User:Obersachse
File:Cassandra logo.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Cassandra_logo.svg  License: Apache  Contributors: Mwtoews
Image:Keyspace example (data store).png  Source: http://en.wikipedia.org/w/index.php?title=File:Keyspace_example_(data_store).png  License: Creative Commons Attribution-Sharealike 3.0
 Contributors: Bearcat, Sae1962
Image:SuperColumn (data store).png  Source: http://en.wikipedia.org/w/index.php?title=File:SuperColumn_(data_store).png  License: Creative Commons Attribution 3.0  Contributors:
Sae1962
File:Rrddemo.png  Source: http://en.wikipedia.org/w/index.php?title=File:Rrddemo.png  License: unknown  Contributors: en:Tobi Oetiker, en:User:Edaelon
File:IMDb logo.svg  Source: http://en.wikipedia.org/w/index.php?title=File:IMDb_logo.svg  License: Public Domain  Contributors: IMDb
File:Decrease Positive.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Decrease_Positive.svg  License: Public Domain  Contributors: Decrease2.svg: Sarang derivative work:
Dodoïste (talk)
File:NDRs around the world 2011-11.jpg  Source: http://en.wikipedia.org/w/index.php?title=File:NDRs_around_the_world_2011-11.jpg  License: Creative Commons Attribution 2.0
 Contributors: User:Cristixav
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File:Flag of Algeria.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Algeria.svg  License: Public Domain  Contributors: This graphic was originaly drawn by User:SKopp.
File:Flag of Colombia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Colombia.svg  License: Public Domain  Contributors: SKopp
File:Flag of Canada.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Canada.svg  License: Public Domain  Contributors: Anomie
File:Flag of Australia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Australia.svg  License: Public Domain  Contributors: Anomie, Mifter
File:Flag of Western Australia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Western_Australia.svg  License: Public domain  Contributors: User:Denelson83
File:Flag of New South Wales.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_New_South_Wales.svg  License: GNU Free Documentation License  Contributors:
User:Denelson83, User:Greentubing
File:Flag of the Northern Territory.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Northern_Territory.svg  License: Creative Commons Attribution-Sharealike 3.0
 Contributors: Vectorized by Froztbyte
File:Flag of Queensland.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Queensland.svg  License: Public domain  Contributors: User:Denelson83
File:Flag of South Australia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_South_Australia.svg  License: Public Domain  Contributors: User:Denelson83
File:Flag of Tasmania.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Tasmania.svg  License: Public Domain  Contributors: User:Denelson83
File:Flag of the People's Republic of China.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_People's_Republic_of_China.svg  License: Public Domain  Contributors:
Drawn by User:SKopp, redrawn by User:Denelson83 and User:Zscout370 Recode by cs:User:-xfi- (code), User:Shizhao (colors)
File:Flag of Russia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Russia.svg  License: Public Domain  Contributors: Anomie, Zscout370
File:Flag of Indonesia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Indonesia.svg  License: Public Domain  Contributors: Drawn by User:SKopp, rewritten by
User:Gabbe
File:Flag of New Zealand.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_New_Zealand.svg  License: Public Domain  Contributors: Achim1999, Adabow, Adambro, Arria
Belli, Avenue, Bawolff, Bjankuloski06en, ButterStick, Cycn, Denelson83, Donk, Duduziq, EugeneZelenko, Fred J, Fry1989, George Ho, Hugh Jass, Ibagli, Jusjih, Klemen Kocjancic,
MAXXX-309, Mamndassan, Mattes, Nightstallion, O, Ozgurnarin, Peeperman, Poco a poco, Poromiami, Reisio, Rfc1394, Sarang, Shizhao, SiBr4, Tabasco, TintoMeches, Transparent Blue,
Väsk, Xufanc, Zscout370, 42 anonymous edits
File:Flag of Jordan.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Jordan.svg  License: Public Domain  Contributors: User:SKopp
File:Flag of Angola.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Angola.svg  License: Public Domain  Contributors: User:SKopp
File:Flag of France.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_France.svg  License: Public Domain  Contributors: Anomie
File:Flag of Sao Tome and Principe.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Sao_Tome_and_Principe.svg  License: Public Domain  Contributors: User:Gabbe
File:Flag of Tanzania.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Tanzania.svg  License: Public Domain  Contributors: User:Alkari, User:Madden, User:SKopp
File:Flag of Oman.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Oman.svg  License: Public Domain  Contributors: *drew, Alkari, Bast64, Cycn, Duduziq, Fry1989,
Happenstance, Homo lupus, Ittihadawi, Jetijones, Klemen Kocjancic, Liftarn, Mattes, Neq00, Nightstallion, NikNaks, OAlexander, Orange Tuesday, Pumbaa80, Rfc1394, Ricordisamoa,
ThomasPusch, Zscout370
File:Flag of the Netherlands.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Netherlands.svg  License: Public Domain  Contributors: Zscout370
File:Flag of India.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_India.svg  License: Public Domain  Contributors: Anomie, Mifter
File:Flag of Sri Lanka.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Sri_Lanka.svg  License: Public Domain  Contributors: Zscout370
File:Flag of Argentina.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Argentina.svg  License: unknown  Contributors: Government of Argentina (Vector graphics by
Dbenbenn)
File:Flag of Peru.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Peru.svg  License: Public Domain  Contributors: User:Dbenbenn
File:Flag of Kazakhstan.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Kazakhstan.svg  License: unknown  Contributors: -xfi-
File:Flag of Pakistan.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Pakistan.svg  License: Public Domain  Contributors: User:Zscout370
File:Flag of Nigeria.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Nigeria.svg  License: Public Domain  Contributors: User:Jhs
File:Flag of Turkey.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Turkey.svg  License: Public Domain  Contributors: David Benbennick (original author)
File:Flag of Norway.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Norway.svg  License: Public Domain  Contributors: Dbenbenn
File:Flag of the United Kingdom.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_United_Kingdom.svg  License: Public Domain  Contributors: Anomie, Good
Olfactory, Mifter
File:Flag of Brazil.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Brazil.svg  License: Public Domain  Contributors: Anomie
File:Flag of Mexico.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Mexico.svg  License: Public Domain  Contributors: Alex Covarrubias, 9 April 2006 Based on the arms
by Juan Gabino.
File:Flag of Israel.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Israel.svg  License: Public Domain  Contributors: “The Provisional Council of State Proclamation of the
Flag of the State of Israel” of 25 Tishrei 5709 (28 October 1948) provides the official specification for the design of the Israeli flag. The color of the Magen David and the stripes of the Israeli flag
is not precisely specified by the above legislation. The color depicted in the current version of the image is typical of flags used in Israel today, although individual flags can and do vary. The flag
legislation officially specifies dimensions of 220 cm × 160 cm. However, the sizes of actual flags vary (although the aspect ratio is usually retained).
File:Flag of Cyprus.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Cyprus.svg  License: Public Domain  Contributors: User:Vzb83
File:Flag of South Africa.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_South_Africa.svg  License: unknown  Contributors: Adriaan, Anime Addict AA, AnonMoos,
BRUTE, Cathy Richards, Daemonic Kangaroo, Dnik, Duduziq, Dzordzm, Fry1989, Homo lupus, Jappalang, Juliancolton, Kam Solusar, Klemen Kocjancic, Klymene, Lexxyy, MAXXX-309,
Mahahahaneapneap, Manuelt15, Moviedefender, NeverDoING, Ninane, Pitke, Poznaniak, Przemub, Ricordisamoa, SKopp, Sarang, SiBr4, ThePCKid, ThomasPusch, Tvdm, Ultratomio, Vzb83,
Zscout370, 37 anonymous edits
File:Flag of Kenya.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Kenya.svg  License: Public Domain  Contributors: User:Pumbaa80
File:Flag of the United States.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_United_States.svg  License: Public Domain  Contributors: Anomie

File:Flag of Cambodia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Cambodia.svg  License: Public Domain  Contributors: Draw new flag by User:ទេព_សុវិចិត្រ

File:Flag of Afghanistan.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Afghanistan.svg  License: Public Domain  Contributors: User:Zscout370
File:Flag of Bangladesh.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Bangladesh.svg  License: Public Domain  Contributors: User:SKopp
File:Flag of Ethiopia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Ethiopia.svg  License: unknown  Contributors: Aaker, Anime Addict AA, Antemister, Cycn, Djampa, F
l a n k e r, Fry1989, GoodMorningEthiopia, Happenstance, Homo lupus, Huhsunqu, Ixfd64, Klemen Kocjancic, Ludger1961, MartinThoma, Mattes, Mozzan, Neq00, OAlexander, Pumbaa80,
Rainforest tropicana, Reisio, Ricordisamoa, SKopp, Smooth O, Spiritia, ThomasPusch, Torstein, Wsiegmund, Xoristzatziki, Zscout370, 16 anonymous edits
File:Flag of Cameroon.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Cameroon.svg  License: Public Domain  Contributors: (of code) cs:User:-xfi-
File:Flag of Malaysia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Malaysia.svg  License: Public Domain  Contributors: , and
File:Flag of Spain.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Spain.svg  License: Public Domain  Contributors: Anomie
File:Flag of Morocco.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Morocco.svg  License: Public Domain  Contributors: Denelson83, Zscout370
File:Flag of Madagascar.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Madagascar.svg  License: Public Domain  Contributors: User:SKopp
File:Flag of Sudan.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Sudan.svg  License: Public Domain  Contributors: Vzb83
File:Flag of Nicaragua.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Nicaragua.svg  License: Attribution  Contributors: C records, Ecemaml, Tacsipacsi
File:Flag of Iraq.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Iraq.svg  License: Public Domain  Contributors: Unknown, published by Iraqi governemt, vectorized by
User:Militaryace based on the work of User:Hoshie
File:Flag of Latvia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Latvia.svg  License: Public Domain  Contributors: User:SKopp
File:Flag of Albania.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Albania.svg  License: Public Domain  Contributors: User:Dbenbenn
File:Flag of Uganda.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Uganda.svg  License: Creative Commons Zero  Contributors: tobias
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File:Flag of Zambia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Zambia.svg  License: Public Domain  Contributors: Author: Tobias Jakobs (in the public domain) and
User:Zscout370 (Return fire)
File:Flag of Côte d'Ivoire.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Côte_d'Ivoire.svg  License: Public Domain  Contributors: User:Jon Harald Søby
File:Flag of Romania.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Romania.svg  License: Public Domain  Contributors: AdiJapan
File:Flag of Fiji.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Fiji.svg  License: Public Domain  Contributors: Anime Addict AA, Avala, ButterStick, Denelson83, Fred the
Oyster, Fry1989, Greentubing, Herbythyme, Homo lupus, Klemen Kocjancic, Krun, Lokal Profil, Ludger1961, Marcus Cyron, Mattes, Multichill, Neq00, Nightstallion, ReconditeRodent,
Ricordisamoa, Sam916, Suzuki Auto, Urhixidur, Vzb83, 8 anonymous edits
File:Flag of Papua New Guinea.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Papua_New_Guinea.svg  License: Public Domain  Contributors: User:Nightstallion
File:Flag of the Solomon Islands.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Solomon_Islands.svg  License: Public Domain  Contributors: User:SKopp
File:Flag of Tonga.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Tonga.svg  License: Public Domain  Contributors: AnonMoos, Badseed, Fry1989, Herbythyme, Homo
lupus, Klemen Kocjancic, Krun, Liftarn, Mattes, Neq00, Nightstallion, Pumbaa80, Trockennasenaffe, Wrightbus, 5 anonymous edits
File:Flag of Vanuatu.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Vanuatu.svg  License: Public Domain  Contributors: Alkari, Bast64, Cathy Richards, EugeneZelenko,
Fry1989, Homo lupus, Klemen Kocjancic, Mattes, Mikiofpersia, Neq00, Nightstallion, OAlexander, PeterSymonds, Vzb83
File:Flag of Guyana.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Guyana.svg  License: Public Domain  Contributors: User:SKopp
File:Flag of Syria.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Syria.svg  License: Public Domain  Contributors: see below
File:Flag of Liberia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Liberia.svg  License: Public Domain  Contributors: Government of Liberia
File:Flag of Chile.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Chile.svg  License: Public Domain  Contributors: Alkari, B1mbo, Cathy Richards, Cycn, David Newton,
Dbenbenn, Denelson83, ElmA, Er Komandante, Fibonacci, Fry1989, Fsopolonezcaro, Herbythyme, Huhsunqu, Kallerna, Kanonkas, Klemen Kocjancic, Kyro, MAXXX-309, Mattes, McZusatz,
Mozzan, Nagy, Nightstallion, Piastu, Pixeltoo, Pumbaa80, SKopp, Sarang, SiBr4, Srtxg, Sterling.M.Archer, Str4nd, Ultratomio, Vzb83, Xarucoponce, Yakoo, Yonatanh, Zscout370, 50
anonymous edits
File:Flag of Thailand.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Thailand.svg  License: Public Domain  Contributors: Zscout370
File:Flag of Venezuela.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Venezuela.svg  License: Public Domain  Contributors: Alkari, Bastique, Cesar david rodriguez, Cycn,
Denelson83, DerFussi, Fry1989, George McFinnigan, Hedwig in Washington, Herbythyme, Homo lupus, Huhsunqu, Infrogmation, K21edgo, Klemen Kocjancic, Ludger1961, Neq00,
Nightstallion, Reisio, Rupert Pupkin, Sarang, SiBr4, ThomasPusch, Unukalhai, Vzb83, Wikisole, Zscout370, 13 anonymous edits
File:Flag of Trinidad and Tobago.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Trinidad_and_Tobago.svg  License: Public Domain  Contributors: AnonMoos,
Boricuaeddie, Duduziq, Enbéká, Erlenmeyer, Fry1989, Homo lupus, Illegitimate Barrister, Klemen Kocjancic, Madden, Mattes, Nagy, Neq00, Nightstallion, Pumbaa80, S KTT, SKopp, SiBr4,
Tomia, 12 anonymous edits
File:Flag of Mozambique.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Mozambique.svg  License: Public Domain  Contributors: User:Nightstallion
File:Flag of Denmark.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Denmark.svg  License: Public Domain  Contributors: User:Madden
File:Flag of the Dominican Republic.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Dominican_Republic.svg  License: Public Domain  Contributors:
User:Nightstallion
File:Flag of Equatorial Guinea.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Equatorial_Guinea.svg  License: Public Domain  Contributors: Anime Addict AA,
Antonsusi, Cycn, Duschgeldrache2, Emc2, Fastily, Fred the Oyster, Fry1989, Homo lupus, Klemen Kocjancic, Maks Stirlitz, Mattes, Neq00, NeverDoING, Nightstallion, OAlexander, Permjak,
Pitke, SiBr4, SouthSudan, ThomasPusch, 4 anonymous edits
File:Flag of the Faroe Islands.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Faroe_Islands.svg  License: Public Domain  Contributors: User:IceKarma
File:Flag of the Philippines.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Philippines.svg  License: Public Domain  Contributors: User:Achim1999
File:Flag of Greenland.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Greenland.svg  License: Public Domain  Contributors: Jeffrey Connell (IceKarma)
File:Flag of Iceland.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Iceland.svg  License: Public Domain  Contributors: User:Zscout370, User:Ævar Arnfjörð Bjarmason
File:Flag of Myanmar.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Myanmar.svg  License: Public Domain  Contributors: *drew, AnonMoos, Cathy Richards,
CommonsDelinker, Cycn, Duduziq, Fry1989, Gunkarta, Homo lupus, Idh0854, Josegeographic, Klemen Kocjancic, Legnaw, Mason Decker, Mattes, Neq00, Nightstallion, Pixeltoo, Rfc1394,
Rodejong, SeNeKa, SiBr4, Stevanb, Takahara Osaka, Techman224, ThomasPusch, UnreifeKirsche, Vividuppers, WikipediaMaster, Winzipas, Xiengyod, Zscout370, 白 布 飘 扬, 10
anonymous edits
File:Flag of Yemen.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Yemen.svg  License: Public Domain  Contributors: Anime Addict AA, AnonMoos, David Levy,
Duduziq, Erlenmeyer, F. F. Fjodor, Flad, Fry1989, Homo lupus, Klemen Kocjancic, Krun, Neq00, Nightstallion, Pitke, Reisio, Rodejong, SiBr4, Themadchopper, ThomasPusch, Urmas,
Wikiborg, Zscout370, 4 anonymous edits
File:Flag of Tunisia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Tunisia.svg  License: Public Domain  Contributors: entraîneur: BEN KHALIFA WISSAM
File:Flag of Gabon.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Gabon.svg  License: Public Domain  Contributors: User:Gabbe, User:SKopp
File:Flag of the Republic of the Congo.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Republic_of_the_Congo.svg  License: Public Domain  Contributors: Anime
Addict AA, Antemister, Courcelles, Denelson83, Erlenmeyer, Estrilda, FischersFritz, Fry1989, Homo lupus, Klemen Kocjancic, LA2, Madden, Mattes, Moyogo, Neq00, Nightstallion, Persiana,
Pitke, Ratatosk, Romaine, SiBr4, ThomasPusch, Thuresson, 6 anonymous edits
File:Flag of Mali.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Mali.svg  License: Public Domain  Contributors: User:SKopp
File:Flag of Guatemala.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Guatemala.svg  License: Public Domain  Contributors: User:K21edgo
File:Flag of Iran.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Iran.svg  License: Public Domain  Contributors: Various
File:Flag of Libya.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Libya.svg  License: Public Domain  Contributors: Various
File:Flag of the United Arab Emirates.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_United_Arab_Emirates.svg  License: Public Domain  Contributors: Anime
Addict AA, Avala, Dbenbenn, Duduziq, F l a n k e r, Fry1989, Fukaumi, Gryffindor, Guanaco, Homo lupus, Kacir, Klemen Kocjancic, Krun, Ludger1961, Madden, Neq00, Nightstallion,
Piccadilly Circus, Pmsyyz, RamzyAbueita, Ricordisamoa, Zscout370, 5 anonymous edits
File:Flag of Qatar.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Qatar.svg  License: Public Domain  Contributors: (of code) cs:User:-xfi-
File:Flag of South Korea.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_South_Korea.svg  License: Public Domain  Contributors: Various
File:Flag of the Seychelles.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_the_Seychelles.svg  License: unknown  Contributors: -
File:Flag of Saudi Arabia.svg  Source: http://en.wikipedia.org/w/index.php?title=File:Flag_of_Saudi_Arabia.svg  License: Public Domain  Contributors: Alkari, Ancintosh, Anime Addict AA,
AnonMoos, Bobika, Brian Ammon, CommonsDelinker, Cycn, Denelson83, Duduziq, Ekabhishek, Er Komandante, Fabioravanelli, Fry1989, Herbythyme, Homo lupus, INeverCry, Jeff G.,
Klemen Kocjancic, Lokal Profil, Love Krittaya, Love monju, Mattes, Menasim, Mnmazur, Mohammed alkhater, Nard the Bard, Nightstallion, Palosirkka, Pitke, Pmsyyz, Ranveig, Ratatosk,
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